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Abstract
Subjective quality assessment of multi-modal services depends on a number of ex-
ternal factors that affect the final judgment, e.g. user expectations, user fatigue,
room environment or methodology used in the evaluation process. In order to ob-
tain as accurate as possible measurement of the perceived quality, an experimenter
should carefully consider all factors contributing to the overall experience. Partic-
ulary important is to choose the right measurement method for the purpose of a
specific task. In spite of the fact that a number of standardized test procedures for
the quality assessment exist it is not always possible to find the one which suits a
certain research purpose. In such case, the development of new assessment tech-
niques is usually necessary, which then needs to be followed by appropriate testing
and validation procedures. The lack of an appropriate methodology for instan-
taneous measurement of user’s audio-visual quality expectations/preferences over
extended periods of time, as well as the scarce attention devoted to the topic of
temporal development of Quality of Experience, were the main driving factors for
this work.

This dissertation, composed of five papers, helps to understand the underlying
attributes of perceived quality and user cognitive processes used in evaluation of
long duration audiovisual content. The work described here is twofold: firstly,
a novel methodology for continuous quality evaluation is proposed, and secondly,
using the method, the effect of the time dimension on user’s behavioral reaction to
the experienced quality is investigated. The momentary-based approach described
in this work reflects instantaneous measures of users’ quality judgements. Such
measures allow capturing time varying changes of system characteristics and help to
contribute to the holistic vision of quality of experience. The results obtained from
several experiments described in this work reveal the importance of content duration
in the process of quality assessment and its impact on user’s quality requirements.
The knowledge gained from those studies can be directly applied to the quality
assurance models of multimedia content providers and may serve as a valuable
source of information for objective quality metrics development.

v





Contents

Preface i

Acknowledgements iii

Abstract v

Glossary xvii

List of Papers xviii

Part I. Thesis Introduction

1. General Introduction 3

2. Long Duration Audiovisual Media 5
2.1. Scope and Application 5
2.2. Coding and Transmission Basics 6

3. Quality of Experience 10
3.1. Definition and Background 10
3.2. QoE - Influencing Factors of Long Duration AV Media 11

4. Audiovisual Quality Perception and Assessment 14
4.1. Multi-Modal Quality Perception 14
4.2. State of the Art - Subjective and Objective Quality Metrics for Au-

diovisual Material 15
4.3. State of the Art - Subjective Quality Assessment of Long Duration

Content 24

5. A New Methodology for Momentary Quality Assessment 29
5.1. Scope of the Research 29
5.2. Overview of the Contributions by This Research 30
5.3. Conclusions 33
References 35

Part II. Included Papers

A. Quality Evaluation of Long Duration Audiovisual Content 49
A.1. Introduction 52

vii



Contents

A.2. Motivation 53
A.3. Proposed Method 54
A.4. Preliminary Results 58
A.5. Conclusions 59
References 61

B. Quality Evaluation of Long Duration AV Content – An Extended Analysis
using a Novel Assessment Methodology 63
B.1. Introduction 66
B.2. Method Description 67
B.3. Details of Subjective Study 68
B.4. Results 71
B.5. Conclusions and Future Work 78
References 81

C. Audio Quality Requirements and Comparison of Multimodal vs. Unimodal
Perception of Impairments for Long Duration Content 83
C.1. Introduction 86
C.2. Method Description 87
C.3. Subjective Evaluation 88
C.4. Results and Discussion 90
C.5. Conclusions 99
References 101

103
105

D. Long Duration Audiovisual Content: Impact of Content Type and Im-
pairment Appearance on User Quality Expectations Over Time
  Errata
D.1. Introduction 108
D.2. Study Design 109
D.3. Results and Discussion 111
D.4. Conclusions 115
References 117

119
121

E. Momentary Quality of Experience: User’s Audio Quality Preferences 
Measured Under Different Presentation Conditions
  Errata
E.1. Introduction 124
E.2. Methodology 125
E.3. The Experiment 126
E.4. Data Processing and Results 130
E.5. Conclusions 136
References 138

Appendix 14

viii



List of Figures

2.1. Basic coding structure of H.264/AVC. Adopted from [140]. 8
2.2. Basic MPEG Audio encoder. Reproduced from [96]. 8

3.1. A basic model of Quality of Experience. 10

4.1. Basic components of a multimedia model. Aq: Objective measure-
ment of audio quality, Vq: Objective measurement of video quality,
Aq(Vq): Objective measurement of audio quality, accounting for the
influence of video quality, Vq(Aq): Objective measurement of video
quality, accounting for the influence of audio quality. Adopted from
ITU-R J.148. 18

20

20

21

21

25
27

4.2. ITU Recommendations for objective and subjective audiovisual qual-
ity assessment.

4.3. ACR methodology presentation concept. Adopted from ITU-R
BT.500-13.

4.4. SSCQE methodology presentation concept. Adopted from NTT web-
site.

4.5. DSCQS and DSIS methodology presentation concept. Adopted from
ITU-R BT.500-13.

4.6. Examples of rating scales used in quality assessment studies. Adopted
from ITU-R BT.500-11.

4.7. Operational principles of the SSCQE method.

5.1. Experimental setup of the test. ’Min’ and ’Max’ on this drawing are
for explanatory purposes only and are not visible for the assessor. 31

A.1. Principle of operation of an adjustment device (the knob example). 56
A.2. Conceptual structure of the experimental setup. 57
A.3. Average responses of experienced assessors vs. näıve ones. 59
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Glossary

acceptable quality level The highest distortion level of a sample that can
still be considered satisfactory.

acceptance A person’s assent to the reality of a situation, rec-
ognizing a process or condition without attempt-
ing to change it, protest.

adjustment device A device used to adjust the quality of a presented
stimulus.

anchor In the context of this work an ’anchor’ means a
stimulus with a reference quality.

artifacts Errors in the decompressed signal that may result
when compressing of a digital signal, e.g. when a
high compression ratio is used.

attention The ability to concentrate on a task/stimuli at a
given time.

automatic degradation procedure A process of gradual quality decrease introduced
by a system.

bit-rate The rate at which the bit stream is delivered from
the channel to the input of a decoder.

device sensitivity A characteristic of a device which determines the
minimum usable input or the least input which
produces an output which satisfies certain speci-
fied requirements.

expectations Feelings or beliefs based on user’s previous experi-
ences about how successful, good, etc. a product
or service will be.

frame-rate The number of unique frames (i.e. total frames -
repeated frames) per second.

impairment discrimination The ability to see the difference between two stim-
uli with different levels of impairments.

involvement An unobservable state of motivation, arousal or
interest toward a recreational activity or associ-
ated service.
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Glossary

just noticeable difference The detection threshold. A value of the smallest
perceptible change in the physical intensity of a
stimulus.

mean opinion score The average subjective quality judgment assigned
by a panel of viewers (or listeners) to a processed
video (or audio).

modality A particular form of the sensory perception.

perceived quality The user’s perception of the overall quality or su-
periority of a product or service with respect to
its intended purpose, relative to alternatives.

preferences The evaluative judgment in the sense of liking or
disliking an object or service which can be no-
tably modified by decision-making processes, such
as choices.

quality adjustment A correction or modification of a perceived qual-
ity to reflect actual conditions or preferences. The
process of selection of a quality level fulfilling in-
ternal user’s preferences, by means of discrimina-
tion between the neighboring quality levels.

quality evaluation The process of determination of quantitative or
qualitative value of a product or service. User’s
opinion of a product/service’s ability to fulfill his
or her expectations.

quality judgment The process of forming an opinion or evaluation of
perceived stimulus characteristics based on com-
parison with an internal reference. It’s an active
process which encompasses different levels of hu-
man information processing and which might com-
bine information from various modalities.

quality level An auditory/visual stimulus quality defined by
specific characteristics (e.g. bit-rate).

quality requirements Characteristics that determine whether a service
meets user’s expectations.

quantization parameter A variable used by the decoding process for scaling
of transform coefficient levels.

response time A time period between the time when a sending of
response request is triggered and the time when its
response is received by the response confirmation
role object.
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Glossary

satisfaction Fulfillment of one’s wishes, expectations or needs.
semantic designator The term pertaining to the relationships between

a symbol and what it represents; a type of verbal
equivalent of a given symbol.

semantic structure A meaningful structure with an explicit beginning
and end.

sensation A mental process (as seeing, hearing, or smelling)
resulting from the immediate external stimulation
of a sense organ, often as distinguished from a
conscious awareness of the sensory process.

subject A test person evaluating the stimuli in a listening
or viewing test.

time slot A time section, time interval between two neigh-
boring events (e.g. succeeding quality degrada-
tions procedures).

unweighted sound level A linear (unweighted) sound pressure level. Some-
times written as dBL or dB(lin).

variable bit-rate A type of encoding algorithm which can dynami-
cally switch encoding bit-rate based on the prop-
erties of the signal.

xvii





List of Papers

Publications Included in the Thesis

The following papers are included in part II of this thesis.

• PAPER A:
Borowiak, Adam; Reiter, Ulrich; Svensson, U. Peter: Quality Evaluation of
Long Duration Audiovisual Content. Proc. of The 9th Annual IEEE Con-
sumer Communications and Networking Conference (CCNC). Special Session
on Quality of Experience (QoE) for Multimedia Communications, pp. 353–
357, Las Vegas, 2012.

• PAPER B:
Borowiak, Adam; Reiter, Ulrich: Quality Evaluation of Long Duration AV
Content — An Extended Analysis Using a Novel Assessment Methodology.
Multimedia Tools and Applications Journal, volume 74(2), pp. 367-380, 2015.

• PAPER C:
Borowiak, Adam; Reiter, Ulrich; Svensson, U. Peter: Audio Quality Require-
ments and Comparison of Multimodal vs. Unimodal Perception of Impair-
ments for Long Duration Content. Journal of Signal Processing Systems,
volume 74(1), pp. 79-89, 2013.

• PAPER D:
Borowiak, Adam; Reiter, Ulrich: Long Duration Audiovisual Content:Impact
of Content Type and Impairment Appearance on User Quality Expectations
Over Time. Proc. of The 5th International Workshop on Quality of Multi-
media Experience (QoMEX), pp. 200–205, Klagenfurt, 2013.

• PAPER E:
Borowiak, Adam; Reiter, Ulrich; Svensson, U. Peter: Momentary Quality
of Experience: Users’ Audio Quality Preferences Measured Under Different
Presentation Conditions. Journal of The Audio Engineering Society, volume
62(4), pp. 235-243, 2014.



Other publications by the author

• Borowiak, Adam; Reiter, Ulrich; Svensson, U. Peter: Evaluation of audio quality
requirements over extended periods of time using long duration audiovisual
content. Advances in Multimedia Information Processing. PCM, Lecture
Notes in Computer Science, volume 7674, pp. 10–20, 2012.

• Borowiak, Adam; Reiter, Ulrich; Tomic, Oliver: Measuring the quality of long
duration AV content. Analysis of test subject/time interval dependencies.
EuroITV – Adjunct Proceedings, pp. 266–269, 2012.
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Part I

THESIS INTRODUCTION





1. General Introduction
Today’s multi-media services are mostly digital in their nature and are delivered
to the end-user through different transmission schemes (e.g. internet, traditional
broadcast or mobile networks). Together with the technological progress and ac-
cording to users expectations, the technical quality of produced multi-media con-
tent successively increases. However, before the produced content reaches the end-
user, its quality is usually affected by many factors (e.g. encoder settings, temporal
variability of transmission characteristics, technical constraints of devices used to
reproduce the content, etc.). In order to provide the required level of consumer
satisfaction in an efficient manner it is desirable to have objective measures which
are able to accurately predict the quality of presented material. Unfortunately, the
existing objective metrics neither fully reflect the human perception system nor
provide sufficient information on how humans interpret and quantify the quality.
Consequently, the results obtained using such measures are not precise. There-
fore, evaluations with human assessors are still considered the most accurate and
trustworthy measurement techniques [145].

The subjective quality opinions incorporate much more than just the assessment
of technical parameters of presented stimulus. There are other factors like e.g. as-
sessors’ previous experiences, preferences, involvement in the task etc., which might
affect the final judgement [123]. It’s difficult to include such cognitive mechanisms
in the numerical model and hence obtain an ideal correlation with results of subjec-
tive tests. However, in case of mono-modal stimulus, some of the existing quality
metrics perform quite well (e.g. EET PEAQ for audio [145], NTIA VQM for video
[143]) but only for specific applications and content types. A bigger problem ap-
pears when multi-modal material is considered. This seems to be directly related
to the way humans process multi-modal stimuli. Namely, different kinds of sen-
sory information are processed by different areas of the human brain. The brain’s
modular structure allows for mapping some aspect of external stimuli across many
parts of the brain’s surface. The different modules influence each other and are
mutually dependent [38, 25]. The process is complex and thus difficult to mimic
by numerical models. Therefore, the use of subjective quality evaluation methods
is invaluable as they provide the most realistic measures of perceived/experienced
quality and help elucidate the relationship between different modalities. Moreover,
results obtained during subjective studies are cornerstones for the development of
objective quality metrics and their validations.

Currently, many standardized methodologies for quality assessment of audio
[60, 53, 54, 55, 58, 63] and video [64, 59, 70, 74, 61, 62] are available for exper-
imenters. However, very few methods exist for assessing the complex effects of
human audiovisual quality perception [57, 71, 73, 72].

3



1. General Introduction

Moreover, those techniques are not adequate for long-term evaluation of user
sensations in real-life application scenarios, in which quality may fluctuate over
time, and where cognitive and perceptual aspects are of paramount importance.
Also, low-attention studies in which focus is on the presented material rather than
on the assessment task are not covered by those techniques.

A lack of appropriate methodologies, limited literature available and little interest
devoted to the aforementioned problems became the main driving factors for this
research work.

This thesis tackles the problem of quality assessment of long duration audio-
visual content from a different perspective compared to existing studies. The test
methodology developed for the purpose of this dissertation is based on a quality
adjustment approach. In contrast to traditional quality assessment methods, in
which stimulus quality is judged using numerical/descriptive scales, the approach
presented here allows assessors to actively control the quality according to their
own requirements in case of perceived quality degradation. The proposed method
has been employed to investigate the effect of the time dimension on users’ audio-
visual quality expectations/preferences. The detailed description of the proposed
methodology (Paper A) as well as results of several subjective studies performed
with usage of the method (Papers B-E) are described in the second part of this
dissertation.

The thesis introduction is structured as follows. Section 2 focuses on long-
duration audiovisual content and its coding and transmission schemes. Section
3 provides information about the Quality of Experience concept and factors influ-
encing audiovisual quality perception. A state-of-the-art survey on existing test-
approaches for assessment of audiovisual long duration content is presented in sec-
tion 4. An overview of the thesis, including research questions, summaries of the
articles included in the thesis and conclusions can be found in section 5.

4



2. Long Duration Audiovisual Media

2.1. Scope and Application
Audiovisual (AV) stimuli, perceived by both hearing and vision, are a foundation
of today’s multimedia services. Apart from purely entertaining, advertising and
information purposes, AV content has become a powerful tool and means of com-
munication for a majority of our population. Moreover, the audiovisual material
plays a more and more important role in many public sectors like e.g. education
and health. Application areas of AV material range from gaming, broadcasting of
standard-/high-definition TV content and videoconferencing over mobile TV up to
very high quality applications such as digital cinema/ large screen digital imagery
or professional, high resolution, digital video recording [134].

The technological progress and success of digital media standards, such as those
developed by the International Telecommunication Union (ITU) and the Interna-
tional Organization for Standardization (ISO) in cooperation with the International
Electrotechnical Commission (IEC), has lead to that the AV content has become
easy to produce, process and distribute. As a result, a huge amount of AV material
is currently available in digital form, including professionally produced content (e.g.
TV programmes, movies), as well as personal videos shared online. This growing
quantity of AV resources is being driven by a long list of content providers, includ-
ing: cable/internet television, news agencies, movie studios, teaching institutions,
digitally focused professional and prosumer producers, amateurs (user generated
content), etc. All those content providers generate and provide the audiovisual
material via different communication channels.

By using various distribution channels, e.g. internet, digital television, mobile
networks, etc., users have increased access to those resources. The widespread
availability/popularity of audiovisual content became a driving factor for many
studies in which researchers have tried to e.g. categorize multi-modal material [2,
122, 124, 136] or measure its quality [142, 81, 130], Paper D.

The AV content can be classified with respect to different attributes, e.g. modal-
ity, motion/colour intensity as well as based on its duration [95, 100, 52]. Most
of the attributes have been thoroughly investigated and well defined. One of the
exceptions, however, is the content’s duration and its effect on user experience.

The terms long duration/long-form and short duration/short-form are typically
used to categorize AV content with respect to its length. However, these terms
are not consistently defined by any of the standards developing organizations. One
of the available definitions proposed by the Interactive Advertising Bureau (IAB)
says: ”Whether professionally produced or user generated, long-form video content

5



2. Long Duration Audiovisual Media

always has a content arc with a beginning, middle, and end which in its entirety
typically lasts longer than 10 minutes” [24]. However, it should be mentioned here
that this definition was proposed in their 2009 white paper and since then a lot
has changed. These days, the length of time that constitutes a long duration AV
content may be anywhere between 10 min and an hour, possibly even longer (i.e.
programmes/films rather than short video clips). On YouTube, for example, long
duration videos are defined as those with a length greater than 20 min .

In terms of quantity, today, shorter-form AV material still represents the majority
of the content available. This is mainly due to the large number of short internet
videos like seen on e.g. YouTube. However, at the same time, users become more
comfortable watching feature-length movies and TV content on mobile devices like
laptops, tablets and mobile phones. Such change in users’ behaviour, together with
the digital and internet driven evolution of video and TV services, cause that long
duration AV material successively reaches more and more people.

According to [111], long-form content dominates all device viewing. Together
with the rise in accessibility and quality of produced AV content, the overall usage
(time spent watching, frequency) has also increased. This tendency can be clearly
seen i.a. in reports from Oolaya [110, 111]. The latter shows that Connected TV
viewers spent 80% of their time watching videos 10 min or longer, tablet viewers
68% and even those viewing on their mobiles spent 48% of their time watching
long-form video.

All the above emphasize the importance of long duration AV content in our daily
life and therefore its attributes and potential impact of its length on Quality of
Experience should be further investigated.

2.2. Coding and Transmission Basics
The past decades have brought an enormous evolution in the field of audiovisual
coding and transmission techniques. The rapid development and popularization of
the Internet has enabled a possibility to transfer multimedia content between any
two points in the world in real-time. As a consequence, a huge portion of today’s
traffic over communication networks is occupied by multimedia applications and
services. In spite of a continuous increase of the available network bandwidth,
handling raw high definition (HD) or higher resolution audiovisual files in real
time is still not possible in a majority of current commercial networks. This is
due to insufficient throughput of transmission channels which may be affected by
e.g. behavior of multimedia consumers, available processing power of the system
components and limitations of underlying analog physical medium [35]. In addition,
raw video files require massive storage capacity which may be very costly (e.g.
an hour long HD video (1080p) with 12bit color depth, RGB 4:4:4 color space
and a frame-rate of 60fps, produces of around 2TB of data to be stored!). In
order to meet the network and storage requirements, a raw AV material is usually

1Ref. youtube.com; on that website one can use different filters when searching for a specific
content type. One of the filters relates to duration.
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processed using data coding/compression techniques, which exploit redundancy
in spatial, temporal and frequency domain, resulting in much lower bit-rate and
data volume. Many compression standards have been developed and standardized
so far, mainly by the ITU and ISO/IEC bodies. Among the most known ones
are H.261, H.263, MPEG-1, MPEG-2, MPEG-4, H.264/MPEG-4 AVC (Advanced
Video Coding), and H.265/MPEG-HEVC (High Efficiency Video Coding). The two
latter standards, namely H.264/MPEG-4 AVC and the most recent H.265/MPEG-
HEVC were developed by Joint Video Team (JVT)- a partnership of ITU-T VCEG
(Video Coding Experts Group) with ISO/IEC MPEG (Moving Picture Experts
Group ). The scope of this cooperation was to develop a standard capable of
providing broadcast video quality at very low bit-rates and which could be applied
to a wide variety of applications on a wide variety of networks and systems [76].

All the above-mentioned standards follow the same basic scheme for video coding,
which is composed of the following phases: the spatial, the temporal, the transform,
the quantization and the entropy coding phase [1].

The spatial phase identifies and leverages similarities between pixels within a
single frame which leads to a reduction of spatial redundancy. In the temporal
stage similarities between successive video frames are exploited by coding their
differences. Consequently, the output parameters of the temporal and spatial stages
are further transformed and quantized. The final step is an entropy coding using
the Run Length Encoding and the Huffman coding algorithms. Those algorithms
remove the statistical redundancy in the data, producing an even more compressed
video stream. An example of MPEG4/H264 encoder structure is presented in
Fig. 2.1. More technical details of the two most recent MPEG coding standards
can be found in [139] and [133].

In case of audio coding, several standards should be recalled here, namely,
MPEG-1 (Layer III), MPEG-2 (Part 3 and Part 7) and MPEG-4 (Part 3). The
MPEG-1 Layer 3 (MP3) still is one of the most popular standards around in spite of
the fact that it was first published over 20 years ago. The MP3 encoding process can
be divided into several steps. In the first step, the input audio signal passes through
a filter bank that converts the signal from time domain to frequency domain. Si-
multaneously, it passes through a psychoacoustic model that utilizes the concept
of auditory masking to determine which are the sonically important parts of the
waveform that is being encoded. The bit allocation block minimizes the quantiza-
tion noise to inaudible levels. Finally, the bit stream formatting block accumulates
all the information and processes it into a coded bitstream. The algorithm for MP3
compression can be seen in Fig. 2.2.

A similar coding scheme is followed in MPEG-2 Part 3 which is backwards
compatible with MPEG-1 and which supports higher quality multichannel audio.
MPEG-2 Part-7/Advanced Audio Coding (AAC) was designed to be an improve-
ment over the MP3 providing i.a. more sample frequencies, more channels, better
perceptual quality at low bit-rates, higher coding efficiency and accuracy, etc. The

2The MPEG is a working group that was formed by ISO and IEC to develop standards for audio
and video compression and transmission.
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Figure 2.1.: Basic coding structure of H.264/AVC. Adopted from [140].

Figure 2.2.: Basic MPEG Audio encoder. Reproduced from [96].
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AAC is modular and based on set of modules and profiles. The MPEG-4 adopted
the MPEG-2 AAC coder including several extensions to it (a perceptual noise
substitution tool, a long-term prediction, Transform-Domain Weighted Interleave
Vector Quantization and Bit Sliced Arithmetic Coding) [108].

The data compression (source encoding) of multimedia sources is a first major
step of multimedia networking. Once the compression is done, the bitstreams are
packetized and sent over the Internet. This enables the receiver to decode and
playback the parts of the bit stream that are already received. During this process,
the service provider-centric Quality of Service (QoS) [66] issues (like e.g. jitter,
packet loss, packet delay) may appear.

Existing standards demonstrate significant improvement in audiovisual compres-
sion and transmission capabilities and simplify the process of content distribution.
As a result the end-user experience is enhanced through better audiovisual quality
at reduced file size, causing long-form AV content growth.
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3.1. Definition and Background
Quality assessment of mono- and especially multi-modal services has received in-
creased interest during the past decades. Researchers from around the world have
carried out a number of studies in which audiovisual quality was measured. In the
beginning, the focus was rather on technology-centric approaches based on QoS pa-
rameters, like e.g. spatial resolution, color depth, number of channels or frame-rate.
Only more recently has this trend been directed toward a user-centered approach.
The audiovisual quality started to be viewed as an entity consisting of technical
and environmental factors as well as a person’s experiences, expectations, etc. The
Quality of Experience (QoE) concept has arisen as a consequence of this.

In contrast to the QoS approach, QoE focuses on the entire service experience
which includes the complete end-to-end system effects (client, terminal, network,
services infrastructure, etc.) and which may be influenced by content type, context
and user expectations [67]. Moreover, QoE involves peoples’ aesthetic and even
hedonic needs [98, 120]. A graphical representation of the basic QoE model can be
seen in Fig. 3.1.

As the QoE is a very broad term, many different definitions have been proposed
to explain it. The ITU defines the QoE as ”the overall acceptability of an application
or service as perceived subjectively by the end-user” [67].

More broadly, Raake et al. [116] have summarized QoE as ”the degree of delight
or annoyance of a person whose experiencing involves an application, service, or
system. It results from the person’s evaluation of the fulfillment of his or her ex-

Figure 3.1.: A basic model of Quality of Experience.
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pectations and needs with respect to the utility and / or enjoyment in the light of
the person’s context, personality and current state.”

Many researchers consider QoE as an extension of the QoS concept by mapping
the end user’s perception to QoS parameters. A clear focus on such an approach
can be found e.g. in [36, 121, 26]. In those studies authors try to predict QoE
from a given set of QoS parameters which then are linked to QoE by means of
various mathematical models. However, due to the random component of human
behaviour it’s difficult to assure a relatively good accuracy of such a concept [120].
As the non-technical aspects, like motivations, attention, mood, etc. (cf. section
3.2 ) proved to be influential in the process of quality judgments [124], the afore-
mentioned approach may not be sufficient in capturing the QoE. Many studies have
been performed under the QoE framework and a number of QoE related publica-
tions can be found in the literature [4, 3, 51, 21, 147]. Nevertheless, the QoE-based
quality evaluation is still a difficult task. A task which depends on human cogni-
tion and perception related processes which, as for now, are hard to quantify and
measure [22]. Moreover, it depends on many external factors which may heavily
affect the user’s experience. A current trend of studies on quality is to optimize
and measure factors influencing QoE in various environments/contexts and with as
little negative perceptual effects as possible.

3.2. QoE - Influencing Factors of Long Duration AV
Media

As mentioned earlier (see previous section), an audiovisual QoE is dependent on a
number of factors that relate directly to our perceptual and cognitive processes as
well as to technical and environmental aspects. Some of them have physical proper-
ties which are easy to identify and measure (e.g. content and system characteristics)
while others are user and/or situation dependent (e.g. a viewer’s individual interest
in the content, or the social context) which make them more difficult to describe or
quantify. QoE is a multi-aspect quality, resulting from the synergy of those mul-
tiple influencing factors. Most of those factors are interdependent and therefore
influence QoE in a complex way.

In [123] Reiter et al. divided the QoE influencing factors into three main cate-
gories: system related (e.g. signal and network variables, devices), human related
(e.g. age/gender, interest, affect/mood, personality) and context related (e.g. social
motivation, physical environment, economic conditions). All the three categories
can influence each other in the process of QoE forming and may differ per service.

Following [123], Human Influencing Factors (HIF) can be defined as ”any variant
or invariant property or characteristic of a human user. The characteristic can
describe the demographic and socio-economic background, the physical and mental
constitution, or the user’s emotional state”. HIF highly depend on features of
an individual (e.g. experience, expectations, mood, motivation, age/gender, etc.)
which in many cases are difficult to extract and measure during QoE tests. Except
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for factors that are easy to establish like e.g. age or gender, HIF have often been
overlooked in the quality research studies. Only more recently, an effort has been
made by researchers to investigate them more systematically bringing more and
more interesting insights into the field of QoE [105, 137, 109, 144, 94, 19].

In contrast to HIF, the System Influencing Factors (SIF) are more ’tangible’ as
they refer to ”properties and characteristics that determine the technically produced
quality of an application or service” [79]. SIF relate directly to the multimedia
capturing, configuration, transmission and reproduction chain. Each of those pro-
cesses determine the presence of specific attributes which have an impact on the
final QoE. The multimedia capturing process addresses several influencing factors
like e.g. content type, duration, texture or color depth [89]. Influencing factors
of media configuration include encoding, frame-rate, resolution, audio-video syn-
chronization, sampling-rate [147]. The data transmission process is determined
by factors such as bandwidth, throughput, delay, jitter, error rate, packet losses
[104, 36]. The final link in the AV media chain is highly related to specifications
of an audio/video reproduction device (e.g. screen resolution, display size, lumi-
nance, audio loudness and clarity, etc.) but also relates to provider specification
and capabilities [123].

The last category, Context Influencing Factors (CIF), include all situational fac-
tors that can be used to ”describe the user’s environment in terms of physical,
temporal, social, economic, task, and technical characteristics” [79]. CIF can be di-
vided into characteristics of the environment (e.g. lighting conditions, background
noise level) and the way the service is offered (e.g. purchase and/or account condi-
tions).

An overview of the factors that may have effect on the QoE in the multi-media
context can be found in Table 3.1. All the aforementioned influencing factors of AV
media can have a great impact on quality perception and therefore require special
attention in audiovisual quality studies.
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Table 3.1.: Influencing Factors of AV Media.
Human Influencing Factors System Influencing Factors Context Influencing Factors
(HIF) (SIF) (CIF)

Factors at low-level cog-
nitive processing: gender,
the user’s visual and audi-
tory acuity, age, personality
traits, lower-order emotions,
user’s mood, attention level,
motivation, etc.
Factors at high-level cog-
nitive processing: knowl-
edge, education background,
attitudes and values, emo-
tions, expectations, needs,
previous experiences, socio-
economic situation, etc.

Content related: color
depth, temporal and spatial
requirements, 2D/3D, tex-
ture, etc.
Media related: sampling
rate, encoding, resolution,
synchronization, etc.
Network related: delay,
bandwidth, throughput,
jitter, error rate, etc.
Device related: person-
alization, interoperability,
server performance and
availability, security, pri-
vacy, etc.

Physical context: char-
acteristics of location and
space
Temporal context: fre-
quency of use (of the sys-
tem/service), time of day,
duration, etc.
Economic context: brand
of service/system, cost, sub-
scription plan, etc.
Technical and informa-
tion context: availability
of other networks than the
one currently used, exist-
ing interconnectivity of de-
vices over NFC or Blue-
tooth, availability of an app
instead of the currently used
browser-based solution of a
service, etc.
Task context: multitask-
ing situation
Social context: other peo-
ple present or even involved
in the task
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4. Audiovisual Quality Perception
and Assessment

4.1. Multi-Modal Quality Perception
Generic relationships between QoE and its influencing factors provide fundamental
insights into the nature of user quality perception. Perception is the process of
recognizing, organizing and interpreting sensory stimuli [103]. It is determined by
an interaction between bottom-up processing (also called sensory-based processing),
which starts with stimulation of the receptors, and top-down processing (also called
knowledge-based processing), which brings the observer’s knowledge into play [106,
38]. In the first step of the perception process, the low-level sensory information
is transformed to higher-level information (e.g. shapes are extracted for object
recognition). Once incoming information has been initially coded by the sensory
systems, a person’s concept, expectations (knowledge), and selective mechanisms
(attention) are applied to the information [38].

The incoming multi-modal information is not processed independently [86], there-
fore the audiovisual quality perceived by humans is not a simple sum of individual
perceptual channels [44]. Moreover, information which emerges from two or more
sensory modalities cannot be obtained from each of the modalities separately [86].
An integration of different sensory inputs into one unified experience (multisensory
integration) contributes to richer experiences [33, 50], enhances human’s cognitive
abilities [127] and assists in temporal and spatial judgements [16]. For example,
Santangelo et al. [128] proved that the human attention is more rapidly and more
precisely directed towards the source when the source stimulates two or more modal-
ities. Nevertheless, the multisensory integration may also lead to wrong conclusions
in case mismatched auditory and visual stimuli are merged together. A classical
example of such an observation is the McGurk effect [102]. In order to better under-
stand the multisensory integration process, the interrelationship between sensory
modalities needs to be thoroughly investigated.

As yet, the mutual influence between the auditory and visual stimuli has been
confirmed in many subjective experiments. An overview of various types of inter-
action between those two modalities can be found e.g. in [49, 131, 146, 83, 112, 15].
The quality judgement of one modality is often affected by the presence of an other
modality in case a combined audiovisual stimulus is introduced to a subject [11, 87].
Most of the available studies indicate that video quality has more influence on per-
ceived audio quality than vice versa as witnessed in [11, 77]. However, the reverse
situation can also be found in the literature. Hands et al. [44] showed that in
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case of ”talking head” type of content audio quality is more important than video
quality, as audio conveys most of the information in such a scenario. Such content
dependency has also been reported in [82]. It seems that one modality appears to
be more important than the other when different content [44], context [80, 14] and
task [141] are considered.

In addition to the above findings, many studies show that the relative timing of
audio and video can also affect the quality perception. A number of investigations
related to audio-video synchronization requirements (e.g. lip sync timing) have
been performed so far [135, 12, 30, 31]. Results of these studies show that the
proper temporal synchronization of sound and vision is crucial in the process of
quality perception. According to ITU-R BT.1359 the threshold of acceptability
for audio leading video is about 90 ms and in reverse situation about 185 ms on
average. Improper synchronization of audiovisual stimuli can distract the viewer
from presented material and may reduce the clarity of the intended message [118].
Furthermore, in [28] authors claim that with increased asynchrony the perceived
quality degrades rapidly.

All the mentioned studies indicate that the perceived quality of audio and video
stimuli in a multi-modal presentation should not be treated as separate events nor
evaluated as such. Therefore, it’s especially important to better understand the
underlying mechanisms responsible for merging of stimuli perceived by different
senses as well as each of the steps in the complex process of human perception. A
special attention may also need to be directed towards the development of novel
subjective assessment techniques and objective quality metrics able to integrate
factors influencing the quality perception and QoE in general.

4.2. State of the Art - Subjective and Objective
Quality Metrics for Audiovisual Material

The necessity to consider all the involved modalities described above is reflected
in studies of Quality of Experience. As mentioned earlier, Quality of Experience
(QoE) focuses on the entire service experience which can be influenced by human
and contextual factors (ref. section 3.2). Such factors have a very subjective na-
ture and therefore, the QoE seems to be extremely difficult to measure without
involvement of human assessors. However, subjective testing usually requires spe-
cial assessment facilities to produce reliable and reproducible test results. Moreover,
the assessment process is time-consuming and expensive. Therefore, there is a need
for computation based (objective) methods able to assess the QoE with reasonable
accuracy. Nevertheless, those methods need to rely on results of perception-based
(subjective) studies. The two measure categories are presented in the following
sections with the focus on audiovisual material.
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4.2.1. Objective Metrics for Audiovisual Material
Objective quality metrics can be classified into three main categories according to
the availability of the undistorted, reference signal: full-reference (FR), reduced-
reference (RR), and no-reference (NR) [125, 4]. FR metrics compare a reference
signal against a distorted one in order to compute the quality difference between the
two. FR algorithms are usually the most accurate and relatively straightforward
which contributes to their widespread use. However, in many real-life applications
(e.g. videoconferencing, IPTV, etc.) FR models cannot be used as the reference
signal is simply not available for comparison. In such cases, NR metrics are usually
employed. The NR methods are an absolute measurement of characteristics and
features in an impaired signal and are often focused on a specific degradation type
(e.g. blurring, blockiness) and the analysis of coding parameter settings. Due to the
lack of a reference signal, they may be less accurate than other approaches, but are
more efficient to compute. RR algorithms, instead of a full reference, use quality
features extracted from the reference and distorted signals. Those features are then
compared in order to generate a single quality score. The RR models are usually
adopted in cases the full referenced signal cannot be used (e.g. in a transmission
with a limited bandwidth).

The aforementioned computational models automatically predict the perceptual
quality using mathematical operations. Such operations are often made with usage
of a model of the human visual system (HVS) and the auditory system.

Most of the existing objective quality metrics focus only on a single modality,
either audio or video, and do not consider the strong mutual influence of the two in
the process of quality evaluation. In case of multi-modal stimulus, our brain uses
multiple sources of sensory information derived from several different modalities.
The multi-modal perception is not a simple linear combination of single modalities’
perceptions, as discussed in Section 4.1. Most of the research indicates that at
some point in the perceptual processing, all these different sources of information
integrate to form a coherent and robust percept (perceptual fusion) [34]. During
this process, one modality can modify and complement the perception derived from
another modality [83, 129, 13]. In case of multi-modal quality assessment such a
cross-modal effect of multisensory integration may heavily influence (positively or
negatively) the QoE.

So far, several fusion approaches have been proposed for the purpose of audiovi-
sual quality measurements. Most of them rely on results of subjective experiments
in which the relationship between audio quality, video quality and audiovisual qual-
ity was studied [11, 85]. The basic model which can be found in the literature im-
plies equal importance of audio and video quality in the overall audiovisual quality:

AV Q = α + β(AQ × V Q) (4.1)

where AQ is audio MOS, VQ is video MOS, and AVQ is audiovisual MOS.
Bellcore (Bell Communications Research) came to such conclusion in their early 90’s
studies [6, 7, 8]. Later research by Institute of Telecommunication Sciences (ITS)
and Pinson et al. [113] have confirmed that a multiplicative model (see Eq. 4.1)
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fairly accurately predicts audiovisual quality; but only if the audio quality spans
the same range as the video quality.

Kitawaki et al. [85], however, emphasize the importance of the mutual influence
of audio and video information in the process of construction of audiovisual qual-
ity model. This has been supported in other studies [44, 101] in which models
based on a linear fusion of audio and video quality (with fusion parameters chosen
empirically) were tested. An example of such a fusion model is

AV Q = α + α AQ + α V Q + α (AQ × V Q) (4.2)

The parameter α improves the fit in terms of residual between the perceived
and predicted quality and is not relevant to the correlation between the two. The
fusion parameters α , α , α , α may vary depending on experimental scenario and
are usually optimized over one data set. Therefore, they are not applicable in other
cases. Garcia et al. [37] indicated that this model cannot fully capture the impact
of impairments (mainly audio related) on integral audiovisual quality. Moreover,
the models described by Eq. 4.1 and Eq. 4.2 do not include other factors that may
heavily influence the final audiovisual quality, like e.g. synchronicity.

In order to improve the aforementioned models Heyashi et al. [46] proposed an
approach in which the audio-video synchronization has been included in the fusion
model.

MMQ = β + β AV Q + β DQ + β (AV Q × DQ) (4.3)

In this equation the MMQ stands for multimedia quality, AVQ for audiovisual
quality and DQ for quality degradation which is calculated based on audiovisual
delay.

Other fusion models can be found in the literature [101, 43, 97, 10], however, most
follow the aforementioned approaches not exhibiting a significant breakthrough
in this field [145]. It may be due to the very subjective factors which cannot
be easily integrated in such numerical models, like e.g. semantic importance of
audiovisual material, assessors’ previous experiences, attention of subjects or usage
context. All this makes the development process of audiovisual quality metrics
quite complicated.

In order to help with the development and implementation of the quality met-
rics/models for multimedia applications/services, the ITU has issued two recom-
mendations: P.931 [75] and J.148 [68]. The first one specifies the parameters and
measurement methods to assess relative synchronization between media channels,
delay and frame-rate. The latter details the requirements for the development of
an objective audiovisual perceptual quality model. The basic components of such
a model can be seen in Fig. 4.1.

Although some of the requirements of the multimedia perceptual model have been
described in those recommendations there still is a long way to obtain a reliable
metric which is able to measure the audio-visual quality automatically. It is mainly
due to many unknowns related to human perceptual processes. Therefore, further
research needs to be done to better understand how humans perceive the combined
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Figure 4.1.: Basic components of a multimedia model. Aq: Objective measurement
of audio quality, Vq: Objective measurement of video quality, Aq(Vq): Objec-
tive measurement of audio quality, accounting for the influence of video quality,
Vq(Aq): Objective measurement of video quality, accounting for the influence of
audio quality. Adopted from ITU-R J.148.

audio-visual stimuli and at what stage the fusion process, which forms a single
overall quality, appears.

So far, the existing objective metrics have been found to be sufficient only for
some of the encoding parameters and for predetermined character of sequences.
Therefore, in all the cases in which the reliability and precision of the obtained
results count, e.g. for evaluation of new encoding algorithms, or selection of com-
pression parameters, subjective methods are applied.

4.2.2. Subjective Methods for Audiovisual Material
Many ideas for conducting subjective quality studies for audio and video material
exist. As results obtained during such tests need to be comparable between dif-
ferent laboratories, the International Telecommunications Union (ITU) has issued
a number of recommendations regarding the implementation of tests with human
assessors. However, the ITU provides only very few recommendations which are
relevant to quality assessment of audiovisual material. Some of them were designed
for evaluation of one modality in the presence of an accompanying signal from other
modality while others were issued directly for the purpose of audiovisual material.
Among the first group are ITU-R BT.500 [64] and ITU-T P.910 [70]. The ITU-R
BT.500 has its roots in broadcasting and is dedicated to evaluation of television pic-
ture quality in the audiovisual context. The recommendation provides information
on important aspects related to experimental design, such as standard viewing con-
ditions, general test methods, rating scales, criteria for selection of observers, etc.
The ITU-T P.910 also provides suggestions for the experimental design, however, it
is intended for evaluation of one-way overall video quality for multimedia applica-
tions such as e.g. telemedical applications, videoconferencing, storage and retrieval
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applications. Other relevant recommendations are: ITU-R BS.775-3 [60] (Multi-
channel stereophonic sound system with and without accompanying picture) and
ITU-R BS.1286 [56] (Methods for subjective assessment of audio systems with ac-
companying picture). The second group consists of ITU-T recommendations P.911
[71] and P.920 [73]. The ITU-T P.911 is similar to ITU-T P.910 but applies to au-
diovisual (instead of visual only) subjective assessment in a non-interactive context
whereas ITU-T P.920 is intended to define interactive evaluation methods. Another
relevant recommendation is ITU-R BT.1359 [57] which deals with relative timing
of sound and vision for broadcasting. All the above recommendations were initially
designed (and later updated accordingly) for fixed audio/video services transmit-
ted through a reliable link to a static display device (e.g. a TV set) located in
a relatively peaceful/non-distracting environment. However, the recently emerged
paradigms of Internet video and distribution quality television do not fit into the
aforementioned concept. Therefore, ITU has issued a set of regulations suitable for
the new services and summarized them in ITU-T recommendation P.913 [72].

A summary of ITU recommendations related to quality assessment of audiovisual
content can be found in Fig. 4.2.

All the above recommendations provide many different test methodologies for
quality assessment. Those techniques are often classified into two main categories,
namely, Single Stimulus (SS) methods and Double-Stimulus (DS) methods. The
Single Stimulus methods are often preferred by researchers over other methodolo-
gies, as they are well defined and straightforward to implement [117]. An example
of such methods is the Absolute Category Rating (ACR) [70] or Single Stimulus
Continuous Quality Evaluation (SSCQE) method [71, 42]. In the ACR method,
each sequence is presented to the assessors once only and after the presentation its
quality is rated on an ACR scale. The ACR scale is evaluated based on numbers
that are assigned to the word descriptors, where ”bad” corresponds to 1 and ”ex-
cellent” corresponds to 5. The average numerical score over all participants and for
each test condition, forms the so called mean opinion score (MOS). The SSCQE,
however, allows participants to continuously rate longer sequences using a slider
device. Samples are taken in regular intervals, resulting in a quality curve over
time rather than a single quality rating. The presentation structure of ACR and
SSCQS method can be seen in Figs. 4.3 and 4.4, respectively.

In the DS methods, the test-sequences are presented in pairs: the reference and
the impaired one. The main representatives of this category are Double Stimulus
Impairment Scale (DSIS) [71], Double Stimulus Continuous Quality Scale (DSCQS)
[64] and PC (Pair Comparison) [70]. In the DSIS method the viewer always sees a
reference sequence first, then the same sequence impaired (see Fig. 4.5).

Subjects are asked to assess the quality of the second stimulus in relation to the
reference using a so-called impairment scale (from ”impairments are imperceptible”
to ”impairments are very annoying”). The DSIS method is well suited for evaluation
of transmission errors which result in clearly visible impairments. As opposed to
DSIS, in the DSCQS method the reference and the impaired sequence are presented
to the assessor twice in an alternating fashion. In the series of trials, the position of
the reference is changed randomly. Subjects are asked to assess the overall quality
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Figure 4.2.: ITU Recommendations for objective and subjective audiovisual quality
assessment.

Figure 4.3.: ACR methodology presentation concept. Adopted from ITU-R BT.500-
13.
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Figure 4.4.: SSCQE methodology presentation concept. Adopted from NTT web-
site.

Figure 4.5.: DSCQS and DSIS methodology presentation concept. Adopted from
ITU-R BT.500-13.
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of each of the two sequences using a continuous quality scale divided into five equal
lengths, ranging from ”bad” to ”excellent”. The scales are presented in pairs to
accommodate the double presentation of each test sequence. Moreover, the scales
are continuous to avoid quantizing errors. The analysis of such collected data is
based on the difference in rating between each of the pairs which is calculated using
an equivalent numerical scale ranging from 0 to 100. The DSCQS is quite sensi-
tive to small differences in quality and therefore is often use when the quality of
the impaired and the reference sequence is similar. An alternative method derived
from DSCQS is SAMVIQ (Subjective Assessment Methodology for Video Quality)
proposed by EBU (European Broadcasting Union) Project Group B/VIM (Video
In Multimedia) [29, 92]. In principle, the SAMVIQ has been designed for assessing
the perceptual video quality of a multimedia service. In the SAMVIQ method,
video sequences are presented in multi-stimulus configuration, so that the assessors
can choose the order of tests and correct their votes if necessary. The impaired
sequences can be directly compared among themselves and against the reference at
any point of time of the test. An assessor has full control over the grading process
and can adapt it according to his/her personal wishes (can start/stop the presen-
tation, modify the grades, repeat playout, etc.) [92]. For the PC method the clips
from the same scene but different conditions are paired and participants make the
preference judgement for each pair. The PC method allows very fine discrimina-
tion between the test sequences. The main issue related to the PC method is an
exponential growth of the number of pairs with the number of factors and factor
levels being investigated. To overcome this limitation Eichhorn et al. [32] proposed
a variation of the original method called Randomized Pair Comparison in which a
small subset of pairs is randomly selected creating a unique experiment session for
each assessor. Such a solution, in contrast to full factorial designs, allows for more
realistic assumptions about the time and effort assessors have to spend on a study.

Some of the methods may have fewer context related effects, which are unwanted
test biases. The choice of a test-methodology depends upon objectives of the study,
resources available and possible other constraints (e.g. time).

4.2.3. Beyond Traditional Subjective Test Methodologies for
Audiovisual Content

Apart from the standardized procedures described in the previous sections a num-
ber of alternative subjective methods for assessment of audiovisual content exist. A
huge part of such methods follow the main principles of the standardized method-
ologies but entirely unique techniques have also been proposed.

Staelens et al. [130] proposed a method which uses a feature length movie
(recorded on a DVD disc) with impairments (blockiness and frame freezes) intro-
duced beforehand. Such a prepared DVD together with a questionnaire in a sealed
envelope is given to the assessors. Their task is to watch the movie at home under
the same conditions as they usually watch television. Immediately after the movie
the assessors answer questions related to perceived quality degradations and pro-
vide an overall quality judgement using an ACR scale. Similar procedure is followed
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by another group of subjects but in a laboratory setup. Staelens found that the
relative impact of impairment types changed with the setting. While watching the
movie, the subjects were more tolerant of impairments that did not interrupt the
flow of the movie. The Staelens experiments indicate that the traditional subjective
testing methods may not accurately predict the quality perceived by end-users.

A different approach has been suggested by Strohmeier [132]. His mixed methods
research approach for audiovisual quality, called Open Profiling of Quality (OPQ),
creates a link between qualitative and quantitative studies. The methodology con-
sists of three sessions. In the first session an ACR test is performed by participants
in which they rate the integral quality of presented stimuli. The second session is
devoted to extraction of quality features that participants used to evaluate overall
quality in the first session. Features which are not unique or cannot be defined by
subjects are excluded from further procedure. As a result, a list of attributes is
created and written on an assessment card. To each of the attributes a continuous
rating scale is assigned, with a ”min” (minimum sensation) and a ”max” (maximum
sensation) label at the ends of the scale. In the last session, each participant again
rates the stimuli using all scales on his/her scoring card. This way new knowledge
related to quality perception of a individual can be gained.

A new method for immersive audiovisual subjective testing has been proposed
by Pinson et al. [114] and later followed in [126]. The main difference compared
to the traditional quality testing is in the way the test conditions (Hypothetical
Reference Circuits, HRCs) are applied to source sequences(SRCs). In typical tests
following ITU recommendations, a low number of SRCs s is treated with a similar
(or larger) number of HRCs h, resulting in h × s processed sequences (PVSs). A
subject task is to rate all PVSs, which leads to repetition of content. In the proposed
immersive design, such repetition does not exist. According to the authors, without
a repetition of content, subjects will remain immersed in the viewing/listening task
instead of focusing on the ”technical quality” — which is expected to occur in case
of multiple views of the same sequence. Moreover, subjects may get bored of the
repetition.

More recently a focus has been directed to usage of EEG and other sensory
based devices in the quality assessment studies. Arndt et al. [9] conducted two
experiments in which long duration content (40 min and 60 min respectively) was
evaluated by participants. In addition electroencephalography (EEG) has been
employed to quantify users quality perception. During the presentation of the
quality-wise manipulated test sequences, an EEG signal and other physiological
measures were recorded. Authors show that in both presented experiments, the
QoE reported by test subjects is represented in the EEG data. More specifically,
the EEG recordings indicate a change in the cognitive state of the subject during
the exposure to low-quality compared to high-quality sequences. Usage of EEG can
be helpful for quantifying perceptual quality changes as well as for broadening our
knowledge on human perception and quality judgment.

As witnessed in the above studies there is a continuous need for new quality
assessment methodologies able to increase our knowledge in the field of quality
perception and evaluation.

23



4. Audiovisual Quality Perception and Assessment

4.3. State of the Art - Subjective Quality Assessment
of Long Duration Content

In order to quantify the quality of user experience many different test-methodologies
have been developed, as described in the previous section. However, a majority of
those assessment techniques has been designed for very short excerpts of content
with duration restricted to 10-15 s and with constant quality throughout the entire
stimulus length. Such an approach is not necessarily representative of a typical
media consumption situation.

Treating the QoE as a static event contradicts the real-life scenarios in which
content of extended duration is used and where quality variations might appear
over time. Using such methods, the influence of time-varying and scene-dependent
effects of impairments on temporal development of QoE cannot be investigated.
By eliminating perceptual, affective and cognitive factors from the process of qual-
ity assessment, inappropriate results may be obtained and in consequence - false
conclusions derived.

Although this seems to be an important issue, relatively little attention has been
devoted to this problem. This lack is directly reflected by the limited number of
studies in which long duration audio-visual stimuli have been used as well as by
the limited number of standardized methodologies developed specifically for such
purpose .

Another important issue is the ’long duration’ term itself. As mentioned earlier,
it’s difficult to find a clear guidance on how long should the content be in order
to be considered as such. Among the so called ’long duration studies’, only very
few are designed for stimuli with lengths exceeding several minutes [90, 91] and
only more recently have studies with over 30-min long content been performed
[130, 18, 17, 9], Paper B. Moreover, in many cases, methods designed for short
duration content are employed in studies where e.g. full length movies are used as
a test-material. Neglecting differences between those stimulus types may lead to
the mentioned contradictions among the specific studies.

In general, three commonly used approaches for subjective quality assessment of
long duration content can be identified:

- overall quality judgement provided after the entire stimulus occurrence

- quality assessment over fixed time-window sizes

- momentary quality evaluation of time varying system characteristics

A more detailed description of those approaches is provided in the following.

1To be more precise, only one such method exists - Single Stimulus Continuous Quality Evalua-
tion (SSCQE) methodology specified in ITU-R Rec. BT.500 (ref. section 4.2.2)
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Figure 4.6.: Examples of rating scales used in quality assessment studies. Adopted
from ITU-R BT.500-11.

4.3.1. Overall Quality Judgement
A single, retrospective appraisal of the whole experience (often supplemented by
different survey techniques such as interviews, focus groups and questionnaires) is
the most common approach in audio-visual quality measurement studies [3]. In such
case, the assessment procedure takes place directly after the stimulus occurrence
and the quality judgement is provided on a pre-defined quality scale (either non-
categorical or numerical) as defined in i.a. [70, 71, 64] (see Fig. 4.6).

This approach has been mainly employed in studies with stimulus length up to 2-
3 min (e.g. [83, 90, 91]) but also in studies in which full length movies are evaluated
[130]. In both cases the same standardized assessment methods (e.g. ACR) [70, 71]
are employed for the purpose of votes acquisition (see section 4.2).

The cumulative experience provided after the end of a given service is usually
treated as an estimation/average representation of the perceived quality [138]. How-
ever, such quality ratings do not necessarily seem appropriate in case of long dura-
tion stimuli. This is due to the fact that humans are more likely to make an overall
quality judgment based on the first, or the most recent experiences which are as-
sumed to be most influential in the decision-making process [45]. The judgements
provided directly after the end of presented material are subject to i.e. primacy or
recency effect [47, 78, 93] and therefore may be different from the QoE at specific
time periods of an episode. The forgiveness effects of the observers have been in-
vestigated in many studies by inserting artifacts at different time positions within
sequences of varying lengths and by collecting an overall quality judgement after
each episode. The results revealed that the reporting time and the human memory
process (beyond 10-15 s time slots) play extremely important roles [5].

All the above suggest that in case of long duration content the cumulative ex-
perience may lead to conclusions which are not necessarily reflecting reality. In
real-life scenarios, the presented quality is judged at a given point/period of time
and based on the impairment intensity, as witnessed in [45] and [48]. This means
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that in case of the perceived quality being poor over e.g. 3-5 min there may be a
risk that the offered service will be rejected by the viewer before its end-point. An
example of such behaviour can be found in a study by De Pessemier et al. [27] in
which quality of experience of a commercial voice-over-IP service was evaluated.
The authors showed that voice calls that received a low quality rating from the
users had a significantly shorter duration in comparison to those of which quality
was rated higher.

Of course, such a situation does not happen in a controlled laboratory setup where
test subjects are usually expected to watch/listen the entire presented material and
provide the average rating right after. As shown in [42] for video quality and in
[39] for speech quality, such averaged results are often too optimistic and do not
reflect the user’s actual quality needs and expectations. Moreover, this way the
behavioral responses to momentary quality changes cannot be investigated.

4.3.2. Quality assessment over fixed window sizes
In some quality assessment studies, a longer content is divided into short pieces
(e.g. 10 s long time-windows) and then quality evaluation is performed for each
segment after its occurrence, or continuously, during the episode presentation. For
this purpose, standardized techniques designed for short duration sequences (up to
16 s long) are used (e.g. Absolute Category Rating (ACR) [70], Double Stimulus
Continuous Quality Scale (DSCQS) [64], Paired Comparison (PC) [70], etc.) (see
section 4.2).

By quality assessment of short time-windows a better approximation of how the
QoE develops over time can be obtained. Moreover, this way problems related to the
primacy and recency effects (see above) can be significantly reduced which makes
the evaluation procedure more accurate compared to the after-entire-stimulus judg-
ment mentioned previously.

Unfortunately, the time-window approach is lengthy in nature and therefore im-
practical in real life application scenarios. It requires a very long time to perform
quality assessment tests, especially when contents of extended duration and hence
with large numbers of segments are considered. Moreover, such an approach is
very distractive and attention demanding which makes it inadequate for real life
applications (e.g. watching television in a living room environment).

Many variations of the time-windows based approach can be found in the lit-
erature, e.g. [119, 40]. As an example, the study by Gutierrez et al. [40] can be
recalled here. The method described in their work requires a quality judgment by
the users after impaired segments of fixed duration. The segments are reproduced
in a continuous manner (no breaks in between). The quality evaluation is made
during the appearance of segments with no degradations in contrast to the gray
segments used for this purpose in the ACR method. This way, according to the
authors statement, the continuity of the sequence is preserved making the viewing
conditions more realistic. This is a sort of quasi-momentary approach and it can
be considered a step toward a momentary quality assessment (see section 4.3.3).
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Figure 4.7.: Operational principles of the SSCQE method.

4.3.3. Momentary Quality Evaluation
In order to assess dynamically varying quality, an appropriate methodology needs
to be employed (see section 4.2). What is needed is a methodology which allows
for instantaneous quality evaluation at the time of impairment appearance and
which can be used in cases when reference stimulus is not available (e.g. home
viewing scenario). Moreover, it has to be as little invasive as possible in order
to direct user attention to the presented material rather than the evaluation task.
This way, not only the basic quality of audiovisual material can be assessed but
also the fidelity of the information transmitted. As a result, a much more realistic
approximation of perceived quality could be obtained in comparison to the after-
stimulus appearance judgement. It’s a challenging task, however, to develop a
method which incorporates all the above requirements and which is suitable for
audiovisual content of extended duration.

An example of a method designed for instantaneous quality judgement is the
Single Stimulus Continuous Quality Evaluation (SSCQE) developed by the RACE
MOSAIC project [41] and adopted as part of ITU-R recommendation BT.500-7
[65]. The SSCQE allows for continuous acquisition of votes (samples recorded
twice a second) by means of a slider mechanism (score recording device) with an
associated quality scale. The slider has to meet the following conditions: fixed or
desk-mounted position, slider mechanism without any sprung position, linear range
of travel of 10 cm. The operational principles of the SSCQE methodology can be
seen in Fig. 4.7.

Such a setup mimics the objective evaluation approach based on acquisition of
specific data from a real-time system. Therefore, it may be helpful in defining a link
between subjective and objective evaluation of picture quality. A corresponding
methodology, with the same principles as SSCQE, for continuous assessment of
speech quality is described in ITU-T Rec. P.880 [69]. At present, the slider based
methods are the only internationally accepted and recommended methodologies for
instantaneous quality judgement.

Although the SSCQE allows for continuous quality assessment of long duration
stimulus (up to 30 min), it’s not free from disadvantages. It has been reported that
the continuous operation of the slider can be too demanding for the test participants
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and hence can influence the ratings negatively [45]. In addition, such activity
may divert the user’s attention from the process of quality assessment [140] and
cause the differences in participants’ reaction time to quality changes reducing the
accuracy of the method [115]. Consequently, the resulting assessment values must
be suitably compensated. Moreover, in order to obtain relatively stable results, the
assessors need to be well-trained before inputting their assessment scores. All the
mentioned drawbacks undermine the validity of the SSCQE for real life applications
and services. Therefore, development and validation of alternative methodologies
is needed.

Recently, several variations of the SSCQE method have been proposed with the
slider device being replaced by e.g. a steering wheel [96] and a glove [20] or in
case of 3D video quality assessment by a tablet [84]. Also, a comparison between
several devices (mouse, throttle, sliding bar and joystick) which were used for qual-
ity rating of time-varying sequences has been reported in [107]. Except for the
different rating instruments all those methods share the same methodological ap-
proach (same procedures and type of rating scale as SSCQE, often with reduced
resolution). Thus they do not offer any new insights into the momentary quality
assessment. Moreover, the performance improvement of the mentioned methods
over the SSCQE has not been proven [107] and an effect of stimulus duration on
users’ fatigue related to usage of new rating devices has not been verified.

Generally, very few corresponding research activities devoted to the topic of con-
tinuous quality evaluation can be found, resulting in a small number of related
publications. However, some interesting research findings have been claimed with
respect to the momentary quality assessment. In [88] it has been concluded that
subjects react almost immediately when a change from good to poor quality occurs
while in the reverse situation the adaptation process is much slower. This asymme-
try in tracking the quality has been confirmed in [23] where changes in momentary
speech quality were evaluated. These aspects of reactions to quality changes are
underpinning the suggested new methodology as presented in the next chapter.
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Momentary Quality Assessment

5.1. Scope of the Research
In Chapter 4, the various standardized methods for the subjective evaluation of
audiovisual media were presented. It was pointed out that there is a lack of methods
able to provide realistic approximation of perceived quality in case of multi-modal
content of extended duration. Therefore, the main topic of this dissertation is
the development of a methodology which allows low-attention, continuous quality
assessment of long duration, audiovisual material.

A set of research questions have been formulated as part of this development:

- Do the quality expectations of human spectators change over time and with
increased involvement in the content?

- When do users become aware of quality degradation under the assumption
that no direct reference exists?

- Is the quality level at which the degradation is noticed similar to the quality
level chosen by the user?

- Do users’ quality expectations/requirements develop differently over extended
periods of time for different types of content?

- Are viewers’ quality requirements independent of the magnitude and appear-
ance of quality impairments introduced?

- Does coherence/continuity of presented material influence quality preferences?

All these questions have been thoroughly examined using a novel subjective
methodology that was developed especially for this purpose. Using an innovative
approach for measuring users’ audiovisual quality preferences/expectations, several
milestones in the field of multi-modal quality assessment and human perception
have been achieved (cf. section ’Overview of the Contributions by This Research’).
Although the proposed test-methodology is applicable to many audiovisual appli-
cations, this work focuses only on one main scenario, namely, home cinema setup
with HDTV projection. Other scenarios are considered to be included in future
work. The thesis consists of two conference papers and three journal articles. A
short summary and a specific input into the field of quality assessment is provided
for each paper in the following section.
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5.2. Overview of the Contributions by This Research

This work has been conducted in order to explore behavioural aspects related to
quality perception of long duration audiovisual material. The research questions
described in the previous section turned out to be difficult to answer using exist-
ing quality assessment methods. Limitations of the standardized techniques, as
described in section 4.3, forced the development of a new methodology allowing to
investigate dependencies between perceived quality and impairment variations over
extended periods of time. The method has been proposed and described in detail
in Paper A. The new technique addresses the problem of quality assessment in the
context of a user’s quality preferences/expectation rather than the ordinary quality
judgment. Instead of measuring the quality by using traditional mean opinion score
(MOS) based approaches, the method allows participants to select the most appre-
ciated quality themselves. In case quality degradation occurs (as introduced by the
experiment-running system), subjects have the possibility to adjust the quality to a
desired level by using a rotary controller (e.g. a knob). During the assessment task,
automatic quality alterations are introduced at random or periodically and step-
wise (e.g. the degradation procedure begins every third minute and subsequently,
the quality level decreases every 10 s). The participant’s response (movement of
the controller) to a quality change stops the automatic degradation procedure and
provides him/her with full control over the quality adjustment. There are no phys-
ical limits in the rotation mechanism and the maximum quality can be surpassed
if not recognized by the user, causing gradual decrease in quality. Rotating the de-
vice further clockwise introduces a gradual decrease in quality. This is a reversible
process, which means the user can return to the reference quality by rotating the
device in the opposite direction again. This is in a way a penalty introduced when
the maximum quality level is being surpassed. The adjustment process is based
on perception of quality changes solely (no tactile feedback from the device). The
scale assigned to the assessment instrument, in fact, is a direct representation of
the quality levels used in the test, and translation of the perceived quality into a
numerical score or position of the rating device is not required. The operational
principles of the method are visualized in Fig. 5.1.

In this case the adjustment procedure is represented by a simple switching be-
tween different quality levels prepared beforehand. However, it could be a real-time
process with usage of e.g. the scalable video coding (SVC). The method allows to
collect information about users’ quality preferences in a non-intrusive way which
makes it suitable for real life applications in which content of extended duration
(e.g. TV programmes, movies, etc.) is used. Furthermore, the method seems to
be very intuitive and easy to understand and therefore does not require thorough
training of test subjects. Consequently, the time needed to conduct an experiment
can be significantly reduced which is beneficial in case of long testing procedures.

The process behind the adjustment procedure can be directly related to the
pairwise comparison based methods which are seen as the most accurate testing
procedures [99]. This means that participants mark their quality preferences by in-
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Figure 5.1.: Experimental setup of the test. ’Min’ and ’Max’ on this drawing are
for explanatory purposes only and are not visible for the assessor.

stantaneously selecting the more appreciated quality level out of the two neighbor-
ing ones. As a result, a direct answer to which quality level is prefered/acceptable
to a subject at a given point in time can be obtained. It is clearly an advantage
when compared with other methods, wherein an acceptability threshold is hard
to be determined (e.g. ’fair’ or ’3’ on the rating scale doesn’t tell us whether the
quality is acceptable or not).

In addition to the extended description of the principles of the new method,
the Paper A also contains preliminary results of a study conducted using this
technique.

Several studies have been carried out using the new method in which the impact
of the time dimension on users’ Quality of Experience has been investigated. Those
studies delivered large data sets, which needed to be appropriately processed in
order to derive patterns and gain knowledge about the investigated phenomenon.
Therefore, a guideline on how to prepare, analyze and interpret the data collected
using the novel methodology was presented in Paper B. This article is a direct
extension of Paper A and describes results of two studies in which an over 30-
min long audiovisual sequence was evaluated. In the first study, the impairments
were introduced only to the video domain whereas in the second study video and
audio domains were distorted simultaneously. In both cases, it turned out that test-
subjects are consistent with respect to their quality preferences over the stimulus’
duration. It seems that the time dimension does not play a major role when it comes
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to users’ quality expectations and reactions to quality changes. More interestingly,
it was found that there is a significant and relatively constant difference between the
quality level at which participants notice a quality degradation and the quality level
set by them during the adjustment procedure. In addition, it has been found that in
case when both modalities are distorted simultaneously, the process of impairment
discrimination and quality adjustment is easier for participants (there is smaller
variation in the data) and that the quality levels set by them are higher on average.

A continuation of the previous work has been described in Paper C, which in-
cludes two different studies. Firstly, an influence of audio artifacts related to differ-
ent compression rates on participants’ reactions to quality changes was investigated.
For this purpose a 32-min long audiovisual clip with impairments introduced into
the audio domain solely was evaluated. Secondly, cross-modal effects between the
visual and auditory modalities were examined. The overall goal of the study was to
investigate possible dissimilarities in reactions of participants to quality changes of
audiovisual presentation in case of audio only, video only, and simultaneous audio
and video distortions. Both studies were carried out using the method described
earlier in this section. The obtained results show that no matter which modality is
impaired (audio only, video only or audio and video simultaneously), users’ quality
expectations are rather constant over the stimulus duration. However, significant
differences between each of the above cases have been found, i.e. subjects reacted
faster to quality changes and preferred higher quality levels when impairments were
introduced in both modalities simultaneously. In addition, the suitability of our
method for quality assessment of long duration audio streams (with accompanying
video) has been demonstrated.

The next study, presented in Paper D, investigated the impact of content type
on user reactions to quality changes. In the previous articles it was shown that
the time dimension does not affect assessors’ quality expectations and reactions
to quality changes. However, the stimuli used in all of the previous studies were
of similar nature and therefore further investigation with use of different types of
content was needed. Through the study, indications were found which suggest that
content type may have a significant effect on quality acceptance level over extended
periods of time. However, this was proven only for the action-movie type content
with a very high spatial and temporal activity throughout the entire duration of
the stimulus. This phenomenon could be explained to some extent by the fact that
high motion scenes are more affected by transmission artifacts (e.g. related to band-
width limitations) than low motion scenes [45]. Nevertheless, the finding only gave
an indication that such phenomenon might occur. Therefore, further investigation
is necessary in this case. In addition, it was found that for long duration content,
viewers’ quality requirements are independent of magnitude and appearance (grad-
ual increase vs. spontaneous leap) of quality impairments introduced. Moreover, it
turned out that results obtained for one of the content types were congruous with
results of a study described in Paper B in which similar experimental material was
used. This demonstrates the repeatability of results obtained using the proposed
method, thus making the method more desirable for purposes of quality assessment
of long duration content than other traditional methods.
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The last paper included in the thesis (Paper E) investigated the effect of con-
tent coherence/continuity as well as the influence of video stream on audio quality
preferences. Obtained results show that audio quality expectations do not change
significantly over the extension of a clip span, no matter if the accompanying vi-
sual stimulus is displayed or not. However, the perception of the auditory stimulus
appears to be significantly influenced by the presence of video. It was observed
that the users’ audio quality preferences were higher when audio was played with-
out the presence of an accompanying visual stimulus. This was true no matter if
the presentation of a stimulus started with the highest or the lowest audio quality.
Moreover, it also held for different ways of introducing the audio quality degrada-
tions (stepwise over time or by a large drop). Furthermore, results showed that the
audio quality preferences were lower when the entire presented material was played
in a continuous manner than when the same clip was cut into segments which were
reproduced in a random order with short pauses in between. This may mean that
subjective studies that use short audio stimuli extracted from long-duration content
generate results that exaggerate the actual quality needs of consumers.

5.3. Conclusions
This thesis is devoted to the topic of temporal development of Quality of Experience
and contributes to the field of QoE in two ways. The major contribution is the novel
subjective assessment methodology developed in order to investigate the influence
of stimulus duration on quality perception of audiovisual content.

The method was proposed as a result of lack of alternative methodologies that al-
low to answer research questions introduced in this work. Compared to the conven-
tional techniques for continuous quality evaluation (e.g. SSCQE) the proposed qual-
ity adjustment approach allows for gathering the data with little psycho-physical
demands and without the need to translate the perceived quality into a numerical
value or its semantic designator.

Although new findings are possible with the method, it should not be treated
as a direct replacement of the existing ITU-R rating-scales-based methodologies,
but rather as a new source of information with respect to the user’s cognitive
experiences. The new technique cannot provide absolute quality scores like the
SSCQE method, hence the direct comparison between the two is not straightforward
and requires a thorough investigation. This is a topic for further research.

The other contribution is the outcome of several studies conducted using the new
method. Multiple findings related to users’ QoE are presented in this dissertation
(Part II. Included Papers). The most important, however, can be summarized as
follows:

- The time dimension does not affect user consistency with respect to quality
selection. The only exception that was found was related to a very high
motion content with intense action scenes throughout its entire duration.
However, whether this is a general trend or not has not been verified yet.
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- Impairments introduced in both modalities simultaneously cause faster re-
action to quality changes, which make the process of quality discrimination
much easier for participants, which in turn leads to the selection of, or re-
quirement for, higher quality levels.

- The sensitivity to quality variations highly depends on the awareness of the
process of quality changes, and is higher when the subjects are in charge of
the quality adjustment, than when the process is controlled externally. These
findings hold, no matter which way the degradations appear in the presented
material; whether stepwise over time or immediately, in one move.

- The continuity of the stimulus affect the perception of audio quality changes.
It seems that the audio quality preferences are lower when the entire presented
material, with a semantic structure preserved, is evaluated than when it is cut
into smaller pieces and played randomly. This may suggest that results of a
typical subjective study in which short audio stimuli are used are exaggerated.

As mentioned earlier, the validity of the mentioned findings have been verified
for the home cinema scenario (with HDTV projection) only and therefore a general
validity of the results needs to be checked for other usage scenarios (e.g. Scalable
Video Coding) and in different contexts, e.g. mobile context. For the latter, some
adjustments in the proposed methodology may be required due to specific technical
requirements of the adjustment device. A solution in such a case could be a small
controller with a Bluetooth interface attached to the back of a mobile device (e.g.
smartphone, tablet) or application-based touch adjustment (rotary moves on the
surface of a touch screen). This could be the next step in the validation process of
the obtained results and to confirm the suitability of the proposed methodology in
different contexts.

Summarizing, the thesis explores the field of the momentary QoE in an innovative
way providing results valuable for current and future research. The outcome of
this research helps us to better understand perception of time-varying audiovisual
quality in more realistic applications. The findings mentioned above together with
the novel methodology extend the existing literature and provide new insights into
the field of quality assessment.
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Abstract

In this paper a new methodology for the evaluation of perceived quality for long
duration audiovisual content is presented. This method allows the investigation
of unexplored dependencies between perceived quality and impairment variations
over extended periods of time. Instead of providing quality scores on predefined
rating scales, assessors are asked to adjust the quality level of the displayed con-
tent themselves, whenever a degradation in perceived quality occurs. This method
approaches the problem of quality evaluation from a different perspective than the
existing methods, which might be valuable for future research. Preliminary results
of an experiment conducted using this methodology are presented.
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A.1. Introduction

The perceived quality of audiovisual and multi-modal systems plays a very im-
portant role in today’s technologically advanced world. Multimedia services are
growing in popularity and technological progress presents new possibilities to end-
users regarding types of content (e.g. 2D, 3D), transmission schemes (e.g. tradi-
tional broadcast, internet, mobile networks) and devices used to display the con-
tent. Having access to the latest technology, users become more demanding and
their expectations regarding offered quality are successively increasing. Most of the
service/content providers strive to meet user’s expectations and provide increas-
ingly higher quality to improve their customers’ overall experience. Providing the
highest available quality to everyone would be the ideal solution but unfortunately
in many cases there are a number of technical limitations (e.g. bandwidth, device
constraints) which can degrade the end-user’s experience. In such cases, knowing
the acceptable level of quality becomes a crucial requirement for service suppliers.
For this purpose objective metrics are desirable, and they need to be based on
evaluations with human assessors.

Existing measuring techniques for audiovisual services are not optimal yet. These
techniques are rather close to the traditional quality of service concept, which aims
to capture the system related characteristics and frequently ignoring the perceptual
and cognitive sides of Quality of Experience (QoE) [2]. Therefore, there is a need
to continue to develop new evaluation methodologies and objective metrics which
could, as accurately as possible, assess the complex impression of human audiovisual
quality perception. Quality perception is a very subjective process which can be
influenced by many factors, especially in multi-modal systems, where audio and
video modalities might influence each other. Taking these aspects into account,
as well as the fact that current objective metrics often correlate weakly to the
user opinion we can easily understand why experiments with human assessors are
considered to be the most accurate methods reflecting the human perception [5].
In spite of limitations and weak points, such experiments are invaluable tools,
helping us to better understand user responses and providing results which are the
foundations for any objective quality metric.

Most of available quality evaluation tests are usually designed to be performed
in controlled laboratory environments, where the duration of stimuli is usually very
short and where full attention from the assessors is expected. This makes them
not reliable for real applications scenarios, in which the perceptual and cognitive
factors play a very important role, and which comprise much longer durations of
content [2].

Long–term audiovisual quality assessment is still an unexplored field of science.
This is due to a very limited number of internationally accepted recommendations in
the field. Only one such recommendation exists [5]. Moreover, the recommendation
is not suitable for test sequences longer than 30 min and is not intended for the
evaluation of a full movie or complete TV programmes. Limiting the duration of
test sequences to a few seconds might affect an assessor’s judgment and thus the
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overall measurement of QoE [7]. Long–term aspects of quality assessment should be
investigated more accurately to give us a better understanding of the cognitive side
of human perception and also to expand our knowledge in relation to important
aspects of QoE such as user interest and expectations for audiovisual material. To
do so we need new methods which allow us to collect subjective data in as little
invasive way as possible. This way participants could focus on the presented stimuli
instead of the usually demanding task of assessing quality.

This paper is organized as follows: in Section A.2, we motivate the need for
new quality assessment methods, describing existing methodologies and their major
drawbacks. Section A.3 contains the detailed description of a novel method and of
a test which was conducted to evaluate it. In Section A.4 preliminary results are
presented and discussed. Finally, conclusions are given and potential further work
is outlined in Section A.5.

A.2. Motivation
Existing methodologies for perceived quality assessment are typically designed for
short duration sequences (from 10 to 15 s). These methods do not consider the
time dimension as an important factor contributing to overall QoE. A number of
degradations in function of time exert a significant effect on the overall experience.
Let’s consider a short audiovisual clip with one impairment and a full duration
movie, also with one impairment. We can easily convince ourselves that the same
distortion will have a much bigger effect on QoE during the short clip than while
rating the full movie. This example shows how important the time dimension is with
respect to an overall quality evaluation and why it should be further investigated.

The International Telecommunication Union (ITU) provides a number of recom-
mendations for perceived quality evaluation of audio, video and audiovisual mate-
rial. Only one of those is aimed at long duration audiovisual sequences (up to 30
min) – it is a Single Stimulus Continuous Quality Evaluation (SSCQE) method.
This method allows for the continuous evaluation of presented stimuli by using a
”slider that subjects have to move while looking at and /or listening to programmes
or scenarios” [5, 3]. There is no explicit reference given for the comparison and sub-
jects are required to provide a rating for each variation of quality. Using a slider
to evaluate the presented material is a precision task which usually requires full
concentration from users. Apart from performing the quality assessment, subjects
also have to think about positioning the slider which is not easy without looking at
the device. These issues may have a direct impact on the assessment of QoE, thus
making the method unreliable for real life scenarios.

Existing methods are often very attention demanding. To avoid user fatigue,
their duration is limited to 30 min. These methods help us to better understand
some of the characteristics of quality perception, but at the same time leave a lot
of aspects of QoE, in relation to time, still undiscovered. As subjects can become
bored and/or disaffected with a rating process over longer periods of time [1],
innovative test procedures are desirable.
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A new subjective methodology for long-term quality assessment was recently
presented [7]. The proposed method uses full length DVD movies with impairments
introduced beforehand. The specially prepared disc is given to subjects together
with a questionnaire in a sealed envelope, and their task is to watch the movie in the
same environment and under the same conditions as they usually watch television.
User feedback is collected through the questionnaire which is filled in immediately
after the movie is finished. The subjects provide their overall quality ratings using
an ACR scale as well as answer to questions related to perceived degradations. A
day after the rating process, a face to face interview is performed.

Although some new insight has been gained using this method, it does not take
into account memory effects (for time-varying quality estimation) which seem to be
limited to about 15 s [6]. Answering detailed questions about distortion occurring
in the beginning of a movie and their annoyance is a difficult task. Moreover,
it requires a lot of effort to make the answers ready for further analysis, which is
impractical for most real life applications. Finally, the evaluation process is lengthy
in nature and hence costly. Summarizing, not too many corresponding research
activities can be found on the topic of long-term quality evaluation methods. This
significantly slows down progress in the field. New subjective methodologies are
desirable to overcome the mentioned problems and to help us better understand
users’ needs and expectations.

A.3. Proposed Method
In this paper we present a novel method for multi-modal, long-term quality as-
sessment of audiovisual content. The method represents a new approach for un-
derstanding the underlying attributes of perceived quality and user behavior. We
were particularly interested in a subjective methodology, which could be applicable
in a laboratory setup as well as in a real life environment. With respect to limi-
tations of current recommendations and available guidance in this field, answering
some of the research questions turns out not to be feasible. To assess the QoE
of multi-modal systems we need to think about a methodology which can be used
for continuous sessions of long duration, which can work without an explicit qual-
ity reference, which limits assessors’ fatigue to a minimum, and which allows the
subjects to focus on the content instead of directing their attention to the assess-
ment task itself [2]. Taking into account the mentioned requirements we designed a
unique experimental setup described in the following. As an outcome of our work
we propose a novel subjective assessment method which can be used for quality
assessments of audio, video, and audiovisual content.

The method is based on an adjustment of the quality during playback, which
is a completely different approach than direct assessment. In most of the existing
methodologies, subjects evaluate presented material by giving scores (on existing
scales) or by setting a slider to a specific position representing a score value. The
method described here allows assessors to adjust the quality to a desired level in
case degradations occur, instead of giving a score. This is a purely perceptually
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based judgment, not involving any extra processing needed to translate perceived
quality into a single number. Giving the power of adjustment to the assessors
we can learn more about their expectations and reactions to quality changes over
longer periods of time, while possibly requesting less of their attention.

A.3.1. Experimental Design
A number of stimuli with different quality levels are prepared beforehand, for ex-
ample by using different encoding parameters on a specific encoder. An adjustment
instrument (e.g. knob, scroll wheel, etc.) is used for selecting the quality setting of
the stimulus. It is important that there are no physical limits in the adjustment
mechanism. The device itself should not provide any extra information to the user
(no clicks or anything that could influence the perception of quality change, only
smooth moves). The only feedback the user can notice should be related to changes
seen on the screen or heard from the speakers, i.e., changes in the quality itself.
The main concept of how it works is shown in Fig. A.1 (example with a knob). Min
and Max on this drawing are only for explanatory purposes and are not marked
on the device. The dotted mark indicates the transition point from increasing to
decreasing quality, and the solid one shows the lower quality limit which cannot be
under-passed from either direction.

Turning the device clockwise increases the quality level of the presented stimuli
until the maximum is attained. Rotating it further clockwise starts decreasing the
displayed quality. This behavior could be considered a sort of penalty for going
’too far’ on the scale. This is a completely reversible process, which means that the
assessor can come back to the maximum displayed quality by turning the device
counterclockwise. A similar paradigm holds in case of a scroll wheel with up and
down directions. The device sensitivity of the device should be set to an appropriate
level to avoid too rapid or too slow changes while being turned.

During the assessment, automatic changes in the quality are introduced period-
ically or at random and stepwise (e.g. the degradation process starts every 3 min
and thereafter quality levels decrease every 10 s). The test participant should have
enough time to notice the change and to react by rotating the device. Assessor’s
input will stop any further automatic degradation of the quality introduced by the
system. Subsequently, the user adjusts the displayed quality to a satisfying level
(maximum desirable).

The next degradation procedure always starts from the quality level which was
displayed last.

The method represents an alternative for continuous quality assessment. It has
been designed to minimize user fatigue related to the assessment task, and at the
same time to provide new information about QoE during long-term procedure. The
evaluation process is fully automated and the results are collected in a format which
is relatively easy to use for further analysis. Besides the numerical data (time and
quality level), also information about types of change (by user or by the system) is
written into a log file.
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Figure A.1.: Principle of operation of an adjustment device (the knob example).

A.3.2. Test
To evaluate the proposed method an audiovisual experiment was conducted. A
software was developed for the automatization of the testing procedure. The general
conceptual structure of the experimental setup is presented in Fig. A.2.

The test software used pre-processed raw video files and an uncompressed audio
file for playback. Video clips were generated by applying different values of quanti-
zation parameter (QP) implemented in H.264/AVC encoder and then by decoding
them to raw YUV format. Assessors were using the knob (mentioned in Section
A.3.1) to adjust the quality level by seamlessly switching between video files on the
fly. The device had no physical limitations with respect to rotation mechanism (lack
of start and end point). To switch between adjacent levels, a 90 degree turn was
required. Sensitivity of the adjustment instrument was set according to feedback
received from subjects during a pilot test, to avoid too rapid or too slow changes.
Video and audio were synchronized and only video artifacts were introduced during
the playback.

A.3.2.1. Subjective testing procedure

A total of 22 subjects (eight female, 14 male) participated in the subjective ex-
periment, aged between 24 and 61 years. Participants were screened for visual
acuity, resulting in two subjects having slightly worse vision (20/30) than average.
Subsequently, results provided by these two subjects were excluded from further
analysis. Seven out of all participants had worked professionally with HD content
before and/or had watched movies in HD quality on a daily basis. They can be
regarded as experienced HD quality viewers. The test procedure was divided into
three main parts.

The first part was designated to visual acuity test, instructions (written and
oral) and training. Assessors were instructed that in case of visible degradation of
presented material, their task is to return to reference quality using a knob. The
training lasted for 10-15 min. Two short clips were presented to the participants (5
min each), so they had time to familiarize themselves with the setup, find out how
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Audio

Video

Figure A.2.: Conceptual structure of the experimental setup.

sensitive the device was, see the types of distortions used and how different levels
of the quality looked like. Subjects could ask questions during the first part.

In the second part over 30-min long clip was evaluated. For the first 3 min the
highest quality was displayed. Before the start, participants were informed that the
first quality degradation would occur at 1 to 5 min into the clip. This allowed them
to familiarize themselves with the highest quality before the degradation process
started. The degradation process was introduced every 3 min with the quality levels
further decreasing every 10 s. In the third part, subjects were asked to answer
questions regarding the experiment. Here, we tried to get feedback on difficulties
the participants had (if any), and positive aspects of the evaluation method. We
also were interested in assessors’ attention to the task/content as well as in their
interest in the presented material.

Video content was displayed on a 50-inch plasma screen (Pioneer PDP-5000EX),
and two loudspeakers (Dynaudio BM6A) were used for sound reproduction. The
experiment was conducted in a room particularly designed for video and audio qual-
ity tests, with appropriate lighting and acoustics. Viewing, listening and lighting
conditions were set according to ITU recommendations: BT.500-11 [5] and P.911
[4]. Participants were sitting in comfortable, cinema style chairs with a slide-out
tray, which was used for placing the knob on.

A.3.2.2. Content and its preparation

With respect to the duration and nature of the experiment, a meaningful and inter-
esting audiovisual content had to be selected. Due to a lack of databases containing

57



A. Quality Evaluation of Long Duration Audiovisual Content

high definition (HD) content of long duration, freely available, commercial material
was employed.

The selected audiovisual clip was taken from the first episode of a nature docu-
mentary series titled ’Life’ (made by BBC television). High resolution (1920 x 1080
pixels) and high quality (Bluray version) copy was used in the test. The original
material was ripped from a Bluray disc onto the hard drive (raw .m2st file). Sub-
sequently, H.264/AVC encoder (x264) was used for further processing. The test
material was prepared such that the steps between quality levels were similar with
respect to the just noticeable difference (JND) threshold. For this purpose, the QP
for each level was set according to [9, 8] and also based on our own investigations
in this field. Finally, all video clips were decoded to YUV format (4:2:0). The orig-
inal audio track was used (stereo, 48 kHz) for audio playback. The experimental
conditions are summarized in Table A.1.

A.4. Preliminary Results
We expected to find that the sensitivity to quality changes over long periods of time,
as well as dependencies related to users’ expectations. Fig. A.3 presents average
responses of experienced subjects vs. näıve ones. As was mentioned previously, the
experiment began with the highest quality level as a reference for a period of 3 min.
We can clearly see from presented figures that participants were accepting a lower
quality almost from the very beginning of the assessment task, in spite of the fact
of having continuous possibilities to adjust it. Returning to the top level turned
out to be not an obvious task, even right after the reference was presented.

Inspection of Fig. A.3 shows significant discrepancies in the responses by experi-
enced and by näıve participants. The first group tends to be more demanding with
respect to acceptable quality, keeping it on average at a higher level. Näıve users
seem to be less sensitive to changes and require more time to return to higher qual-
ity levels. One should notice, that in spite of displaying the ’anchor’ during the first
3 min, an almost immediate drop in the quality can be observed. It is related to
particular scenes (where foreground was much more focused than the background)
which for inexperienced subjects seemed to contain artifacts. Another reason for
this phenomenon might be a high attention to the task in the early stage of the
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Table A.1.: Test conditions
Duration
Video resolution
Video frame-rate
Video color scheme
Audio format
Video format
QP values

30 min 55 s
HD 1080p (1920 × 1080 pixels)
25 fps
16-bit YUV 4:2:0
WAV, stereo, 48 kHz, 512 kbps
H.264/AVC
0,16,22,24,28,30,32,36,38,40,44,48
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Figure A.3.: Average responses of experienced assessors vs. näıve ones.

experiment. Näıve participants were highly focused on the detection of impair-
ments during the first several minutes, but after this period their attention to the
task significantly decreased. This finding is based on answers given by participants
during the last part of the test procedure.

Fig. A.3 suggests that the average participant was very consistent in his/her
choices after a warm-up phase of around 5 min. Visible variations in the responses
are most probably related to the content itself and user individual interest in the
content. This need to be further investigated and particular scenes have to be
analyzed in detail.

A.5. Conclusions
In this paper a novel subjective methodology for the quality assessment of long
duration content has been proposed. The method is based on quality adjustment
during playback, which represents a different approach towards evaluation of QoE.
The method allows continuous assessment of real life applications (e.g. movies, TV
programmes, video-conferencing, etc.). The results of such a setup can provide
a direct answer to the question: which quality level is acceptable for a potential
user? This fact might be of interest for content/service providers who often strive
to meet end-user expectations. The described methodology requires low-attention
from assessors (according to feedback received from participants right after the ex-
periment), making the evaluation process easy to understand, pleasurable for the
participants, and most important – accurate. Assessors do not have to translate
perceived quality into a numerical score or an equivalent semantic designator. Hav-
ing the possibility to adjust the quality instead of judging it on existing scales allows
assessors to focus on the content itself and not on the artefacts and degradations,
just like in a real-life application scenario.
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The experiment conducted for verification of the new method shows its suitability
for long-term quality evaluations and provides us with some interesting findings.
However, it is not utterly clear how big influence on obtained results and on the
evaluation process has the chosen content. Therefore other types of content have
to be employed to the next experiments. Analysis of collected data is still in
progress and more detailed results will be presented in a follow-up article. The
method is still under development and its usability in other modal contexts as
well as constraints and possible improvements will be studied further. Moreover,
comparison of the new method with the standardized subjective quality assessment
methodology will be investigated in the nearest future. The long-term goal for
this research is to demonstrate usefulness of presented methodology in different
contexts and for different applications. We are going to support the idea of quality
adjustment by better understanding its benefits and limitations in a process of
audiovisual quality assessment.
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Abstract

This paper is an extension of our previous work describing a novel methodology for
quality assessment of long duration audiovisual content. In this article we focus on
data analysis of results obtained from two experiments conducted using the new
methodology. In the first study, we found that the time dimension does not influ-
ence participants’ expectations with respect to perceived video quality and that a
possible increase or decrease in acceptable quality level is rather directly related to
the presented material itself. Moreover, we found that participants are less sensitive
to quality changes when the process is controlled externally than when they are in
charge of the quality adjustment. A second experiment (Study 2) was performed
to evaluate the effect of simultaneous quality changes in the two modalities (audio
and video) which confirmed the previous results.
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B.1. Introduction

Quality assessment of multi-modal systems is a subjective task involving highly
complex interactions in the human brain. There have been many attempts of
modeling such processes for the purpose of objective metrics’ development - so far
without any major success. Therefore, evaluations with human assessors are still
considered to be the most accurate methods providing fundamental data, which
is then further used for objective metrics design and their validation. For human
beings, the quality evaluation of an audiovisual content, at first glance, seems to
be a relatively straightforward process. We can quickly decide whether the level of
perceived quality is acceptable or not [15]. From our own experience, we know that
when it comes to the translation of our impression into a numerical score or semantic
designator, we tend to have much more difficulties. It seems like interpretation of
the magnitude of an audiovisual stimulus on descriptive or numerical rating scales
is still one of the fundamental perceptual problems.

Unfortunately, most of the existing standardized methods for the quality eval-
uation require such interpretations from assessors. In the majority of the quality
assessment techniques (which are usually based on a mean opinion score (MOS)
approach), participants are asked to quantify a sensory experience using a single
number (or word) present on an ordinal or interval scale. This is a difficult task
and always burdened by errors related to such a simplified description of subjects’
experience [17, 20]. In order to eliminate the aforementioned interpretations, meth-
ods based on direct comparisons of stimuli (e.g. one clip played after another or
both clips played simultaneously side by side) [2, 12] can be used. However, these
methods are suitable for short test-material only according to the memory effect
(for time-varying quality estimation) which seems to be limited to about 15 s [13].
Therefore, such methods are not appropriate for the quality evaluation of longer
duration content. Time-varying and scene-dependent effects of impairments cannot
be assessed this way. In general, quality evaluation of long duration content has
not received much attention from the researchers in the field. Moreover, only one
standardized method suitable for this purpose exists. This is the Single Stimulus
Continuous Quality Evaluation (SSCQE) method which is based on the use of a
slider to continuously rate the perceived quality [12, 9]. Although the SSCQE allows
assessing the quality of longer duration content (up to 30 min) it is not free from
disadvantages and ambiguities. The method demands constant concentration and
attention from the assessors [18] which makes the evaluation process too involving
for real life applications. Moreover, a fatigue related to continuous operation of the
slider mechanism and possible loss of absolute slider position on the scale might
lead to problems with reliability of the derived results [13]. To overcome limita-
tions of the SSCQE, the development of new methodologies adequate for quality
assessment of long duration content is required.

Recently we proposed a novel methodology designed for quality evaluation of
audio, video and audiovisual material of long duration. The method represents
a novel approach towards evaluation of Quality of Experience (QoE) in mono-

66



B.2. Method Description

and multi-modal systems. Initial results obtained with this method, including the
detailed description of the experimental design and test procedures, have been
described previously in [5]. In this paper we want to focus on the data analysis
and interpretation of the results as well as discuss what additional insights into
the quality perception this method brings. To strengthen the obtained results
and explore suitability of the novel method in a mixed-media context with both
modalities being impaired, an additional experiment was conducted and analyzed.

The remainder of this paper is organized as follows: in Section B.2, operational
principles of the new assessment method are presented. In Section B.3, the ex-
perimental setup and procedures are discussed. Section B.4 consists of a detailed
description of the results of two experiments and methods for the data interpreta-
tion. Finally, conclusions are drawn and future work is discussed.

B.2. Method Description
Instead of giving numerical scores on predefined scales, the method proposed by us
in [5] allows participants to adjust the quality to a desired level in case degradation
occurs. As this is a purely perceptually based judgment, there is no need for asses-
sors to translate their impressions into a numerical value or semantic designator,
thus avoiding most of the problems typical for MOS related approaches, e.g. scale
usage heterogeneity [15], nonlinearity of the scales [17], etc. (for more examples see
[6, 17]). To select the most appreciated quality level a rotary controller device is
used (e.g. knob, scroll wheel, etc.). It is crucial that the device mechanism has no
physical limitations (such as restricted amount of rotary movement) and does not
provide any tactile feedback to the user (such as clicks during the quality change).
Quality adjustments should be based on perceptual judgment of the presented stim-
ulus only. The system automatically degrades the quality in equal time intervals (or
at random) and stepwise in time (or immediately in one step) during the evaluation
task. In this study for example, the degradation procedure occurs at the begin-
ning of each 3 min time interval, with quality levels further decreasing every 10 s.
Whenever the participant acts on the device, the quality will no longer be degraded
further. Rotating the knob clockwise increases the quality level of the presented
stimulus up to the point where the highest quality is achieved. Turning the device
further clockwise causes a gradual decrease in quality. This is a sort of penalty in-
troduced when the maximum quality level is crossed. The process is reversible and
by rotating the knob in the opposite (counterclockwise) direction the assessor can
return to the highest quality level. The quality levels are prepared beforehand (or
on the fly, e.g. using scalable video coding - SVC), and each of them has assigned
a numerical value (e.g. lowest quality: 0, highest: 11). Acquisition of the user’s
responses is performed automatically, at a time resolution of one millisecond and
with values which lie within the range of the corresponding quality levels. Besides
the numerical data (time and values corresponding to quality levels), also informa-
tion about the source of the quality change (system or user) is gathered. A more
detailed description of the method can be found in [5]. The proposed methodology
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can be regarded as a sort of extension of the Method of Adjustment (also called
the method of minimal changes) originally developed by Fechner [7]. The main
purpose of Fechner’s method is to determine a threshold which represents the level
of the stimulus property at which it becomes detectable. It is achieved by gradu-
ally increasing (decreasing) the intensity of the studied property in discrete steps
until it is detectable (not detectable). In our case, quality represents the property
which is gradually decreased (by the system, in order to find the level at which
the assessor notices the change in the quality) and increased (by participants - in
order to find the maximum level of quality). The aim is to find the acceptability
threshold over time with respect to the quality of the displayed material. This is
based on direct quality levels discrimination and not as in MOS-related methods,
on yes-no or ordinal judgments.

B.3. Details of Subjective Study
An audiovisual clip extracted from the first episode of a nature documentary series
titled Life (produced by BBC television) was used in the first study. With respect
to the experimental design the original material was cut to 30 min and 55 s while
still preserving a semantic structure. The video contained a variety of camera
angles and shots, including ultra-slow motion captures as well as action scenes with
a lot of movement, details and close-ups. In order to characterize the stimulus
in the visual domain, the amount of spatial and temporal information (SI and TI
accordingly) was calculated. The SI generally denotes the amount of spatial details
in the picture. It is computed as a standard deviation over the pixels in each Sobel-
filtered frame (luminance plane) [11]. More spatially complex scenes generate higher
SI values. The TI provides information about the amount of temporal changes in
the video, and it is computed as the standard deviation of the difference between
pixel values in successive frames (luminance plane). Higher TI values denote more
motion in adjacent frames [11]. The SI and TI values averaged over 4500 frames
(this equals to 3 min and was chosen to match the interval of the degradation
periods) are presented in Fig. B.1.

High quality material (1080p version) extracted from a Bluray disc served as
a starting point for further processing using an H.264/AVC encoder (x264). In
total, 12 different quality levels were created and variations in-between the levels
were achieved by using different settings of quantization parameter (QP). More
specifically, the Constant Quantizer mode (Single Pass) in x264 encoder was used
for this purpose. The steps between such prepared quality levels were similar with
respect to the threshold of just noticeable differences (JND). The values of QP
were set according to [16, 19] and also based on our own investigations. The highest
quality was achieved by setting the QP in H.264/AVC encoder to 0. To produce the
lowest quality used in this experiment, QP was set to 48. Subsequently, all video
clips were decoded to YUV format (4:2:0). The original soundtrack containing
speech, background music as well as nature sounds were used for audio playback.
For the purpose of the second study, a 30 min and 20 s long extract from the ninth
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Figure B.1.: Spatial and temporal information of the test clip used in study 1. Error
bars show 95% confidence interval.

episode of the same series was selected. Spatial and temporal characteristics of the
video can be seen in Fig. B.2.

Visual material was prepared in a similar way as in the first study, but with the
number of quality levels reduced to 11 (lowest one was removed). The associated
audio stream (2ch, 1411 kbps, 16 bit/44.1 kHz) was encoded as MP3 with LAME
encoder [1] at 11 different bit-rates (the lowest at 32 kbps and the highest at 320
kbps) with VBR (variable bit-rate) off. To preserve loudness consistency among
all audio quality levels the volume level was normalized (unweighted level). The
summary of test conditions for both studies is shown in Table B.1.

Table B.1.: Test conditions of study 1 and study 2.
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Study 1 Study 2
Video color scheme
Video properties

Audio properties
Audio compression
rates (kbps)
QP values

16-bit YUV 4:2:0
HD 1080p (1920 × 1080),
25fps
2ch, 16-bit/44.1 kHz
512

0, 16, 22, 24, 28, 30,
32, 36, 38, 40, 44, 48

16-bit YUV 4:2:0
HD 1080p (1920 × 1080),
25fps
2ch, 16-bit/44.1 kHz
32, 48, 56, 64, 80, 96,
112, 128, 160, 192 and 320
0, 16, 22, 24, 28, 30,
32, 36, 38, 40,44
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Figure B.2.: Spatial and temporal information of the test clip used in study 2. Error
bars show 95% confidence interval.

B.3.1. Participants
Twenty-two subjects (eight female and 14 male, mixture of students and employees
from the Norwegian University of Science and Technology in Trondheim / Norway)
took part in the first experiment. The mean age was 33 years (age range 24 – 61
years). Participants were screened for visual acuity using a Snellen chart, resulting
in 2 subjects having slightly lower visual acuity (20/30) than the others. Conse-
quently, results provided by these two subjects were removed from data analysis.
Seven participants had worked with HD content on a professional level and/or had
watched movies in HD quality on a regular basis. They can be regarded as ex-
perienced viewers with respect to HD audiovisual material. In the second study
20 subjects, seven females and 13 males were employed. The mean age was 31
years (age range 22 – 43 years). Thirteen participants also took part in the first
study. All subjects had normal or corrected to normal visual acuity (according to
the Snellen’s test) and hearing (according to their self-report).

B.3.2. Test Procedure
The test procedure was identical for both studies and consisted of pre-test, test and
post-test session. In the pre-test session, each subject received instructions (written
and oral) and watched two 5-min long training clips. The purpose of the training
was to familiarize participants with the experimental setup, types of distortions,
and with the sensitivity of the adjustment instrument. Assessors were allowed to
ask questions at any time of the pre-test session. The training clips were selected
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to span the same quality range as the test clip. In the second part, participants
evaluated the quality of an over 30-min long audiovisual material. To familiarize
subjects with the highest quality of the presented stimuli, the maximum quality was
presented for the first 3 min. Participants were told that the first deterioration of
the quality would take place between the 1st and the 5th minute of the clip. In the
first study, participants were asked to react to video only quality changes, whereas
in the second experiment subjects had to respond to both video and audio quality
degradations (impairments were introduced simultaneously in both domains). In
the post-test session, qualitative data was gathered. Participants were asked ques-
tions regarding difficulties (if any), and positive/negative aspects of the evaluation
method. We were also interested in assessors’ attention to the task/content as well
as in their interest in the presented material. Additionally, for the second experi-
ment we wanted to get to know how participants discovered the quality drop (by
hearing or by seeing it) and how (if at all) quality improvement of one modality
was helping to improve the quality of another one. We were also interested to see
which modality (audio or video) was provoking the decisions during the process of
final quality adjustments. The clips were presented on a 50-inch full HD, Pioneer
PDP-5000EX plasma screen. Two professional grade active monitor loudspeakers,
Dynaudio BM6A, were used for sound reproduction. Both experiments took place
in a room suitable for audio and video quality assessment tests, with appropriate
lighting and room acoustic treatment. Viewing, listening and lighting conditions
were set conforming to ITU recommendations P.911 [12] and BT.500-12 [10]. The
test-environment simulated a casual home cinema setup (with respect to type of
furniture and placement) rather than rigorous lab conditions, under which subjects
are mainly concentrated to perform the assessment task.

B.4. Results

B.4.1. First Study
We were particularly interested in investigating relations between the three-min
time slots (from one to another automatic degradation procedure) and users’ re-
sponses to quality changes. The objective of the first study was to find answers to
the following questions:

- Do the quality expectations decrease over time and with increased involve-
ment in the content?

- How fast can participants notice quality changes and at which quality level
does this happen?

- Is the quality level at which the change is noticed similar to the quality level
set by the participant?

To proceed with data analysis which would allow us to investigate above inquiries
we created three subsets of data. These subsets consist of:
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1. quality levels averaged over last minute of each 3 min time section (AQL)

2. response time to quality changes introduced by the system (RT) after the
start of each 3 min time slot

3. quality levels at the time when a user reacted to a quality change (QLRT)

Each of these data subsets had the same size 20 x 9, where 20 corresponds to
the number of participants and nine to the number of 3–min time periods. The
first time slot was excluded from data analysis as for the first 3 min the reference
quality was displayed and no user reaction was expected during this time period.
For the subset 1) we decided to focus on the last 60 s of each time section as it
should be the period where users have established their preferences with respect to
the perceived quality. To reduce unwanted noise the results provided by assessors
during these periods were averaged. Analysis of Variance (ANOVA) was used as
a tool for extraction of information from this data. ANOVA is a well established
statistical method that compares the deviation between means of several groups to
the random deviation within groups [3]. With respect to the assumptions required
to use ANOVA the data was checked for normality and homogeneity of variance
across assessors as well as across time slots. All data sets showed normal distribu-
tion (Kolmogorov-Smirnov test; p>0.05) and homogeneous variance (Levene’s Test;
p>0.05). A mixed-effects model of ANOVA was applied to each of the mentioned
subsets of data with participants representing random-effect type factor and time
slots representing fixed-effect type factor. Using such a model we can better un-
derstand which factor is responsible for most of the variation in the data and also
compare the main effect of each of them. The ANOVA test used for the following
analysis was conducted at the 0.05 significance level.

Results for the subset data 1) are presented in Table B.2.

We can see that the mean quality levels for time slots are not significantly different
from each other (F = 0.91; p>0.05), whereas the mean quality levels across users
greatly differ in the statistical sense (F = 4.19; p<0.05). The results indicate that
indeed there were no significant changes in the quality expectations over the entire
length of the clip. Assessors were quite consistent in their choices during the whole
period of time and variation across time slots (see SS of time slots in ANOVA
table) may be due to presented content/the particular scene. On the other hand
we can conclude that there were big variations in means of quality levels across
participants, which is presumably due to differences between the ways assessors
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Table B.2.: Results of ANOVA for the first data subset of study 1.
Source Df Sum of Squares Mean Square F p
User 19 125,66 6,614 4,19 0,000
Time Slot 8 11,479 1,435 0,91 0,511
Eror 152 240,154 1,580
Total 179 377,299



B.4. Results

Figure B.3.: Main effects plot for quality levels in study 1, averaged over last minutes
of each 3 min time section (AQL).

were using the adjustment device to improve the quality. From Fig. B.3 we can
observe that variation due to user differences is much larger than variation due to
time slot differences. The mean values for time slots are relatively alike to each
other. Similar results were obtained for the data subset 2).

Table B.3 shows that there were no significant differences in reaction time to
quality changes across all time sections (F = 0.69; p>0.05). The average difference
between the start of each degradation process and the time at which users noticed
a change in the quality was around 26 s. This corresponds to a 3 levels drop in
the quality before assessors reacted. From Table B.3 it can also be seen that mean
reaction times for users are significantly different (F = 2.02; p<0.05).

Table B.3.: Results of ANOVA for the second data subset of study 1.

Looking at Fig. B.4 we can see more clearly how means for reaction times across
users as well as across time slots were distributed.

Table B.4 shows again that there is no significant difference between means for
time sections in subset data 3) (F = 1.60; p>0.05), whereas we can see statistical
significance with respect to means comparison across the users (F = 5.00; p<0.05).
One could notice that this time the p value in the first case is relatively low com-
pared to subset 1). This is due to high values in one particular time slot (see
Fig. B.5).
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Source Df Sum of Squares Mean Square F p
User 19 13476,1 709,3 2,02 0,010
Time Slot 8 1928,5 241,1 0,69 0,703
Eror 152 53378,1 351,2
Total 179 68782,7
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Figure B.4.: Main effects plot for reaction time (RT) in study 1.

Figure B.5.: Main effects plot for quality levels in study 1, corresponding to reaction
time (QLRT).
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Figure B.6.: Comparison of subjects’ sensitivity to audio quality changes under
different conditions (AQL vs. QLRT) in study 1. Error bars show 95% confidence
interval.

Fig. B.6 shows the comparison between AQL and QLRT. The bottom plot (DIFF)
represents the actual differences between them. It can be seen that these differences
are alike for each time period and in average correspond to three quality levels. This
clearly suggests that it is easier for assessors to distinguish between neighboring
quality levels when they perform control over the displayed quality themselves (e.g.
during the adjustment procedure) than when the process is independent from them
and happens at random. We could also conclude that quality level set by assessors
towards the end of each time slot is not necessarily the one which represents the
acceptable quality level for most of the participants. The averaged acceptable
quality level is rather related to the one corresponding to reaction times.

In addition to the above considerations, the experience and gender influence on
the obtained results was investigated. The difference between results provided by
experienced users and the näıve ones was found to be statistically significant. This
holds for the case when AQL’s for both groups are compared (ANOVA; F = 0.90;

75

Table B.4.: Results of ANOVA for the third data subset of study 1.
Source Df Sum of Squares Mean Square F p
User 19 263,756 13,882 5,00 0,000
Time Slot 8 35,611 4,451 1,60 0,128
Eror 152 421,944 2,776
Total 179 721,311
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Figure B.7.: Main effects plot for comparison between näıve and experienced users
with respect to AQL and QLRT in study 1. Error bars show 95% confidence
interval.

p<0.05) as well as when QLRT’s are considered (ANOVA; F = 1.15; p<0.05). The
results of such comparisons can be seen in Fig. B.7.

A similar procedure was employed to investigate the possible gender effect. It
turned out that gender does not play a significant role in such a setup, no matter
whether we consider AQL (ANOVA; F = 1.15; p>0.05) or QLRT (ANOVA; F =
0.99; p>0.05).

B.4.2. Second Study
The purpose of the second study was to check the suitability of our method in case
when both modalities are impaired at the same time, as well as to strengthen the
results from the first study. This time, the assumption of the data normality was
not met (Kolmogorov-Smirnov test; p<0.05) which resulted in a non-parametric
method being used for statistical considerations. The Kruskal-Wallis (K-W) test
(equivalent of one way ANOVA) for independent group comparisons was employed
for further data analysis. The data was pre-processed in exactly the same way as
it was done for the previous experiment.

The results for subset data 1) (see Fig. B.8) again show that for a similar con-
tent type the time dimension does not play a major role in the process of quality
reconstruction (K-W; H(8) = 13.86, p>0.05).

Participants’ expectations do not change over time, but might vary between
particular time periods as a result of different stimulus properties (e.g. amount of
motion and details in the video). Similar results were obtained for subset data 2

76



B.4. Results

Figure B.8.: Main effects plot for quality levels in study 2, averaged over the last
minute of each 3 min time section. Error bars show 95% confidence interval.

(K-W; H(8) = 14.33, p>0.05) and 3 (K-W; H(8) = 15.45, p>0.05). Once more, it
turned out that the quality level at which the impairments are noticed (QLRT) by
the test-subjects remains rather constant across all the time intervals (see Fig. B.9).
An attentive reader may also notice that the mean difference between AQL (see
Fig. B.8) and QLRT (see Fig. B.9) is similar as described in study 1 (see Fig. B.6).
This finding confirms that the awareness of the process of change in the quality
may have a significant influence on human expectations.

Those participants who took part in both study 1 and 2 reported that degra-
dations introduced in both modalities simultaneously make the process of quality
adjustment easier for them. This seems to be confirmed by comparison of the re-
sults for subset data 1) for both studies. Such a comparison makes sense in this case
as both clips are of similar content type and fall into the same category with respect
to SI and TI (according to ITU-T P.910 guidance on this topic [11]), even with the
clip from the first study having a higher amount of temporal information (compare
Fig. B.1 and Fig. B.2). The above phenomenon has also been confirmed in one of
our later studies, in which for the same clip different impairment conditions were
compared [4].

According to the feedback received from participants, the visual modality, in gen-
eral, is the one driving the process of quality improvement. The auditory modality
might be helpful in some cases (3 subjects reported that it is the other way around).
This might be due to the types of impairment being used for both modalities as well
as due to the content type – previous studies have suggested that the dominance
of one modality over the other is directly related to content type and features [14].
However, this may also be related to participants’ cognitive styles [8].
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Figure B.9.: Main effects plot for quality levels in study 2, corresponding to reaction
time (QLRT). Error bars show 95% confidence interval.

In order to help the reader better understand subjects responses to the stimuli
over time, an average time history of the data set 2 (all participants included)
against a single user response is presented in Fig. B.10. Analogous plot showing an
average time history for data set 1 can be found in [5].

B.5. Conclusions and Future Work
We carried out two experiments in which the usability of a novel subjective as-
sessment method for quality evaluation of long duration content was proven in two
different scenarios: a) video quality evaluation (with accompanying audio), b) audio
and video quality evaluation. The paper defines ways of processing users’ responses
collected with the help of our methodology and provides a statistical guidance of
how to analyze the data.

The results obtained from the first study confirm some of our previous conclusions
and thoughts, and also deliver new findings. We discovered that quality expecta-
tions over extended periods of time are rather constant and that the same holds for
the reaction time to quality changes. These results suggest that the time dimension
is not necessarily a factor influencing participants’ quality expectations. Therefore,
the reason behind fluctuations in the quality perception might be directly related
to the test material itself and/or personal involvement in the content. In general,
subjects reported great interest in the presented stimuli which might have an im-
pact on the obtained results, but this needs to be verified. More interestingly, the
data analysis showed that participants are less sensitive to quality changes when the

78



B.5. Conclusions and Future Work

Figure B.10.: Results showing averaged responses of all participants (continuous
line) against an individual user response (dotted line) in study 2.

process is controlled externally than when they have the possibility to adjust the
quality themselves. We also showed that participants categorized as experienced
HD quality viewers are able to set the quality to higher levels, as well as notice
the quality change earlier than the less experienced users. It seems that frequent
interactions with the HD material increase our sensitivity to distortion and make
us more demanding with respect to the quality of an audiovisual content.

Results of the second study strengthen the above conclusions and also reveal
interesting findings for scenarios in which both modalities are degraded simulta-
neously. We have found that in such cases the process of quality adjustment is
easier for participants (less variation in the data) and that the quality levels set by
them are high on average. Based on the above we can clearly see that our novel
methodology can produce results which contribute to a better understanding of as-
sessor’s behavior regarding quality selection, expectations and reactions to quality
changes over extended periods of time. Furthermore, it can improve our knowl-
edge about QoE, providing results which cannot be obtained using popular MOS
based approaches. The method gives us a direct answer, of which quality level is
acceptable to a subject at a given point in time. The above is attained without
a need for subjects to translate the perceived quality into a numerical score or an
equivalent semantic designator. It is clearly an advantage when compared with the
conventional evaluation techniques, wherein such translation is essential and where
an acceptability threshold is hard to be determined (e.g. ’fair’ or ’3’ on the rating
scale does not tell us whether the quality is acceptable or not).

The aim of our future work is to investigate usability of the method in a context
where audio only content is used. The influence of content representing different
types of audio/video properties (and of even longer duration) on users’ performance
and results will be investigated in detail. Other types of artifacts, e.g. quality
degradations caused by packet loss, might be considered at a later time.
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Abstract

Using our novel methodology for quality evaluation of long duration multimedia
content, the effect of the time dimension on quality ratings and user responses is
investigated. Particularly, the influence of audio artifacts related to different com-
pression rates on participants’ reactions to quality changes over extended periods
of time is examined. Results of the first study suggest that participants’ quality
expectations are rather constant throughout the entire duration of the 30-min long
clip, which also holds for subjects’ reaction time to quality degradations. Further-
more, it turns out that the test persons are more sensitive to quality changes when
they are able to influence the quality themselves. In addition to the first study, two
experiments were conducted in which cross-modal effects between the visual and
auditory modality were investigated. The findings indicate that it is significantly
easier for participants to discover quality changes when impairments are introduced
in both the auditory and visual modality at the same time than when distortions
occur in the audio or video domain solely.
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C.1. Introduction

Traditional techniques for quality assessment are mainly designed for short clips
and do not take into account temporal variations of the quality. The clips are
usually viewed in randomized order and with constant quality throughout their
entire (and short) duration. After the stimulus has been presented, the quality
rating is requested from the assessors, most often on a 5-point MOS scale. In
such a situation, assessors are not really involved in the audio-video presentation,
focusing rather on the evaluation task itself. This is fairly uncommon in a natural
viewing environment, where a stimulus usually is of longer duration (e.g. full movie)
and where visibility of the distortion, and hence perception of the quality, varies
as a function of time and scene content [15, 2]. For such situations, non-intrusive,
continuous measurement methods which allow for evaluation of long duration test
material seem to be more suited, as they promise results more closely related to
real-world viewing scenarios.

To cope with some of the above requirements, the Single Stimulus Continuous
Quality Evaluation (SSCQE) method has been developed and incorporated into
ITU recommendation BT.500-7 [12] in 1996. The SSCQE allows for continuous
evaluation of presented material (up to 30-min long) by using a slider to indicate
the perceived quality. The slider represents a simple scale (typically from 0 to 100)
and can be adjusted any time the user chooses to. It has been reported that the
SSCQE is too demanding for assessors performing a real evaluation task and that
continuous operation of the slider can be distracting [6]. Moreover, the method is
designed only for quality assessment of video material where accompanying audio
might be introduced. In spite of the above shortcomings, the SSCQE remains the
only internationally accepted recommendation allowing for instantaneous quality
assessment of long duration content.

Recently, however, increased interest towards replacement/improvement of the
SSCQE has been observed. Alternative methods able to catch momentary changes
over longer period of time by means of different types of rating instruments (e.g.
joystick [16], glove [7], steering wheel [14], etc.) have been proposed. The aim of
these methods is to relax constraints related to the traditional slider mechanism and
also to extend their suitability for different usage scenarios (e.g. mobile context).
Nevertheless, any improvement over the SSCQE with respect to accuracy of the
obtained results has not been proven. Moreover, user fatigue related to continuous
operation of such devices for a prolonged period of time has not been investigated.
In general, apart from the different devices being used to gather quality ratings, no
major methodological changes in comparison to the SSCQE have been introduced.
All the mentioned methods (including the SSCQE) elicit information reflecting
the perceived quality using alike type of rating scales (typically form 0 to 100,
partitioned into five equal units analogous to the ordinal five-point quality scale)
affiliated with each of the devices. Additionally, affective and cognitive attributes
(e.g. annoyance, information loss) cannot be determined by this type of procedures.
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The lack of alternative methodologies which would allow to overcome the men-
tioned limitations and which would expand our knowledge in relation to cognitive
aspects of user’s experience significantly hinders progress in this field. Therefore,
in [4] we have proposed a different approach towards continuous examination of
quality variations in audio, video or audiovisual stimuli over extended periods of
time (the general description of our method is presented in Section C.2).

So far, the suitability of the technique for quality assessment of video (with
accompanying, undistorted sound track) has been demonstrated in [4] and [5]. The
objective of the work described in this paper is to apply and further investigate our
methodology. More specifically, two studies will be presented. In the first study
(experiment 1) the effect of the time dimension upon the perception of impaired
audio quality will be investigated. The second study (experiment 1, 2 and 3) focuses
on cross-modal perception of quality changes when only auditory or only visual, or
both modalities, are impaired at the same time.

The paper is organized as follows. Section C.2 briefly summarizes the method-
ology used for all experiments. The experimental setup in terms of test material,
participants as well as test conditions and procedures is described in Section C.3.
In Section C.4, results of both studies are presented and discussed. Finally, the
conclusions are given in Section C.5.

C.2. Method Description
In [4] we have proposed a novel methodology which represents a different approach
towards continuous quality evaluation of long duration material.

Instead of measuring the quality by using traditional Mean Opinion Score (MOS)
based approaches, the method allows participants to select the most appreciated
quality themselves. In case quality degradation occurs subjects have the possibility
to adjust the quality to a desired level by using a rotary controller (e.g. scroll wheel,
knob, etc.). The optimal (possibly the highest) quality level can be achieved solely
by appropriate adjustment based on perceptual appreciation of what is seen or
heard. There is no need for assessors to translate their sensations into a value on a
numerical scale, thus avoiding most of the typical problems associated with MOS
related concepts [8]. During the assessment task, automatic quality alterations are
introduced at random or periodically and stepwise (e.g. the degradation procedure
begins every third minute and subsequently, the quality level decreases every 10 s).
The participant’s response (movement of the controller) to a quality change stops
the automatic degradation procedure and provides him/her with full control over
the quality adjustment. Turning the knob clockwise increases the quality level of the
displayed material up to the point where the highest quality is attained. Rotating
the device further clockwise introduces a gradual decrease in quality. This is in
a way a penalty introduced when the maximum quality level is being surpassed.
The process is reversible and by rotating the knob in the opposite direction the
subject can return to the highest quality level (or decrease the quality level, if the
maximum quality level has not been surpassed). A number of stimuli with different
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quality levels are produced beforehand, and for each of them a numerical value is
allocated internally (e.g. lowest quality- 0, best- 10). Rotation of the knob selects
between them. Users’ responses are collected automatically by the system, at a
time resolution of one millisecond and with values which lie within the range of the
corresponding quality levels. The method allows for gathering information about
user’s behavior and expectations in a non-intrusive way which is an advantage
when cognitive aspects of quality, like annoyance, information loss are considered.
By letting users adjust the perceived quality according to their own expectations
we can learn more about the complex process of multi-modal quality evaluation,
which in turn can help in the development of more accurate objective models. A
more detailed explanation of the operation principles of this method can be found
in [4].

C.3. Subjective Evaluation

C.3.1. Test Subjects
Twenty participants, 14 males and six females, took part in the first experiment
and received a cinema ticket for their participation. The participants’ mean age
was 31 years (age range 22–61 years). Ten out of twenty subjects had participated
in earlier video quality assessments using the same testing methodology. Nineteen
participants reported to have normal hearing and vision whereas one subject re-
ported a doubt with respect to hearing acuity before the start of the main task.
With regards to the purpose of the experiment, results provided by this person
were excluded from further data analysis.

For the additional experiments two different groups of ten subjects were em-
ployed. They were recruited conforming to the same sensory requirements as in the
first experiment and were remunerated in the same way. The mean age of partici-
pants of the second experiment was 32.1 years (age range 26–48) and participants
of the third one - 30.4 years (age range 25–42).

C.3.2. Test Material and Its Preparation
A 32 min and 2 s extract from the third episode of the BBC nature documentary
series titled Life was used in all three tests. The duration of the clip was selected
with respect to the experimental design while still maintaining a logical structure
with a beginning and end. The auditory part of the material contained speech,
background music, nature sounds, and also dynamic, action-type music. The visual
part was full of different shots and camera angles, including slow motion as well
as action scenes with fine details, closeups and movement. A high quality version
was extracted from a Bluray disc edition and served as a starting point for further
processing.

For the first experiment the original audio track (DTS, 5.1 ch, 16 bit/48 kHz,
1536 kbps) was downsampled to 44.1 kHz and downmixed to two channels PCM
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format (CD quality). Subsequently, the prepared audio stream was encoded as
MP3 with LAME encoder [1] at 11 different bit-rates (32, 48, 56, 64, 80, 96, 112,
128, 160, 192 and 320 kbps) with VBR off. The compression rates were selected
according to results from a pilot test. The volume level of all audio quality levels
was normalized (unweighted sound level) to maintain loudness consistency among
them. The original video clip (1080p version) was decoded to the YUV format
(preserving the quality and resolution) and used for video playback. Upon playback,
both modalities were in synch at all times. The test conditions are summarized in
Table C.1.

Table C.1.: Test conditions of experiment 1.

For the purpose of the second experiment 11 different video quality levels were
created using various values of a quantization parameter (QP) in H.264/AVC en-
coder (x264). To maintain the minimal difference that can be detected between two
neighboring quality levels (just noticeable difference) the QP value for each level
was chosen according to results in [20] and [19]. Afterwards, all video clips were
decoded to YUV format (4:2:0). The original sound track (uncompressed version)
was used for audio playback. A summary of the technical parameters can be found
in Table C.2.

Table C.2.: Test conditions of experiment 2.

The test material for the third experiment was made from a mixture of 11 audio
quality levels created in the first experiment and 11 video quality levels created in
the second experiment. Detailed information can be found in Table C.1 for audio
and Table C.2 for video.

C.3.3. Test Procedures
Participants received written and oral instructions prior to each of the experiments.
The main part of all the experiments was preceded by a training session which con-
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Clip duration
Audio properties
Video properties
Video color scheme
QP values

32 min 2 s
2 ch, 16-bit/44.1 kHz, 1411 kbps
HD 1080p (1920 × 1080), 25 fps
16-bit YUV 4:2:0
0, 16, 22, 24, 28, 30, 32, 36, 38, 40, 44

Clip duration
Audio properties
Audio compression rates (kbps)

Video properties
Video color scheme

32 min 2 s
2 ch, 16-bit/44.1 kHz
32, 48, 56, 64, 80, 96, 112, 128,
160, 192 and 320
HD 1080p (1920 × 1080), 25 fps
16-bit YUV 4:2:0
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sisted of a 10-min long clip selected to span the same quality range as the test
clip. During the training, subjects had time to familiarize themselves with the test
methodology, the sensitivity of the rotary knob device and also with the differ-
ent levels of impairments. Questions were allowed throughout the whole training
session.

In the main section of the experiment an over 30-min long audiovisual clip was
evaluated (as described above).

In the first experiment assessors were asked to react to audio quality changes
only in case it was really audible for them. The first 3 min were used to familiarize
participants with the reference sound quality (320 kbps). Thereafter, an automatic
degradation process was introduced every 3 min with the quality levels further de-
creasing every 10 s. The subjects were advised that the first degradation procedure
would start at 1 to 5 min into the clip.

For the second and third experiment the test procedure was practically the same
as for the first one, with the difference that participants had to respond to video
only or audio and video quality changes instead. In the third experiment, changes
in audio and video quality levels were appearing simultaneously and in the same
order (from good to bad).

Right after the main task participants were asked several questions regarding the
easiness of the task, positive/negative aspects, difficulties (if any), and their overall
experience regarding the methodology used for this test. Subjects were also asked
about their interest in the presented material.

The experiment took place in a room designed to provide high quality listening
and viewing conditions according to ITU recommendations BT.500-7 [12], P.911 [13]
and BS.1116 [11]. Two DynAudio BM6A active loudspeakers were used for sound
reproduction and a Pioneer PDP-5000EX plasma screen served as a display for
video content. A USB control knob (PowerMate made by Griffin Technology) was
used to instantaneously adjust the quality level in case of perceived degradation. To
avoid too slow or too sudden changes, the sensitivity of the knob was set according
to users’ feedback from the previous experiment. Consequently, a 90° rotation was
required to switch between adjacent levels but this was unknown to the participants.
The total duration of the experiment ranged between 50 and 55 min and only one
participant was performing the test at a time. Subjects were sitting in a cinema-
style seat with a pullout tray, which was used as a stand for the controller.

C.4. Results and Discussion

C.4.1. Study 1: Evaluation of Audio Quality Requirements
The first experiment had two main objectives. Firstly, the goal was to further ex-
amine our novel method for continuous quality evaluation and secondly, we wanted
to investigate how audio impairments related to various compression rates affect
participants’ responses to quality fluctuations over extended periods of time.
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Figure C.1.: Results showing averaged responses of all participants with respect to
variations in the sound quality of the audiovisual clip.

As mentioned previously, the test started with the maximum audio quality which
lasted for the first 3 min, until the first degradation process began. One would ex-
pect a lack of subjects’ responses (no movement of the knob) during this period,
which turned out not to be the case (see Fig. C.1, where the values decreasing
from 10 during the first 3 min indicate that assessors were decreasing the quality
by themselves). One of the reasons for such a situation is the users’ reaction to
the noises created by the nature scenes (e.g. an arctic wind). Those noises caused
the impression of audio quality degradation despite the fact that compression arti-
facts were not present. Trying to improve the quality of the sound by rotating the
knob clockwise, participants started to decrease it. The second reason for this phe-
nomenon might be related to some subjects being overly eager to use the controller
during the first minutes of the test.

After this period of time participants were quite consistent in their choices and
occurring variations are most probably related to particular scenes which represent
different audio attributes. Looking at Fig. C.1 we can notice little variation in the
means of users’ responses during the last minutes of the main test. This is related to
a specific type of audio material appearing at this particular time—mainly speech
without background music. Subjects reported that it was easier for them to detect
distortions at higher quality levels while speech was present. This is in accordance
with results presented in [10]. Moreover, some of the test-persons declared that ac-
companying, high quality video diminished the effect of audio quality degradation,
making them more tolerant to lower bit-rates (cross-modal masking effect).

Figure 1 suggests that the average participant would be satisfied with a quality
level between 4 and 7, which corresponds to compression rates between 80 and
128 kbit/s. The overall mean value (6.16) implies that quality level 6 (112 kbit/s)
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would be satisfactory for most of the participants throughout the entire duration
of the clip.

To better understand the above considerations and also extend our knowledge
about users’ responses to quality changes a statistical analysis was performed.

Three subsets of data were created to proceed with further data examination.
These subsets included:

a) average quality level of the last minute of each 3 min time slot (AQL) (this
represents established/stationary quality preferences of the subjects)

b) response time to the automatic quality degradation right after the start of
each 3 min time slot (RT)

c) quality level at the time when a user reacted to a quality change (QLRT)

In the following we will use the above abbreviations to refer to the description of
those data subsets.

Due to the fact that the first 3 min were designed only to make participants
familiar with the top quality the results for this time section were excluded from
further analysis. The final size of the data matrix for each of the subsets was 19 ×
9, where 9 corresponds to the number of three-minute time sections (without the
first one) and 19 to the number of participants that were included.

The Analysis of Variance (ANOVA) was used as a tool to reveal dependencies
between periods of time from one to another automatic degradation procedure (3
min time slots) and participants’ reactions to quality variations. With ANOVA,
the variability of scores between conditions and within conditions is analyzed and
compared. This helps to find out if the independent variable has a significant effect
on the dependent variable.

For validity of the results the data was checked for normality and homogeneity
of variance across time slots as well as across users. All data sets showed close to
normal distribution and close to homogeneous variance. A mixed-effects model of
ANOVA with participants representing a random-effect type factor and time slots
representing a fixed-effect type factor was used. Such a model can help to better
understand which factor is responsible for most of the variation in the data and
also compare the main effect of each of them. To justify a claim of a statistically
significant effect the 0.05 level of significance was used.

Detailed results of the ANOVA test conducted on the subset data a) are presented
in Table C.3 and in Fig. C.2.

We can see that dissimilarities between mean quality expectations between users
are statistically highly significant (F = 6.374; p<0.005) and that variations in mean
quality among participants are quite big (see Sum of Squares of User in the ANOVA
table). This might be due to differences between the ways assessors were using the
knob for the adjustment of quality or due to individual dissimilarities in hearing
acuity or different interpretation of the instructions. On the other hand it can be
noticed that such a phenomenon is not present if time sections are considered. In
the statistical sense the differences between mean quality expectations between the
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Figure C.2.: Main effects plot for quality levels in study 1, averaged over the last
minute of each 3 min time interval (AQL).

time sections are not significant (F = 0.158; p>0.005) which denotes that subjects
were quite consistent in their choices throughout most of the clip’s duration. This
follows the pattern from a previous study on video quality assessment using the
same method [5].

We were also curious to know if differences between the users depended on the
level of the time section factor and vice versa. No such interaction between these
two factors has been found.

For data subset b), Table C.4 shows that differences between mean reaction times
between users are statistically significant (F=3.042; p<0.005). Participants were
reacting to the automatic quality changes differently, starting usually from different
quality levels.

This fact explains such big variations in mean reaction times between partici-
pants. Contrary to the between-user factor, no significant dissimilarities in reaction
time to quality changes across time sections have been found (F = 0.826; p>0.005).
The mean time until people reacted to gradual quality decreases was roughly 24 s
which corresponds to a 3 level drop in quality before the test-subject reacted.

From Fig. C.3 we can see the distribution of means of reaction time with respect
to users and time slots. It can be noticed that the variation due to time intervals
is much smaller than the variation due to users’ differences.
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Table C.3.: Results of ANOVA for data subset a) in study 1.
Source df Sum of squares Mean square F p
User 18 356,049 19,781 6,374 0,000
Time Slot 8 3,914 0,489 0,158 0,996
Error 143 443,768 3,103
Total 169 803,731
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Figure C.3.: Main effects plot for reaction time (RT) in study 1.

Similar results were obtained for the data subset c) (see Table C.5 and Fig. C.4).

Figure C.5 shows the relation between the average quality levels set by partic-
ipants during the last minute of each 3 min time interval (AQL), and the average
quality levels corresponding to the time at which participants detected a change
(QLRT). One could notice that except for the very beginning the difference be-
tween these two plots with respect to quality levels is relatively constant and on
average equal to three levels. The smaller difference occurring in the beginning
might be related to the bigger attention participants paid during the first minutes.
However, as observed in Table C.5, there was no significant effect of this tendency.
The above suggests that it is easier for a person to distinguish between neighboring
quality levels while concentrated on the task (e.g. quality adjustment) than when
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Table C.5.: Results of ANOVA for data subset c) in study 1.
Source df Sum of squares Mean square F p
User 18 382,436 21,246 6,177 0,000
Time Slot 8 30,367 3,796 1,104 0, 365
Error 137 471,230 3,440
Total 163 884,033

Table C.4.: Results of ANOVA for data subset b) in study 1.
Source df Sum of squares Mean square F p
User 18 1,640E10 9,113E8 3,042 0,000
Time Slot 8 1,980E9 2,476E8 0, 826 0, 581
Error 137 4,104E10 2,996E8
Total 163 5,942E10
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Figure C.4.: Main effects plot for quality levels, in study 1 at the time when a user
reacted to quality change (QLRT).

the change happens at random and is independent of his/her actions (e.g. auto-
matic degradation procedure). In addition, the performance of those test-subjects
who had participated in the previous experiment was checked against those for
whom the methodology was new. It turned out that this learning process did not
affect the users’ performance; no significant difference was found between these two
groups. This might imply that the method is quite intuitive and easy to follow
from the very first time it is used.

C.4.2. Study 2: On the Cross-Modal Perception of Impairments
The aim of this study was to examine relationships between results obtained from
all three experiments. Specifically, we were interested to find out if there is a
difference in subjects’ reactions to quality changes of audiovisual presentation in
case when only one of the modalities is distorted (audio or video) or when both
modalities are impaired at the same time.

In order to proceed with the data analysis, two subsets of data (AQL and QLRT)
for each of the additional experiments were created in the same manner as described
in Section C.4.1. Those data subsets of size 10 × 9 (10 - number of participants, 9
- number of time slots) served as a basis for further investigations.

A 2×2 fixed-effects, between subject factorial design ANOVA was computed to
compare means of the three different impairment conditions. These impairment
conditions refer to an audiovisual clip containing:

audio impairments solely (AI)

video impairments solely (VI)
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Figure C.5.: Comparison of subjects’ sensitivity to audio quality changes under  
different conditions (AQL vs. QLRT) with 95% confidence intervals in study 1.  
According to the ANOVA test, the differences between AQL and QLRT are statis-
tically significant across all the time slots (F=151.156; p<0.0001).

Comparisons were drawn between combinations of all of the above (AI vs. AVI,  
VI vs. AVI, and AI vs. VI) and for 2 data subsets (AQL and QLRT).

A graphical representation of results for the first pair comparison (AI vs. AVI)  
is shown in Fig. C.6. We can clearly see that differences in means between AI and  
AVI in both plots are relatively big and that associated confidence intervals are  
not overlapping (except for one time slot). It implies that dissimilarities between  
AI and AVI in both cases are highly significant. This is supported by results of  
the  ANOVA  test  for  subset  data  a)  (F(1.243)  =  73.714;  p<0.0001)  and  subset  
data c) (F(1.243) = 93.315; p<0.0001), respectively. Apparently, participants are  
able to set the quality on a higher level and discover the quality changes earlier  
when impairments are introduced in both the auditory and visual modality at the  
same  time.  These  results  could  be  caused  by  the  specific  choice  of  degradation  
levels for the audio and video impairments, respectively, so the comparisons below  
address that aspect.

The comparison of VI and AVI can be seen in Fig. C.7. This time the confidence 
intervals for means are overlapping for most of the time slots in both plots. How-
ever, the ANOVA exhibits significant effect of means comparison for subset data  
a) (F(1.243) = 32.239; p<0.0001) as well as for subset data c) (F(1.243) = 55.980;  
p<0.0001).  The  results  seem  to  uphold  our  previous  finding  that  impairments  
in  
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Figure C.6.: Comparison of mean quality levels for AQL (left plot) and QLRT (right
plot) with 95% confidence intervals at a specified time slot between a clip with audio
impairments solely (AI) and same clip with audio and video impairments (AVI).

The last comparison is between VI and AI. We can notice that mean quality
levels for particular confidence intervals are much closer to each other (see Fig.
C.8) than it was observed in previous comparisons. Furthermore, the time
intervals greatly overlap for all of the time slots. However, calculated results for
subset data a)(F(1.172) = 11.346; p=0.001) and subset data c) (F(1.172) = 8.555;
p = 0.004) show again significant effect at the 0.01 level of significance.

Figure C.9 shows two interval plots of means with respect to different impair-
ment conditions. The mean differences (MDs) between the above conditions are
summarized in Table C.6. Interestingly, the difference between mean quality lev-
els is larger between the multi-modal and the visual case (AVI vs. VI; MD=1.39)
than that between the two unimodal cases (VI vs. AI; MD=1.03). This is presum-
ably due to superadditivity effects between the modalities as described in [9]. A
more careful balancing of the corresponding impairment/quality levels in the two
modalities could be achieved by using the experiment described in [17].

Table C.6.: Mean differences (MDs) between impairment conditions for AQL
and QLRT (all statistically significant at level 0.01).
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Comparison MDs for AQL MDs for QLRT
AVI vs. AI 2.42 2.90
AVI vs. VI 1.39 1.95
VI vs. AI 1.03 0.95
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Figure C.7.: Comparison of mean quality levels for AQL (left plot) and QLRT (right
plot) with 95% confidence intervals at a specified time slot between a clip with video
impairments solely (VI) and same clip with audio and video impairments (AVI).

Figure C.8.: Comparison of mean quality levels for AQL (left plot) and QLRT (right
plot) with 95% confidence intervals at a specified time slot between a clip with audio
impairments solely (AI) and same clip with video impairments solely (VI).
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Figure C.9.: Comparison of mean quality levels for AQL (left plot) and QLRT (right
plot) with 95% confidence intervals at different impairment conditions (AI, VI, and
AVI).

Summarizing, it seems that deterioration of the audio quality solely in a high
definition audiovisual presentation influences subjects’ perception of quality changes
to a smaller extent than when only video impairments are present or when both
modalities are distorted simultaneously. The results suggest that high visual quality
can mask the effect of audio degradation and vice versa (but to a lesser degree),
which is in line with previous results presented e.g. in [3, 18] and elsewhere. The
studies presented here confirm that this also holds true for long duration content.

C.5. Conclusions

The main part of this work was dedicated to present the experimental setup and
results of a long duration audiovisual content audio quality experiment. It has been
found that participants’ preferences regarding audio quality are relatively constant
with respect to time when the content is of a relatively similar type. A mixed-
effects ANOVA model was used to gain insight into the relationship between means
of specific factors. It turned out that the time factor does not influence quality
ratings, whereas the between-user factor does. Similar conclusions can be drawn
with respect to the response time to automatic quality changes. The between-user
factor is responsible for most of the variations in the data, and the dissimilarities
among participants (whether related to selected quality level or reaction time) are
statistically significant. Furthermore, it has been shown that subjects are substan-
tially more sensitive to quality changes when they themselves are in control of the
quality adjustment process, than when the quality degradation process is controlled
externally. We can see that the time dimension does not influence the audio quality
expectation, which is contrary to what could be expected. The outcome might be
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different for much longer duration stimuli (e.g. full length movie), but this needs
to be studied.

In addition, the suitability of our method for quality assessment of long duration
audio streams (with accompanying, high quality video) has been demonstrated.
The results uncover time/quality related dependencies and expand our knowledge
of users’ responses to quality changes over extended periods of time.

Besides the main study, two additional experiments were conducted with the
same test material and under the same test conditions as in the first study. The
aim of the additional work was to investigate possible dissimilarities in reactions
of participants to quality changes of audiovisual presentation in case of audio only,
video only, and simultaneous audio and video distortions. The results show sig-
nificant differences between each of the above cases, i.e., subjects reacted faster to
quality changes and preferred higher quality levels when impairments were intro-
duced in both modalities simultaneously. However, so far this has only been verified
for one type of content. Our next step will be to check if these findings hold when
different types of content are considered.

Acknowledgment
This work was performed within the PERCEVAL project, funded by The Research
Council of Norway under project number 193034/S10.

100



References
[1] LAME (Lame Ain’t an MP3 Encoder). The Hydrogenaudio recommended

MP3 encoder, http://lame.sourceforge.net.

[2] R. P. Aldridge, J. Davidoff, M. Ghanbari, D. S. Hands, and D. E. Pearson.
Measurement of scene-dependent quality variations in digitally coded television
pictures. In Proc. of IEEE Vision Image Signal Processing, volume 142, pages
149–154, 1995.

[3] J. G. Beerends and F. E. De Caluwe. The influence of video quality on per-
ceived audio quality and vice versa. Journal of the Audio Engineering Society,
47(5):355–362, 1999.

[4] A. Borowiak, U. Reiter, and U. P. Svensson. Quality evaluation of long dura-
tion audiovisual content. In Proc. of the 9th Annual IEEE Consumer Commu-
nications and Networking Conference. Special Session on Quality of Experience
(QoE) for Multimedia Communications, pages 353–357, Las Vegas, 2012.

[5] A. Borowiak, U. Reiter, and O. Tomic. Measuring the quality of long duration
AV content. Analysis of test subject/time interval dependencies. In EuroITV
- Adjunct Proceedings, pages 266–269, Berlin, 2012.

[6] A. Bouch and M. A. Sasse. The case for predictable media quality in networked
multimedia applications. In Proc. of ACM/SPIE Multimedia Computing and
Networking (MMCN), pages 188–195, San Jose, 2000.

[7] S. Buchinger, W. Robitza, M. Nezveda, M. Sack, P. Hummelbrunner, and
H. Hlavacs. Slider or glove? Proposing an alternative quality rating method-
ology. In Proc. of the 5th International Workshop on Video Processing and
Quality Metrics for Consumer Electronics, Scottsdale, Arizona, 2010.

[8] K. T. Chen, C. C. Wu, Y. C. Chang, and C. L. Lei. A crowdsourceable
QoE evaluation framework for multimedia content. In Proc. of the 17th ACM
international conference on Multimedia, pages 491–500, Beijing, 2009.

[9] N. P. Holmes and C. Spence. Multisensory integration: Space, time and su-
peradditivity. Current Biology, 15(18):762–764, 2005.

[10] R. Huber and B. Kollmeier. PEMO-Q—A new method for objective audio
quality assessment using a model of auditory perception. In Proc. of IEEE
Transactions on Audio Speech and Language Processing, volume 14, pages
1902–1911, Piscataway, 2006.

[11] ITU-R Rec. BS.1116. Methods for the subjective assessment of small impair-
ments in audio systems including multichannel sound systems. Int. Telecomm.
Union, Geneva, 1997.

[12] ITU-T Rec. BT.500-7. Methodology for the subjective assessment of the qual-
ity of television pictures. Int. Telecomm. Union, Geneva, 1996.

101



References

[13] ITU-T Rec. P.911. Subjective audiovisual quality assessment methods for
multimedia applications. Int. Telecomm. Union, Geneva, 1998.

[14] T. Liu, G. Cash, N. Narvekar, and J. Bloom. Continuous mobile video sub-
jective quality assessment using gaming steering wheel. In Proc. of the 6th In-
ternational Workshop on Video Processing and Quality Metrics for Consumer
Electronics, page 6, Scottsdale, Arizona, 2012.

[15] N. K. Lodge and D. Wood. Subjectively optimizing low bit-rate television.
In Proc. of the IEEE International Broadcasting Convention IBC 94, pages
333–339, Amsterdam, 1994.

[16] O. Nemethova, M. Ries, A. Dantcheva, and S. Fikar. Test equipment of time-
variant subjective perceptual video quality in mobile terminals. In Proc. of
International Conference on Human Computer Interaction, Phoenix, 2005.

[17] U. Reiter and J. Korhonen. Comparing apples and oranges: Subjective quality
assessment of streamed video with different types of distortion. In Proc. of
the International Workshop on Quality of Multimedia Experience (QoMEX),
pages 127–132, San Diego, 2009.

[18] R. L. Storms and M. J. Zyda. Interactions in perceived quality of auditory-
visual displays. Presence: Teleoperators and Virtual Environments, 9(6):557–
580, 2000.

[19] H. Wang, X. Qian, and G. Liu. Inter mode decision based on just noticeable
difference profile. In Proc. of 2010 IEEE 17th International Conference on
Image Processing, pages 297–300, Hong Kong, 2010.

[20] X. Yang, Y. Tan, and N. Ling. Rate control for H.264 with two-step quanti-
zation parameter determination but single-pass encoding. EURASIP Journal
on Applied Signal Processing, 2006:1–13, 2006.

102



D. Long Duration Audiovisual
Content: Impact of Content Type
and Impairment Appearance on
User Quality Expectations Over
Time

Adam Borowiak , Ulrich Reiter
1 Department of Electronics and Telecommunications
  Norwegian University of Science and Technology

Proceedings of The 5th International Workshop on Quality of
Multimedia Experience (QoMEX), pp. 200–205, Klagenfurt, 2013.

Paper D





Errata
pp. 110, paragraph 2, line 5: ”QP = 0,16,22,26,28,30,32,36,40,44” should be
”QP = 0,16,22,24,28,30,32,36,40,44”

105





Abstract

In this paper, two questions related to long duration audiovisual content are ad-
dressed: firstly, we investigate whether users’ quality expectations/requirements
develop differently over extended periods of time for different types of content. We
have found indicators suggesting that high spatial and temporal activity indices
decrease quality requirements over time. Secondly, we show that for long duration
content, viewers’ quality requirements are independent of magnitude and appear-
ance (gradual increase vs. spontaneous leap) of quality impairments introduced.
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D.1. Introduction

Subjective evaluation of video quality is usually performed using short video clips.
Only more recently has there been an increased interest in long duration content
and its quality evaluation as witnessed in the studies by Staelens et al. [13] and
Borowiak et al. [3].

The majority of standardized subjective methods specified by the International
Telecommunication Union (ITU) is not adequate for this type of study/content.
The standardized methods are typically intended for short clips (less than 10 s
duration), with a constant quality throughout the entire clip length. Moreover,
in such procedures time-varying and scene-dependent effects of impairments can-
not be assessed, making them not appropriate for real-life viewing scenarios. The
Single-Stimulus Continuous Quality Evaluation (SSCQE) method set forth in ITU
recommendation BT.500-7 [8] was developed to overcome the mentioned limita-
tions. This is a continuous quality assessment method allowing participants to rate
the quality of a long video sequence with the help of a slider mechanism along an
associated quality scale. Although it allows capturing time varying impairments
it’s not free from disadvantages as described in [6] and [5]. Moreover, SSCQE as
well as other mean opinion score (MOS) based approaches makes participants focus
more on the detection of impairments than on the perception and cognition of the
stimulus they are exposed to [12]. In our previous work we have therefore developed
a subjective assessment methodology [3] that overcomes most of the drawbacks of
other long duration content methods, and which was also employed here. Con-
trary to other methods, it allows assessing viewers’ quality requirements directly
by giving control over presentation quality to the test subject.

The goal of this study was twofold: firstly, we wanted to investigate the influ-
ence of different types of long duration content on quality perception under specific
degradation conditions. This work is a continuation of our previous study in which
the time dimension was found not to play any major role with respect to users’
quality expectations [4, 2]. More specifically, it was shown that the quality expec-
tations are rather constant throughout the entire stimulus duration. These earlier
conclusions were drawn based on one type of content only, but as reported by Ko-
rtum et al. [11], the type of content may have a significant effect on subjective
quality ratings. They found that quality of desirable audiovisual content is rated
significantly higher compared to content which is neutral or undesirable. Their
study involved 2-min long movie clips from 20 different movies released by ma-
jor film studios. The results have been confirmed in their later work, where even
more pieces of content were employed [12]. Here, we wanted to study whether a
similar content dependency can be observed for long duration audiovisual content.
In our study, however, the focus is rather on investigation of content influence on
users’ expectations developing over extended periods of time than directly on the
quality ratings. The second goal of our study is to find out whether different im-
pairment appearances, i.e. slow gradual decrease in quality vs. large instantaneous

108



D.2. Study Design

(catastrophic) quality loss, influence viewers’ quality expectations in long duration
content scenarios.

The remainder of the paper is organized as follows: Section D.2 describes the
experimental study performed to answer the above two research questions. Sec-
tion D.3 presents an analysis of the collected data and discusses the results. Finally,
Section D.4 summarizes the main findings and draws some conclusions.

D.2. Study Design

D.2.1. Test Methodology
For the experimental purpose our methodology described in [3] was used. The
method allows participants to adjust the quality to a desired level in case of quality
degradation. By using a rotating adjustment device (e.g. knob) users can select
the most appreciated quality level themselves at any time of the test. Rotating the
device clockwise increases the displayed quality until the maximum level is attained.
Further clockwise rotation begins a process of gradual quality decrease. In case
the maximum quality is over-passed the counterclockwise rotation of the device
allows returning to the highest level. Every so often (periodically or at random) an
automatic degradation procedure takes place (e.g. the quality decreases gradually
or in one step). As soon as the user responds to the quality change by using the
rotating device, the degradation procedure stops and full control over the quality
adjustment is given to her/him. More detailed operational principles of the method
can be found in [3].

D.2.2. Participants
Twenty one participants (14 male, seven female) aged between 16-50 years (M =
30.6, SD = 8.2), mostly näıve or untrained, took part in the study. All subjects
reported to have normal hearing and normal or corrected to normal vision.

D.2.3. Content Selection and Processing
Four high definition (HD) audiovisual sequences (Bluray edition, 1080p, 25 fps),
representing various types of content, were selected for the experiment. The genres
of these sequences can be described as follows: Computer Animation, Action Movie,
Opera and Nature Documentary. The video and audio characteristics, such as
the amount of temporal information (TI), spatial information (SI) and the type of
audio track can be found in Table D.1. According to ITU-T Recommendation P.910
[9], the SI indicates the amount of spatial detail of a picture and was calculated
as a standard deviation of Sobel filtered luminance plain. The TI indicates the
amount of temporal changes of a video sequence and was calculated as the standard
deviation of the difference between pixel values in successive frames.
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Figure D.1.: Spatial and temporal information of the test clips.

The numbers reported in Table D.1 are means of SI and TI values over all frames.
The averaging over smaller parts of the clips (2250 frames/90 s) resulted in similar
differences (with respect to TI and SI) between the mentioned content types. A
graphical representation of the calculated spatial and temporal indices is shown
in Fig. D.1. Audio was categorized base on dominant audio signal characteristics
(e.g. speech, vocal, music, other sounds like natural noises, nature sounds or special
effects).

Table D.1.: Selected sequences and their properties.
Genre TI SI Audio
Computer Animation 66.34 38.07 Speech/Sound
Action Movie 159.85 56.67 Sound
Opera 15.68 23.70 Vocal/Music
Nature Documentaryl 56.96 33.40 Sound/Speech

From each sequence, a 9-min long clip (semantic structure preserved), was ex-
tracted and served as a starting point for further processing. The x264 (H.264/MPEG4-
AVC) encoder [1] was used to prepare different quality levels for each of the test
clips by employing various quantization parameter (QP) values. In total, 10 qual-
ity levels (QP = 0,16,22,26,28,30,32,36,40,44) were created for each of the four test
clips. The selection of the QP’s was based on results of our previous studies [3, 4].
Subsequently, the prepared video sequences were decoded to YUV format (4:2:0)
and presented to participants together with related sound tracks of constant quality
(2ch, 44.1 kHz, 16-bit, 1411 kbps). Audio and video were in synch at all times.
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D.2.4. Test Procedures
The experiment consisted of one, around 56-min long session divided into 3 stages:
instructions & training (15 min), main test (36 min) and questions (5 min).

At the beginning of each session, subjects were given initial instructions for the
test procedure and operational principles of the method. In order to make partic-
ipants familiar with the technique and the adjustment device, a training sequence
of 3-min duration was viewed. The training comprised an audiovisual clip repre-
senting the same quality range as used in the main test. The subjects were allowed
to ask questions during the training.

The actual test consisted of four clips played one after another with a 5 s break
in-between, during which a gray image was displayed on the screen. The playback
order was randomized individually for each participant to avoid the sequencing
effect. The lowest quality level was a starting point for all the clips and subjects
were supposed to adjust the quality to their preference. Subsequently, an automatic
degradation procedure was introduced every 90 s into the clip. The procedure
was instantly decreasing video quality level from currently displayed level to the
lowest one. Immediately after the main task, subjects were asked questions about
their interest/involvement in the presented material and their general experience
regarding the methodology used.

D.2.5. Presentation of the test material
The experiment was conducted in a room fulfilling ITU recommendations BT.500-
12 [7] and P.911 [10] with respect to lighting, viewing and acoustical conditions.
The clips were displayed on a 50-inch plasma screen (Pioneer PDP-5000EX) and
the sound was reproduced through two active monitor loudspeakers (Dynaudio
BM6A). A USB controller (Griffin PowerMate) served as the quality adjustment
device. The conceptual structure of the experimental setup can be seen in Fig. D.2.

D.3. Results and Discussion
Prior to statistical analysis, a subset of data consisting of quality levels averaged
over the last 30 s of every 90-s long time interval was created for each of the 4
stimuli. The 90 s refer to the time between the automatic degradation procedures
of which the last 30 s represent the established/stationary quality preferences of
the subjects. Each of the data subsets was of size 21 x 6, where 21 refers to the
number of participants and 6 to the number of time slots. The data turned out
not to be normally distributed (Kolmogorov-Smirnov; p<0.05) which resulted in
a non-parametric test being used for further data analysis. As a non-parametric
method allowing comparison of more than two independent samples the Kruskal-
Wallis (K-W) test was used. The significance level of 0.05 was adopted for all
statistical tests.

Closer inspection of Fig. D.3 suggests that the earlier reported phenomenon of
constant quality expectation throughout the whole duration of a long duration clip
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Figure D.2.: Experimental setup of the test.

does not hold for one of the employed content types – Action Movie, but that it’s
true for the remaining three.

The K-W results of the time slot means comparison for the Action Movie proved
significant differences among them (H(5) = 21.424, p<0.001; Fig. D.3). The post-
hoc analysis showed that mean quality levels of the first two time intervals were
significantly different to the means of the remaining four time slots (p<0.001). It
seems that the very fast action and significant amount of details present in the clip
could cause the distortions being less visible (or less annoying) for the participants
after a while. This might be a consequence of the phenomenon of distortions
masking effect which occurs when high spatial and temporal activity, such as very
high-motion scenes with a lot of details, occur [14]. Moreover, the majority of the
test-subjects reported a great interest in such type of content during the post-test
session. The combined effect of the above facts might be a reason behind the
obtained results; however, a general influence of such type of content on quality
expectations over extended periods of time needs to be verified.

The same K-W test was performed for the remainder of the stimuli. Results of
the time slot means comparison for the Animation (H(5) = 7.751, p>0.05; Fig. D.3),
Opera (H(5) = 6.885, p>0.05; Fig. D.3) and Nature Documentary (H(5) = 3.974,
p>0.05; Fig. D.3) prove not to be significantly different, which is in line with results
of our previous study (Study A) [4] in which nature documentary type of content
was used.

Fig. D.4 presents a direct comparison of mean quality levels of all four content
types. One can easily notice that the animation clearly stands out with higher
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Figure D.3.: Mean quality levels set by test subjects for various content types. Error
bars show 95% CI of mean.
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Figure D.4.: Comparison of mean quality levels for different content types. Error 
bars show 95% CI of mean.

mean quality level than the remaining content types. The observation has been 
confirmed by results of the K-W tests (H(3) = 33.068, p<0.001). This has nothing 
to do with the amount of spatial and temporal information (see Fig. D.1) but is 
rather directly related to the unique characteristics of the animated content type 
(such as color uniformity, stationary background, etc.). These characteristics make 
the quality degradations easier to being noticed by participants as they are better 
visible while parts of the picture remain unchanged for some period of time.

Furthermore, most of the participants reported less interest in the animation, 
which might make them more focused on the detection of quality changes than on 
the content itself.

A comparison of the mean quality levels of Action Movie, Opera and Nature 
Documentary does not reveal significant differences (K-W; H(2)=0.865, p>0.05).

We were also interested in comparing the impact of a test sequence being launched 
with the lowest quality level (lack of introduction of the reference quality) vs. 
starting with the reference quality level as in our previous studies. Furthermore, 
we looked into the impact of instantaneous catastrophic video quality degradation 
(as opposed to slowly developing quality impairment) on users’ acceptance level. 
This was done in conjunction with results obtained in Study A [4] in which the 
same methodology and similar experimental material (30-min extract from another 
episode of the same nature documentary series) were used. In Study A, the quality 
levels were degraded stepwise while in this study the quality was degraded to the 
lowest level in one step. There is also a difference in number of quality levels used 
in both studies (12 in the first one vs. 10 in the current one). However, this is not
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Figure D.5.: Comparison of two studies with different initial conditions. Left plot
– stimulus starting with the reference quality level, degradations appear stepwise
in time; right plot – stimulus starting with the lowest quality level, degradations
appear immediately and in one step.

a major change as we have only removed the lowest quality levels with QP = 48
and QP = 38 from the set of 12 quality levels. This enables a direct comparison.

The results (see Fig. D.5) show that no matter whether the presentation starts
with highest or lowest quality and no matter how the degradation process is han-
dled – gradually or in one step, participants’ final expectations are very similar on
average, i.e. they set the quality to a similar level. The latter can be explained by
the fact that subjects become more focused on the task when in charge of quality
adjustment, which makes them more sensitive to smaller impairments [4, 2].

D.4. Conclusions
In this study we have performed a subjective assessment investigating the effects
of time dimension and quality impairment appearance on users’ quality expecta-
tions for different content types. It has been shown that the nature of content
might have a significant effect on quality acceptance level over extended periods
of time. However, this was proven only for the action-movie type content with a
very fast motion and vast amount of details. The finding gives us only an indica-
tion that such phenomenon might occur and should not be treated as an absolute
truth. The limited number of content types probably does not allow for conclu-
sive demonstration of the results, however, it suggests which direction should be
chosen. Therefore, further research with a broader range of different content types
with similar spatio-temporal characteristics is needed.

In addition, it was found that the participants’ quality expectations are similar
regardless of whether the reference quality is introduced at the beginning of the
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test clip or not. Based on the obtained results, we can also conclude that the way
the degradations appear in the presented material (immediate drop from good to
bad or stepwise in time) does not have an effect on the quality level that viewers
are satisfied with.

Moreover, this study demonstrated the repeatability of results obtained using our
method, thus making the method more desirable for purposes of quality assessment
of long duration content than other traditional methods.
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Appendix

Key details of the experimental studies carried out in Papers A-E.
Content (sourced from BD*)/
description1/ test material

Purpose of the study/
research questions

Participants/ test envi-
ronment6/ procedures7

M ethod of data analysis/ key findings

P
A

P
E

R
A Challenges of Life; Life by SS g QNJ1PO

Tnimal life stories supported by human narI
ration and emotional music piecesg Juration9
F?min77sO Video9 UJ2O Tudio9 WTV38 7xv
kbpsO QP9 ?8xw8vv8vM8vR8F?8Fv8Fw8FR8M?8MM8MR

I *s the proposed method
suitable for momentary qualI
ity assessment of long duraI
tion TV content.
I Joes the time dimension
affect user quality expectaI
tions over time.

vvP QRz8 xMMO L experiI
enced UJ quality viewersPg
LRoom6g training Qx?I
x7minP8 test QFvminP8 and
postItest session Q7minPO
best start q8 degradation
every Fmin and in steps

Tverage over raw datag
I the method produced plausible data indicatI
ing its suitability for a purpose of the experiI
ment
I averaged quality preferences were constant
across stimulus duration
I experienced participants on average set the
quality to higher levels than naı̈ve ones

P
A

P
E

R
B Challenges of Life; Life by SS g QNJ1PO

Tnimal life stories supported by human narI
ration and emotional music piecesg Juration9
F?min77sO Video9 UJ2O Tudio9 WTV38 7xv
kbpsO QP9 ?8xw8vv8vM8vR8F?8Fv8Fw8FR8M?8MM8MR
Plants; Life by SS g QNJ1PO
Plants life stories supported by human narraI
tion and emotional music piecesg Juration9
F?minv?sO Video9 UJ2O Tudio9 WTV3O
T IR49 Fv8MR87w8wM8R?8¨w8xxv8xvR8xw?8x¨v8Fv?
QP9 ?8xw8vv8vM8vR8F?8Fv8Fw8FR8M?8MM

I Jo the quality expectations
decrease over time and with
increased involvement in the
content.
I Uow fast can participants
notice quality changes and at
which quality level does this
happen.
I *s the quality level at which
the change is noticed similar
to the quality level set by the
participant.
I *s proposed method suitI
able to test stimulus with
both modalities being disI
torted simultaneously.

T199 vvP QRz8 xMMO L
experienced UJ quality
viewersPg LRoom6g training
Qx?Ix7minP8 test QFvminP8
and postItest session Q7minPO
best start q8 degradation
every Fmin and in steps
T299 v?P QxFM8 LzPg
LRoom6g training Qx?I
x7minP8 test QFvminP and
postItest session Q7minPO
best start q8 degradation
every Fmin and in steps

TNOVT and KruskalIWallis testg
I q expectations weren’t changed over time
Qz’?q¨xO p>?q?7P the same held for the reacI
tion time to q changes Qz’?qw¨O p>?q?7P
I higher sensitivity to q changes when users’
selfIcontrolled the q adjustment than when
the q degradation process was controlled exI
ternally Qbased on a graphical representationP
I the process of q adjustment was easier for
participants when both modalities were disI
torted Qless variation in the dataP compared
to only one and the q levels set by them were
high on average
I the method produced plausible data indiI
cating its suitability for a purpose of the
experiment

P
A

P
E

R
C Mammals; Life by SS g QNJ1PO

Tnimal life stories supported by human narI
ration and emotional music piecesg Juration9
FvminvsO Video9 UJ28
T199 T IR49 Fv8MR87w8wM8R?8¨w8xxv8xvR8xw?8
x¨v8Fv?O Tudio9 WTV3O
T299 QP9 ?8xw8vv8vM8vR8F?8Fv8Fw8FR8M?8MMO
Tudio9 WTV38 xMxxkbps
T399 T IR49 Fv8MR87w8wM8R?8¨w8xxv8xvR8xw?8
x¨v8Fv?O Tudio9 WTV3O
QP9 ?8xw8vv8vM8vR8F?8Fv8Fw8FR8M?8MM

I Tre user’s quality preferI
ences changing over time.
I *s the proposed method
suitable to test TV stimulus
with only audio modality beI
ing distorted.
I Jo participants react difI
ferently to quality changes
in an TV stimulus in case
of audiogvideo only distorI
tions and in case when both
modalities are distorted at
the same time.

T199 v?P QxMM8 wzPgLRoom6

T299 x?P QwM8 MzPgLRoom6g
T399 x?P Q7M8 7zPgLRoom6g
The same test procedure for
T198 T298 T39 but with
different modality being imI
paired in the test9 training
Qx?Ix7minP8 test QF7minP8 and
postItest session Q7minPO best
start q8 degradation every
Fmin and in steps

TNOVTg
I users’ preferences regarding audio q were relI
atively constant over time when the content
was of a relatively similar type
I the method produced plausible data
I deterioration of only the audio q in UJ
TV presentation influenced users’ percepI
tion of q changes less than when only
video impairments were present or when
both modalities were distorted simultaneously
QzQxqvMFP’ LFqLxMO p<?q???xP8 QzQxqvMFP’
¨FqFx7O p<?q???xP8 QzQxqvMFP ’ FvqvF¨O
p<?q???xP
I subjects reacted faster to q changes and preI
ferred higher q levels when impairments were
introduced in both modalities simultaneously

P
A

P
E

R
D Hunters and Hunted; Life by SS g QNJ1PO

Tnimal life stories supported by human narraI
tion and emotional music piecesg SzT59 JuI
ration9 ¨minO Video9 UJ2O Tudio9 WTV38
xMxx kbpsO QP9 ?8xw8vv8vM8vR8F?8Fv8Fw8M?8MMO
Lego Star Wars: The Padawan Menaceg
Q T1PO T computerIanimated comedy mainly
with speech and special sound effectsg SzT5O
Transformers: Dark Side of the Moong
QTM1PO T movie with fast motion scenes supI
ported by dialogs and special sound effectsg
SzT5O
The Phantom of the Opera at the Royal Al-
bert Hallg QOP1PO Opera singers performing
on stage accompanied by orchestra musiciansg
SzT5

I Joes different type of
long duration TV content
affect perception of quality
changes over time.
I Joes start quality QrefI
erence vsq worstP affect
user quality preferences over
time.
I Joes instantaneous catasI
trophic video quality degraI
dation influence users’ qualI
ity preference.

vxP5QxMM85LzP8QMJ’F?8wO 
SJ’R8vPgLRoom6g training 
Qx?Ix7minP8 test Mx¨min 
QFwminP8 and postItest session 
Q7minPO worst start q8 
degradation every ¨?s Qbig 
q leapP

KruskalIWallis testg
I fast action scenes with many details may
have caused distortions being less visible Qor
less annoyingP after a while QUQ7P ’ vxqMvM8
p<?q??xP
I participants’ q expectations were similar reI
gardless of whether the reference q was inI
troduced at the beginning of the test clip or
not Qbased on a graphical representation and
mean q levelP
I the way the degradations appear in the preI
sented material Qimmediate drop from good
to bad or stepwise in timeP did not have an
effect on the q level that viewers were satisI
fied with Qbased on a graphical representation
and mean q levelP

P
A

P
E

R
E Santana: Live at Montreux 2011g QJz1PO

Singers and musicians performing on stageq
Relatively static performance with instrumenI
tal musicg Juration9 xFminO Video9 UJ2O
T IR49 Fv8M?8MR87w8wM8R?8¨w8xxv8xvR8x¨v8Fv?O
Tudio9 WTV3

The Beyonc´e Experience LivegQP 1PO T
pop singer performing on stage Qdynamic muI
sic performancePg Juration9 ¨minO Video9
UJ2O
T IR49 Fv8M?8MR87w8wM8R?8¨w8xxv8xvR8x¨v8Fv?O
Tudio9 WTV3

The Phantom of the Opera at the Royal Al-
bert Hallg QOP1PO Opera singers performing
on stage accompanied by orchestra musiciansg
Juration9 ¨minO Video9 UJ2O
T IR49 Fv8M?8MR87w8wM8R?8¨w8xxv8xvR8x¨v8Fv?O
Tudio9 WTV3

I Jo the audio quality prefI
erences Qwithout an accomI
panying videoP change over
time.
I Jo the audio quality
preferences become different
when an accompanying viI
sual stimulus is present.
I Joes the consecutive order
of a presented material inI
fluence audio quality percepI
tion.

FvP QxFz8x¨MP QMJ’Fv8LO
SJ’L8MPg LRoom6g trainI
ingQx?minP8 test QFvminP and
postItest session Q7minP8
Jz9 T199 TV8 best start q8
degradation every xx?s and
in stepsO T299 same but
TS88
P 9 T199 TS8 worst start q8
big q leap every ¨?sO T299
same but TV8
OP9 T199 TV8 worst start q8
x continuous clipO T299 same
but clip in ¨8 xmin pieces
played at random

KruskalIWallis testg
I audio q preferences did not change over clip’s 
duration regardless of TS8 or TV scenario 
considered QT199 UQ7P’MqvL8 p’?q7xxO T299 
UQ7P’vqFR8 p’?qL¨MP
I bitIrate levels set by participants in the 
TS8 scenario were significantly higher than in 
the TV scenario QUQxP ’ MFqwFx8 p<?q??xP
I perceptual fluency might have an impact on 
subject’s audio q preferences QUQxP ’ xvqFR78 
p<?q??xP

1NJ – Nature JocumentaryO  T –  omputer TnimationO TM – Tction MovieO OP – OperagMusicalO Jz – Jazz zestivalO P – Pop  oncertO 2UJ –
x?R?p8 v7fps8 xwIbit YUV M9v9?O 3WTV – vch8 MMqxkUzO 4T IR I audio compression rates QkbpsPO 5SzT – same for allO 6LRoom I a laboratory room
following recommendations in *TU recq STq7??8 Pq¨xx and SSqxxxwO 7a method proposed in this thesis was used in all performed experimentsO 8TS –
audio solely8 9Ti – Test i O q – quality
6 The original source material QSluray editionP is primarily intended for the home cinema scenario usageq This seems to confirm the ecological validity
of the chosen content with regard to the purpose of the experimental design described in this thesisq Uowever8 it has not been verified if the content
would have the same impact on the obtained results in a similar context but outside the laboratory setupq
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