Abstract

In Norway, the average house size has increased with 8.4 m* between 2001 and 2013. During the
same time, households have experienced a huge increase in disposable income, house prices have
reach unprecedentedly high levels and the size of households have been reduced. This paper
examines which forces determine the owner-occupiers’ demand for house size in Norway and why
the average house size has increased between 2001 and 2013. Using household level data from
Statistics Norway'’s Survey of Living Conditions, | estimate an identical cross-sectional regression for
each of the five survey years, regressing the number of square meter house size on income, price,
household characteristics, geographical and structure related variables. Inserting average values for
all explanatory variables, | find given the explanatory variables, higher predicted house size each
survey year. The increase in predicted house size exceeds the increase in the average square meters
indicating changes inherent in my explanatory variables combined reduce demand for house size.
Specifically, a trend towards smaller households drives down the size of dwellings, all else equal.
Instead, macroeconomic variables including the interest rate, credit availability and price

expectations can help explain why we live bigger.
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1 Introduction

Everyone needs a place to stay and a house is an essential commodity as it gives shelter. On the
other hand, once the basic needs are met, housing can be a way of showing off status. Housing
represents a special and complex commaodity quite different from a standard homogeneous good.
Households are different in their characteristics and preferences which make the households
demand different sizes and styles of housing. Not only is the structure itself of importance to the
demand but also the land on which it sits. This is because a home is spatial immobile and households
care about neighborhood characteristics as well as distance to commercial areas. Further, a dwelling
is highly durable and is physically modifiable. All these features separate the housing good from the
standard textbook homogeneous commodity. Consequently, houses represent imperfect substitutes
with a varying degree of substitutability between the housing markets. In addition, owner-occupied
housing is for most households their largest investment and housing as a capital asset substantially
affects demand. An analysis taking all these features of the housing good into consideration is highly
problematic because of the complex nature of the housing good. This paper tries to overcome some
of these issues by only studying one part of the housing demand, namely the demand for house size.
A way of studying housing demand is by regarding housing as a service. In this setting, housing is
appreciate as a flow and defined as the amount of housing consumed over a period. House size can
be seen as a simple type of housing service measuring the most important physical component of a

house.

The first main goal of this thesis is to study which forces determine the demand for house size for
owner-occupiers in Norway. More specific, | use the cross sectional Survey on Living Conditions from
Statistics Norway for 2001, 2004, 2007, 2012 and 2013. The variable of interest, house size measured
in square meters is regressed on a span of explanatory variables including income, house price,
household characteristics, regional and house specific variables. Identical regressions are run each
survey year and estimated coefficients and income- and price elasticity are discussed both for the

separate years and changes over time.

The second main concern of the paper is to explain the increased house sizes seen over a 13 year
period. Inserting for the same values of all the explanatory variables all years let us study the effect
on demand for house size given all the right side variables. In the time period of interest, households
have experienced an increase in their disposable incomes. House prices increased — especially in the

cities, while households move away from the traditional family structure (SSB, 2015b). In particular,



how these changes affect demand for house size is studied through a shift analysis. Other factors
important for the Norwegian housing demand are discussed including the interest rate, credit
availability, expectations and the tax system. Later, the analysis is carried out exclusively for
households which feel they live in a right-sized dwelling in order to get a closer estimate of
households’ ideal demand and to test the robustness of my main results. Finally, a chapter on
econometric challenges and limitations reveals some challenges and drawbacks of the study with
particular concern of omitted variable bias and measurement error. But first, | look into the existing

literature on the demand for housing services.



2 Background and literature

The concept of housing demand has been ambiguously understood in the economic literature.
However, Rothenberg (1991) categorized the vast literature on housing demand into four groups.
That is the demand for housing services, the individual housing attributes of the composite housing
good, the demand for home ownership versus renting (tenure choice) and the spatial allocation of

the household. Only the first group will be discussed in this paper.

2.1 Literature on the demand for housing services
Looking at housing as a service, let us appreciate housing as a flow changing over time similar to

other economic variables such as money. The term is defined as the amount of housing consumed
over a period. Demand for housing services is determined by the willingness to pay of consumers,
which is made up by the ability to pay, housing needs and preferences or “taste” for housing.
Especially the last one is hard to measure but one way to do so is to look at housing expenditure as a
proxy for housing services. The willingness to pay is highly correlated with housing expenditures
since persons with high willingness to pay also on average pay more and have larger houses which
increase mortgage and maintenance costs, payments included in the housing expenditures. Those
with “taste” for better housing also demand more from the dwelling, increasing housing
expenditures. A normal way of estimating the demand in this setting is by using housing expenditure
as a proxy for services and regressing it on the price of housing, price of non-housing expenditure

and socioeconomic variables including income (Zabel, 2004).

2.1.1 Income and price elasticity of demand
Studying housing services is a way to uncover the income and price elasticity of demand. Considering

elasticity, let us understand consumers’ behavior of the housing good. Specifically, income elasticity
gives the percentage demand change from a percentage increase in income. Price elasticity has the

same interpretation although from a house price increase.

The income elasticity largely depends on the type of income we are using. With perfect capital
markets, demanders will only care about their permanent income as they can freely save or borrow
money if their current income differs from the permanent. Following the argument, consumers do
not change their housing demand when changes in income are transitory, but rather look over the
time horizon making decisions on the permanent income, thereby smoothing their consumption

(Friedman, 1957; Goodman & Kawai, 1982). Assuming the permanent income hypothesis holds, an



analysis using the current income instead of the permanent will under some assumptions give a
downward bias for the income elasticity because of the measurement error of including the

transitory income. An illustration of bias follows:

E(ﬁy) = nyPy

where 7, is an estimator of the true permanent income elasticity 7,,. P, is the ratio of the variance of

permanent and current income given by:

2 2
O. g.
p =2 = Y __ 1

y 2 2 2
Oy Oypt Oyt

Where afpis the variance of the permanent income, aﬁt of the transitory and 033 of the current
income. The variance of the current income equals the sum of the variances of the permanent and
transitory income. Here we assume that the permanent and transitory incomes are uncorrelated.
The size of the downward bias increases with the relative size of the transitory income variance
compared to the one of the permanent income (Mayo, 1981). Unfortunately, the permanent income
is often not measurable. Different approaches have been used including using aggregated data which
hopefully average out the transitory income, using lagged income as instrumental variable or using
average of income over several years (Mayo, 1981). A more general discussion on measurement

error and the relevance for my thesis is found in Chapter 7.2.

There is, on the other side, also a reason to include the transitory income in the housing demand.
First, the capital markets are not perfect and households cannot freely borrow on their lifetime
earnings. Another reason is that buying a house is a large part of a household’s investment portfolio
— often the largest they ever make. A positive transitory income would imply higher savings that
would raise the housing demand since the household wants to invest more in housing since it is a
part of their investment portfolio. In addition, higher consumption also follows from a transitory
income increase. To separate this effect, the permanent and transitory effects should be separated

to avoid estimation biases (Goodman & Kawai, 1982).

In an influential paper, Mayo (1981) sums up the existing findings from the U.S. housing market and
shows large discrepancies in the estimated income and price elasticity of demand. Looking at the
income elasticity reveals a substantial difference between aggregated and micro data. Some of the

aggregated studies which use averages within metropolitan areas instead of individual household



data show income elasticity above unity. The studies using micro data and permanent income for
owner-occupiers show elasticity in the range from 0.36 to 0.87 with most in the range from 0.5 to
0.7. With regard to price elasticity, the results depend on how the price variable is defined, however,
most sensible estimates lies within the range -0.3 to -0.9. Interestingly both price and income
elasticity increase in absolute value with income. The higher the income the larger is the negative
effect of a percentage increase in house price on the housing demand. Moreover, when the
household gets richer, a larger portion of a wage increase goes towards housing but still less than the

increase in income as the elasticity lies below unity.

In a relatively newer article, Zabel (2004) uses data from 1993 and 2001 for 36 and 38 metropolitan
areas in the United States. He first estimates the housing price using hedonic regression in order to
find the implicit price for housing services. The dependent variable is the natural log of owner’s price
valuation of his/her house and property. Explanatory variables include the number of rooms,
bathrooms, and bedrooms, the age of the house and whether a garage is present. In addition, other
variables for owner characteristics including the logarithm of permanent income, age and dummy
variables for male, white and married. The hedonic method allows for estimation of the marginal
price of each characteristic, all important for the price valuation. Thus, the value of a constant quality
house can be computed. This hedonic regression is performed on each of the metropolitan areas and
a price index is created. Then, the demand for housing services is estimated with the price valuation
over the price index as a depended variable. The model is estimated both with current and
permanent income. In 2001 the elasticity is 0.36 when permanent income is used and 0.166 for
current income. The elasticity, here looking at permanent income, also increases with the level of
income as observed in the paper by Mayo (1981). Individual income of owners in the 10 to 20"
income percentile has an elasticity of 0.16 while for the richer group of the 80 to 90" percentile has

an income elasticity of 0.64 (Zabel, 2004).

Looking at Norwegian data, Larsen (2014) estimates the income elasticity for owner occupied
housing consumption. The house owner’s consumption of housing services is, unlike the renter, not
observable since he does not pay rent. To overcome this challenge, the author estimates the rental
value an owner would pay if the owner rented his/her own house. This procedure is based on the
rental equivalence principle that assumes owning and renting are perfect substitutes with no self-
selection in tenure caused by household income, family size and house size. The fact that the
Norwegian rental market is small and partly regulated speaks in disfavor of the rental equivalence
principle, which is found not to hold (Nesbakken, 2008). Still this method is used by many statistical
agencies including Statistics Norway (SSB) to estimate the owner-occupiers’ housing consumption

used in the Consumer Price Index. Values of rent from SSB’s rental survey of 2007 by is estimated
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with a hedonic regression onto housing attributes like house size, geographical location and
municipality size giving a partial price for each housing and spatial component. Information on
owner-occupiers, taken from the Consumer Expenditure Survey, is inserted for tenants with similar
housing attributes, thus assigning what households would pay in rent if they had rented their own
house, also called “imputed rent”. The income elasticity is found by regressing the income share of
imputed rent on gross income and household characteristics. Evaluated at the mean income, yields
an elasticity of 0.32 which is close to the estimate by Zabel (2004). Also here the elasticity is clearly
heterogeneous with the level of income. Income levels in the 10 to 20" percentile give an elasticity of
demand of 0.10 while it is 0.59 for the 80 to 90" income percentile, which also is comparable to the

estimates found by Zabel (2004) (Larsen, 2014).

2.1.2 Life cycle and homeownership
The demand for housing services can be affected by the age of the decision maker. Artle and Varaiya

(1978) present a life cycle model for homeownership under a set of borrowing constraints. According
to their theory the owner rate should first increase with age as income and savings rise. But to keep a
good standard of living after retirement, individuals should release home equity either by downsizing
or taking up a mortgage. A large debate started when Mankiw and Weil (1989) showed that the
housing demand would move in a hump-shaped curve with age in coherence with the life cycle
model. Specifically, they expected that when the baby-boomer cohorts in the United States reached
retirement, it would put a downward pressure on the demand and house prices. R. Green and
Hendershott (1996) agreed the demand would fall with age if characteristics like income, education
and household size could vary with age. The reason for lower demand was that older households in
1980 had substantially lower levels of education than the younger households at the time. When
income and education are held constant, however, then the demand would slightly increase from the
late 1950s indicating, in spite of empty nests and lower income, that individuals maintain or even

increase their housing demand as they age.

Looking at newer European data, Angelini and Laferrere (2011) found low residential mobility for
European elderly compared to other age groups. More specifically, they estimated an annual mobility
rate of 2 percent correcting for non-random drop outs from the sample. The rate differed from 4.4

percent in Denmark and Sweden to 1.0 percent in Austria and 0.3 percent in Greece.

Reasons for not moving include monetary and especially psychological transaction costs. For instance
only a small portion of the population is actively looking for new accommodation, and those who do
will only acquire information about a few housing options, not the whole market. A reason why is the

time consuming process of attaining sufficient information about the complex and heterogeneous



good a house represents (R. K. Green & Malpezzi, 2003; Rothenberg, 1991). In particular we can
think of being out on the market actively searching for new dwellings is more costly for elderly than
the population in general. This reflects the argument that elderly may to a lesser degree than others
act according to their underlying demand, contributing to market inefficiencies. The elderly may
regard their house as a secure asset in case of need and their home equity as long-term care
insurance. Another argument against the life cycle model is the motive of bequest, making elderly
remain homeowners. For among these reasons, high proportions of elderly own their homes, with
homeownership rates higher than 70 percent for those aged between 50 to 79 years in most
European countries (Angelini & Laferrere, 2011). The fact that elderly stay in large single homes long

after their offspring leave the nest is also a tendency found in my dataset (Sandlie & Grgdem, 2013).

The few elderly that move tend to downsize their housing, either by moving to smaller dwellings or
nursing homes/institutions. Income halts this process in two ways: First, high income induces less
need to capitalize on housing value by moving to smaller accommodations or going from
homeowners to renters. Lower income individuals often have to stay in their dwelling, since they lack
the funds to move. Hence, mobility is twice income constrained; some are prevented to move, while

others would like to stay in their homes longer (Angelini & Laferrere, 2011).

2.1.3 Veblen and neighborhood effects
Broadly speaking, owner-occupied housing represents a composite commaodity fulfilling several

human needs. First, housing is a basic consumption good as every individual needs shelter, and in
that perspective it constitutes a necessity. Once shelter is preserved, then the consumer wants larger
and better housing to attain comfort, and later, status. The Norwegian-American economist
Thorstein Veblen introduced this concept formally in his famous book “Theory of the leisure class”
([1899]1994). The book lays out a framework where preferences are determined socially in contrast
to the neoclassical theory of consumption, where utility is maximized with exogenous preferences
and the demand decision only depends on the individual decision maker. More directly, he
introduced the term “conspicuous consumption” which is defined as spending money on luxurious
goods and services to publicly display economic power and status. According to Veblen, all classes of
society engage in this behavior as they try to mimic the consumption patterns of the class above
theirs. As a consequence, consumers pay more for a good than the intrinsic utility suggests making

the whole society worse off by engaging in overconsumption (Trigg, 2001).

One of the goods subject for conspicuous consumption is housing. In the United States, the trend has
been towards larger homes with an increase in average house size of new detached houses from

100m? in the 1950’s to 217m? in 2002 (Wilson & Boehland, 2005). The term “the bigger the better”



has been an important force in the American housing market, making people buy the largest houses
they can afford. Further, buying larger homes go hand in hand with other forms of conspicuous
consumption since a large home is necessary to store all the other things we “need”, including
multiple forms of entertainment et cetera (Wilson & Boehland, 2005). Critique of the conspicuous
consumption theory has questioned the one-way tickle down of preferences from the upper to the
lower classes. His theory is also criticized for lacking subtlety and sophistication in assuming that
buying large and expensive is the main way of showing status. Instead, critics focus on the
postmodern consumer freeing himself from the traditional social structures by individually giving

meaning to commodities (Trigg, 2001).

There is evidence for a strong social element in the housing demand. The American authors
loannides and Zabel (2003) have shown that the individual housing demand in United States has
largely affected the mean housing demand of neighbors. This effect, also called “neighborhood
effects”, say that neighbors’ decisions to fix, renovate or make additions to their homes induce
increased housing consumption. The authors also find evidence of a contextual neighborhood effect
where housing demand is influenced by the neighbors’ characteristics. This effect can be interpreted
that housing preferences not only is depended on the individual, but also being affected by its

neighbors.



3 Theory and data

In this section a theoretical model is presented that let us determine equilibrium house size by
maximizing the household’s utility function under a budget constraint. Next, | look into the data
material used for the empirical analysis, where each included variable is studied separately. Finally,
descriptive statistics is presented with particular concern on how the average values change over the

time period.

3.1 Theory on house size
The household utility function can be written as:

U(Size, X, a) (1.0)

where
Size = number of square meter house size
X = consumption of all other goods

a = a vector of parameters which characterize the household preferences for house size.

The household budget constraint is given by:

P, - Size + P, - X = INC (1.1)

where

Py = price of other consumption goods

INC = Household income

P, =the user cost of house size per square meter for owner-occupiers. Similar to the price of housing
services discussed in the literature, although here only referring to house size and is given per square
meter. The user cost can as a simplification be described as a function of square meter sales price

and the real interest rate.

Py = P(Pg,1)



where

Ps = market price per square meter house size for owner-occupiers.

r = real interest rate

A household maximizes its utility given by (1.1) with respect to house size and other consumption

goods subject to the budget constraint given by (1.2).

Max U(Size, X, a)
subject to

P(Pg,7) - Size + P, - X = INC

inserting X from the budget constraint (1.2) into the optimization problem gives

. [INC  P(Pgr) Si
Max U (Slze, [—— M] ,a)
Py Py
Size, X

then maximizing with respect to size gives the first order condition

P(Pgr) _

Usize (Size, INC, @) - Uy (Size, INC)=-22 = 0 (1.3)

As a simplification, | assume the price of other consumption goods is normalized to one, that is,
Py= 1. Further, the marginal utility of other consumption goods does not depend on house size
assuming only a limited share of the household budget is used on house size. Ux now only depends

on household income. The first order condition can now be written as:

Usize(Size,INC,a) - Ux(INC) - P(Pg,7) =0 (1.4)

With price normalized to one, the marginal utility of other consumption goods is equal to the
marginal utility of income given as U)y¢, since the marginal utility of other goods now only depends

on household income. The simplified first order condition is given by (1.5).

Usize(Size, INC,a) - Ujnc(INC) - P(Pg,7) =0 (1.5)

10



Further, | assume that the marginal utility of house size no longer depends on the household income.
In other words, a square meter house size increase yields the same gain in utility regardless of the

household income level. The final simplified first order condition is given by (1.6).

Usize(Size,a) = P(Pg,7) * Unc(INC) (1.6)

The optimal number of square meter is found where the marginal utility of house size equals the
marginal utility of income times a price function depending on price per square meter and the real
interest rate.

au

B 92U R
asize

gsizez <0 552 <0

Usize >0, 55 =Uy >0,
There is a positive marginal utility of house size and of other consumption goods (or equivalent of
income). Negative second derivatives assure us a maximum point to the optimization problem is
found. Alpha is a shift parameter describing the household preferences for house size. A high alpha
indicates the household highly prefer a large home, thus the parameter is defined so that the
marginal utility of house size increases with alpha.

aUSize > 0
Ja

Finally, equilibrium house size can be presented in a graph shown in Figure 3.1 with house size and
its marginal utility on the axes. P(Ps, r)- Uinc(Inc) does not depend on house size, hence given as a
horizontal line in the diagram. As a consequence of the negative second derivative of the utility
function with respect to house size, the marginal utility curve will fall with house size. Equilibrium

house size is given where the two curves intercept.
++ + +

Size* = Size(Pg,7,a,INC)

The optimal house size falls with higher square meter price. A higher real interest rate reduces the
ability to pay and increase the opportunity cost of housing, thereby lowering the optimal number of

square meter house size. On the other hand, the optimal house size will increase with household
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income since a house is a normal good. Intuitively, the optimal number of square meters raises with

higher preferences for house size.

Figure 3.1 Equilibrium house size

Size*l Size*g Size*3 Size*z

From an initial equilibrium of Size*;, an increase in the interest rate or square meter price will shift

the horizontal curve up to Uyc'P(Ps, 1)1, lowering the optimal house size to Size*;. A positive income

shock (INC) gives a downwards shift for the marginal income curve, increasing optimal house size

to Size*,. Higher preferences for house size (a), for instance following an increase in the number of

household members, provides an outwards shift in the marginal utility of house size curve from Ug;,eo

to Ugi,er. New equilibrium is found at Size*;.

This section has shown how the dwelling’s square meter price, household income, real interest rate

and preferences may theoretical affect the optimal number of square meter demanded. Next

section, a look into the data material used for the empirical analysis is taken, highlighting the

variables discussed here and others of importance to the demand for house size.
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3.2 Data material
In the following analysis, | use data from the Survey of Living Conditions collected by SSB. A

representative sample of Norwegians over the age of 16 is randomly selected to participate in the
survey. The data is collected mainly by telephone interviews, with some house visits. Since 1996, the
survey has been carried out annually with a set of three rotating topics. The survey is a
representative cross sectional survey, but the chosen individuals are asked to join several times
making it a rotating panel of old and new participants. The data files are anonymized and made
available for students and researchers by the Norwegian Social Science Data Service (NSD) (Thorsen

& Revold, 2014).

Housing conditions are a specific topic in the surveys of 1997, 2001, 2004, 2007 and 2012. As a part
of the EEA agreement, the survey has since 2011 been coordinated with the Eurostat’s Statistics on
Income and Living Conditions, EU-SILC, making it possible to compare living conditions across Europe.
Included in the annual EU-SILC survey are some housing related questions previous only available
every third year, making it possible to incorporate data from 2013 in the analysis as well. The rotating
panel was reduced from eight to four years in 2012, inviting many new individuals to participate in
the survey. As a result, the number of households increased from 2 350 in 2007 to 4 351 in 2012.
Conversely, the respondent rate dropped from 66% to 56% in the same period. A lower participation
rate is not a problem if individuals drop out on random. Non-random drop outs can be compensated
for with so called frequency weights, taking into consideration what group or characteristics that
drop out (Thorsen & Revold, 2014). However, since the concern of my analysis is on household level,
this weighting is not regarded as of major importance and therefore ignored (Sandlie & Grgdem,
2013). Unfortunately, | was unable to include the data set from 1997 in my analysis due to
dissimilarities in some survey questions and answer categories. Moreover, because of an omitted
income variable is the data set from 2011 excluded. On the whole, data from five years from the

Survey of Living Conditions are used in this thesis, namely in 2001, 2004, 2007, 2012 and 2013.

All individuals in Norway above the age of 16 should have the same probability to be invited to
participate in the survey. My analysis focuses on the household demand for house size, and therefore
every household should have the same probability to be elected. Households with more members
above the age of 16 are more likely to be invited into the survey than others. To correct for this
selection bias, every observation is weighted with the inverse of the number of household members
above the age of 16. Introducing this probability weight let us interpret the data on household

instead of on individual level (Thorsen & Revold, 2014).

1

Number of household members over the age of 16

Household weight =
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The total number of households account to 16 032 for all years. The household weight has been

applied to most of the analysis including descriptive statistics.

3.2.1 Square meter house size
In the following analysis, the self-reported number of square meters housing structure is the variable

of interest. The interviewed are asked to quantify the total area within the outer walls, but only the
used living area of basement and attic. Areas rented out to other households should not be included.
Studying house size definitely has certain clear advantages. First, it is a clear objective measurement
limiting subjective variation. Moreover, the unit is objectively the same and interesting to study over
time. Also between different housing types, square meter is a comparable measurement as size
describes an important aspect of every housing type. Last, the number of square meters variable is
available for all years and reported for almost all households. All these effects speak in favor of using

square meter house size as the variable of interest (Sandlie & Grgdem, 2013).

On the other side, there are also some clear drawbacks only looking house size. As discussed before,
is the demand for housing determined of many different characteristics that together make up the
housing good. Only looking at house size, will ignore the quality of the dwelling structure and
neighborhood characteristics not caught up by the explanatory variables. However, | will stress that
this analysis looks at the demand for house size, not the general housing demand. As seen in the
literature, most studies use a monetary measurement for housings services. My analysis only has a

physical measurement, looking at house size as a simplified version of housing services.

The tenure choice between owner-occupancy and renting can also affect the housing demand. A
renter makes the decision on house size only as a consumption good while the owner also take it into
consideration as an investment. Higher prices can indicate higher capital gains if we regard housing
as a pure financial asset (Dusansky, Kog, & Onur, 2010). This positive effect on demand from a price
increase is not seen in the rental market, thus showing a difference in demand with respect to tenure
choice. Hence, renters are shown to have higher price elasticity (in absolute value) than owners, and
an analysis ignoring tenure choice could give seriously biased estimates (Gillingham & Hagemann,
1983). Also, with respect to Norwegian data, we see that renters on average are younger, live
smaller and are more frequently situated in apartments in the larger cities compared to owners. In
addition, income is also lower (Nesbakken, 2008). As a consequence, the following analysis look only
at owner-occupiers, that is, households owning their own house, through a housing cooperative
(Borettslag) or through a cooperative housing corporation (boligaksjeselskap). A problem occurs if
the ratio between renters and homeowners change over the time period, since then the sample

composition no longer stays the same. In other words, a survey year with higher percentage of
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owners contains more households with an investment motivation, making over time comparison less
accurate. This is not a major concern for my analysis as the homeownership ratio of all households
remains fairly stable throughout the time period, ranging from the minimum of 81.7 % homeowners

in 2004 to the maximum of 83.6 % in 2013.

3.2.2 Household income
Information on household income is taken from Statistic Norway’s income register, thus not a survey

guestion. Sometimes the number of household members asked in the interview does not match with
the reported number of members of that specific household in the income register. To solve this
problem, individual incomes from the household members that coincide with the survey are
summarized into the household income. Further, interviews are mostly held in the first half of the
year and many questions refer to the last year. As a result, the income from the year before is
connected to the survey. Data from 2013 is matched with income information from 2012, 2012 from

2011 and so on (Thorsen & Revold, 2014).

The chosen income variable is the real after tax household income. In order to separate out the real
effects, the income for all years has been adjusted for inflation using SSB’s Consumer Price Index
with 2012 as the reference year (SSB, 2015e). For some years, the household income is truncated of
privacy concerns. As a consequence, the average values might be affected. Still, sample distribution
should not have been altered to a substantial degree (Thorsen & Revold, 2014). Income is truncated
in the data sets for 2007, 2012 and 2013, and these values will not be comparable with income in
2001 and 2004, where there is no upper limit. The lowest capped income is 900 000 NOK in 2013. In
order for an identically defined and comparable income variable, all inflation adjusted incomes

exceeding the lowest truncated value were set equal to it.

3.2.3 Square meter sale price
The price variable of interest is the price per square meter. In the interview, the respondent is asked

to report the expected current sale price of their dwelling. A price per square meter variable is
created by dividing the self-reported expected sale price on the number of square meter house size
of the current dwelling. In order to keep the analysis in real terms, the variable has been adjusted for
inflation in the same fashion as income. Finally, extreme values below 1 500 NOK and above 100 000

NOK per square meter house size have been dropped from the sample.

3.2.4 Household composition
Information on the size of each household is taken from SSB’s population register, but the

information is double-checked in the interview. The age of each household member is taken from the

population register and included in the data set. In order to describe age structure within the
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household as well as their size, | have created three variables, namely the household number of

children (0-17), adults (18-66) and elderly (67 and older).

3.2.5 Geographical location and size of populated area
In the data sets, the geographical location of the household is only found on regional level, where the

regions are given by the Nomenclature Units for Territorial Statistics (NUTS) established by Eurostat.
These regions are Oslo and Akershus, Hedmark and Oppland, Sgr-@stlandet, Agder and Rogaland,
Vestlandet, Trgndelag and Nord Norge'. Regional information of the household is taken from the
population register (Thorsen & Revold, 2014). Each region is modeled as a dummy variable which

equals 1 if the household live in that region and 0 otherwise.

In the data set there is a variable giving the size of the populated area where the household lives. The
variable is given as one of seven groups, but | have separated them further into four categories and
modeled each of them as dummy variable. The first group, sparsely populated area (spredtbygd
strgk), contains areas with less than 200 inhabitants. The next category, urban settlement (tettbygd
strgk), contains areas with inhabitants from 200 up to 20 000, where the distance between the
dwellings cannot exceed 50 meters. Further, densely populated area (tettsted), includes populated
areas between 20 000 and 100 000 residents. Last category, includes populated areas and cites
(storby) above 100 000 inhabitants. For the three first survey years the information is gathered as a
part of the interview, whereas for 2012 and 2013 the information is taken directly from SSB’s

population register (Thorsen & Revold, 2014).

3.2.6 Educational attainment
Also, the respondent level of educational attainment is included, taken from the education register.

Unfortunately, some survey years only give information about the interview object — not all members
of the household. Thus, in order to make a comparable analysis, only education of the interview
object is incorporated. The selected standard is the NUS2000 which divide attained education into
nine groups. | have subsequently compressed educational attainment into six categories, each
modeled as a dummy variable which equals 1 if the interview object has maximum attained that level
of education and 0 otherwise. First group combine all respondents with maximum attained

education of grade ten (ungdomskole). Individuals with more but highest attained education of upper
secondary (videregdende) are grouped together. Higher education is separated into two categories.
The first group includes lower level up to a bachelor degree from universities and colleges. Whereas
the other group includes individuals exceeding four years of higher education, a group which contain

master degrees and vocational studies (profesjonssutdanninger) (SSB, 2000). Also a category

" Here Ser-@stlandet constitutes the counties of @stfold, Vestfold, Buskerud and Telemark. The category
Vestlandet contains the counties of Hordaland, Sogn og Fjordane and Mgre og Romsdal.
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comprised of persons with doctorates is included. Last, a missing or unknown education group is
included since it, on average for all survey years, constitutes 1.75% of the observations. This is done

to avoid losing observations and to leave the reference group unaffected.

3.2.7 Type of housing
Arguably a variable of major importance to the house size demand is the type of housing. One of the

survey questions asks about the housing type of the household’s primary residence. A households
that wants to live in a detached free standing (frittstdende) residential buildings most likely differ in
the size demanded compared to a household living in an apartment or multidwelling house, all else
equal. There is also a category for linked houses (rekkehus) and one for semi-detached houses that
includes housing structures shared with up to four households (to-, tre- og firemannsbolig). In
addition, there is an auxiliary category of other housing types which include households living in
commercial buildings, in boats and others (Thorsen & Revold, 2014). For each response alternative in
the survey, | have created a dummy variable which equals 1 if the household have that housing type

and 0 otherwise.

3.3 Descriptive statistics

3.3.1 Descriptive statistics of included variables

In order to get an overview over the included variables of my analysis and how they change over
time, the average values for the five surveys are presented in Table 3.1. In addition, the table
includes a column for the overall average values. With the probability weight applied we find
estimates of the household mean, and not of the individual which is given by the sample mean. The
standard deviation of the sample is here not of particular interest as it relates to the individual. Thus,

instead standard errors of the estimate of houshold averages are reported (Sribney, 1997).
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Looking at the average values, reveals interesting information on how these variables change over
the 13 year period. To measure the aggregated effect on the demand from households with higher
income levels than the capped value, a binary variable is introduced that equals 1 if income is

900 000 NOK and 0 otherwise. Interestingly, the percentage of households exceeding this income
level rises every year from 3.1 % in 2001 to 12.2 % in 2013. Moreover, mean income increases with
125 687 NOK in the same time period, showing a steady increase in net real household income. Both
of these variables picture a stable growth in real income over time giving implications for the house

size demand analyzed more later.

The estimated sale price per square meter also increases every year. Even adjusted for inflation, the
average price increases from 13 752 NOK in 2001 to 24 267 NOK in 2013. This accounts for a
remarkable 76.5 % increase over the 13 year period. SSB’s own house price index states a 72.3 %
house price increase in the same period once inflation is adjusted for, similar in magnitude to the

growth in the price per square meter given by Table 3.1 (SSB, 2015b).

Looking at size and age structure of households, show changes over the time period. The number of
kids follows a hump-shaped curve over time, with the highest value in 2004 when each household
has 0.71 children on average, a number reduced to 0.59 children per household in the 2013 survey.
The same tendency for the number of adults is found, falling from 1.54 in 2004 to 1.44 in 2013,
indicating more single households or that children above the age of 18 leave their nests earlier. On
the other side, a small increase in the average number of old household members from 0.25 in 2007
to 0.30in 2013 is seen. Still, looking at household size on the whole, the tendency moves towards

smaller households with average members falling from 2.50 members in 2004 to 2.32 in 2013.

The ongoing trend of urbanization and immigration attracts more people to the largest cities in
Norway. According to SSB, there has been a population growth of 22.2 % in Oslo from 2005 to 2015
(SSB, 2015c). However, looking at my data set, the regional dummies reveal no clear pattern of
regional movement. In fact, the percentage of respondents in each region does not change much
over the 13 year period. The only exception is Oslo and Akershus where 24.0% of the interviewed

lived in 2001, a number increasing to 26.2% in 2012.

Larger changes are found looking at the size of the populated area where households live. Starting
with sparsely populated areas, there is a steady decline from 19.1% of all households in 2001 to
16.1% in 2007. Then the percentage increases for 2012 before it falls to 16.8 % in 2013. Further,
looking only at the first three sample years, the percentage of respondents who say they live in a city
or urban settlement stay constant. Most of the decline in sparsely populated areas is followed by a

movement into densely populated areas which experience an increase from 20.5% to
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23.6%. Surprisingly, the allocation of inhabitants changes substantially for the two last sample years.
Most striking, the percentage living in densely populated areas falls from 23.6% in 2007 to 14.0% in
2012 - a way larger fall than between any of the other survey years. On the other hand, cities
experience an increase from 24.4% to 38.0% during the same time period - a category that remains
somewhat stable between the other sample years. Same goes for the percentage living in urban
settlements where there is a roughly five percentage point decrease between 2007 and 2012, but
stay stable between the other survey years. The variable determining the size of the populated area
where the household live is defined the same way for all survey years. Still, there is a crucial
difference as from 2001 to 2007 the respondents are asked in the interview about the size of their
populated area, whereas for the two last years this information is taken directly from the population
register, thus no longer self-reported. Unfortunately, the reason why self-reported and register
information differ is to me unknown. As a consequence of the deviation, comparison between the

average values over time might not be valid.

Moving on to educational attainment, we also find some changes between the samples. The sample
percentage with maximum of upper secondary education shrinks steadily from 53.6% in 2001 to
42.6% in 2013. Stable growth for higher education, both lower and higher level is found. Here, 22.8%
of the sample is in the lower level higher education group in 2001, a number that increases to 29.1%
in 2013. Looking at higher level, we see a remarkable doubling in percentage points from 5.5 % to
10.7%. Since the other dummies do not change substantially, people who previously only had a high

school degree now seem to a greater extent take higher education.

Last, looking at housing types also reveal deviations over the time period. In 2001, 19.0 % of all
households report living in an apartment whereas 22.1% answer the same in 2012. The increase
seems largely to come from detached houses experiencing a drop from 61.5 % in 2001 to 56.9 % in
2007 and constant thereafter. To summarize, there seem to be some kind of movement in housing
type from detached houses to apartments. An explanation could be immigration into the larger

cities, where households of economical and spatial reasons decide to reside in multidwelling houses.
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3.3.2 Descriptive statistics on house size

Figure 3.2 Average and median square meter house size
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The mean number of square meters house size rises from 130.6m” in 2001 to 139.0m?”in 2013 - an
increase of 8.4m” in 12 years. The average house size increase for all years except for 2007, where
mean value is 2.3m?lower than 2004. The same general pattern is seen looking at the median
values’, but there are some differences. By looking at the Figure 3.2, we see that the mean exceeds
the median for all years. A reason for divergence could be that a few households have much larger
houses than the rest, thus increasing the mean values. We can also see that the total increase over
the time period only is 5m? studying median values. A possible explanation for the higher increase in
mean compared to median values could be that the increase in house sizes, seen in the data, to some

extent is driven by households with larger homes.

2 By ranking houses after size, the median number is found in the middle of the distribution.
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Figure 3.3 Average square meter house sizes for detached houses and apartments
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In order to find more information on where the growth in house sizes have taken place, | have
computed the mean values for each house type. Graphed average number of square meters for
detached houses and apartments are shown in Figure 3.3. Interestingly, almost no increase in the
size of multidwelling houses throughout the time period is found, but experience a small fall in 2007
consistent with the full sample. On the other hand, detached houses experience growth every
sample year with a total increase of about 17m” from 2001 to 2013. Since detached houses

constitute for roughly 60% of the full sample, a large portion of the total growth in house size is seen

for households with detached houses.
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Figure 3.4 Average square meter house size in sparsely populated areas and cities
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Looking at average house size for households living in the largest and smallest populated areas, given
by Figure 3.4, shows that households living in sparsely populated areas have larger dwellings. More
surprising, cities experience a mean increase of 17m? from 2001 to 2013, equal to the increase seen
for detached houses. On the other hand, house sizes in sparsely populated areas increase with 10m?°.
On the whole, these findings indicate, although simplified, that much of the growth in house sizes

happen in the cities, but in other housing types than apartments.
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4 Empirical specification

4.1 Regression analysis
Regression analysis is a statistical method which can be used to study the relationship between two

or more variables. A regression model predicts the value of the variable of interest based on the
explanatory variables. A common estimation method named Ordinary Least Squares (OLS) seeks to
minimize the sum of the squared error terms. That is, every vertical distance from an actual
observation to the estimated regression line is squared, and then sum of these squares is minimized
(Wooldridge, 2012). OLS is the chosen estimator for this analysis. One crucial assumption for OLS to

be an unbiased estimator is that the error term has a zero conditional mean:
E(ulxq, x3, 00, %) =0

where u is the error term and x4, x5, ..., X;, are explanatory variables. The error term of the
regression cannot be correlated with any of the explanatory variables of the regression. Potential
reasons for violation include omitted variables and measurement error, which both are valid

concerns of my analysis, thus elaborated on in more detail later in the thesis.

4.2 Main empirical specification
The main empirical analysis is carried out by regressing the number of square meter house size on

income, price, household characteristics, geographical and structure related variables. A major goal
of the analysis is to compare the results over time. Thus identical regressions given by equation (2.1)

are carried out for each of the five samples.

In(Size;) = By + BiIn(Income;) + B,In(Sq. meterPrice;) + a;INCdummy; +
BsChildren; + B,Adults; + BsElderly; + a, + a, + a, + ap +u; (2.1)

where

i= household.

r=1, 2, ..., 7 denotes region of household i.

p=1, 2, ..., 4 gives the category of populated area where household i is situated.

e=1, 2, ..., 6 denotes the level of attained education of the interview object household i.
h=1, 2, ...., 5 denotes the housing type of household i’s primary residence.
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In(Size;) = natural log of square meter house size.

In(Sq. meterPrice;) = natural log of the square meter house price.

1if household income is equal 900 000
0 otherwise

INCdummy; = {

Children;, Adults; and Elderly; gives the household number of children, adults and elderly
respectively.

A, Ap, Ay, Ae, Ay, gives the fixed effect of region, size of populated area, education and house type
respectively.

u; is the error term for household i. u; represent all other factors important to the household
demand for house size other than my explanatory variables. The error term should be white noise,

that is, uncorrelated with any of the included explanatory variables to avoid omitted variable bias.

After trying out different functional forms, the logarithmic was chosen for the regressand. Using
logarithmic functional form for strictly positive variables, often satisfy the OLS assumptions better
than using level variables. The interpretation of the effect of a change in an explanatory variable is
described as a constant percentage change in square meters demanded. This allows for a different
square meter impact from a change in income depending on the level of household income.
Heteroskedastic or skewed conditional distributions are often the case for strictly positive variables.
Using the logarithm of these variables may reduce or eliminate both of these problems. The
logarithmic transformation also makes the estimates less sensitive to outliers. Moreover, R? values
were on average 3-5 percentage points higher when taking the natural log of the explained variable,

indicating a better specified model (Wooldridge, 2012).

The effect of income on house size is given by the coefficient ;. As both the regressor and
regressand have a logarithmic functional form we interpret 5; as the elasticity of house size with
respect to real net household income, later shortened as the income elasticity. When this income
changes with 1 percent, house size demanded changes with 8; percent. INCdummy is a binary
variable set equal to 1 if household income is 900 000 NOK and 0 otherwise. The coefficient a; gives
the relative change in house size demanded for households with this income level compared to those

with income marginally below.

Also the price variable has a logarithmic functional form in equation (2.1). The interpretation of the
coefficient 3, is the elasticity of house size with respect to the square meter price, later shortened as
the price elasticity. 8, gives the percentage demand response on house size from a 1% change in the

square meter price.

25



The effect of one more child in the household on house size is given by 35. Since the variable appears
in its level form, can 5 be interpreted as the semi-elasticity of children on house size, which is the
relative demand change from an incremental change in the number of children. In other words, once
a child is added to the household, the demand for house size changes with approximately 100 - 35
percent. Same interpretation follows for 5, and 85, which give the relative demand change from a

member increase in adults and elderly respectively.

In the present analysis, regional dummies are applied with Oslo and Akershus as the reference
category. For the other regions, the binary variable equals 1 for households situated in that region
and 0 otherwise. In the model (2.1), regional fixed effects is given by a,.. The interpretation of the
parameter is the relative change in house size demanded when a household is situated in a specific
region compared to Oslo and Akershus. Again, multiplying the coefficient of the regional dummy with
100 provides us with the percentage change in house size demanded of living in that region

compared to Oslo and Akershus, all else equal.

Each category of populated area is also modeled as dummy variables with a,, as the fixed effects. The
parameter values in front of the dummy variables are interpreted in the same way as the regional
dummies, comparing the demand change to the reference group which here is living in a sparsely

populated area.

The relative importance of education is given by a,in equation (2.1). Primary and lower secondary
education is the base group, and the coefficients in front of the dummies for the other education

groups give the demand change for an individual in that group compared to the reference group.

Fixed effects of housing type is given by «a;,. Coefficients of the different house type dummies have
the same interpretation as the other dummy variables, giving the relative demand change of the

household living in that housing type compared to apartments which is the base group.
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5 Empirical analysis

5.1.1 Income elasticity

Reported income elasticity in my analysis is defined as the percentage increase in demanded house
size from a percentage increase in after tax household income. If income rises with 10% in 2001,
demand will increase with 1.36% as shown in in Table 5.1. Three years later, demand increases with
1.79% from the same income increase. The estimated income elasticity reaches its highest value of
0.279 in 2007 noticeable higher than all other years. Note that estimated coefficients differ
considerably for some variables in the sample from 2007. The last two sample years have identical
income elasticity of 0.207. Overlooking 2007, the estimates show a steady increase in the income
elasticity increase over time. Over the 13 year period, households seem to invest larger parts of their
wage increases into housing. The truncated income dummy coefficient gives the difference in
demand for households with income of 900 000 NOK to those marginally below (remember all higher
incomes above were set equal to 900 000). The estimated coefficient reaches its maximum value in
2004, where demand is 18.2% higher for the top income group. However, the data indicates no
changes over time as demand increases with 14 % both in 2001 and 2013. Even when more
households enter the top income group, as seen in Table 3.1, their collective effect on demand for

house size remains unaltered.

5.1.2 Price elasticity
The price elasticity of demand is on the other hand more stable. A 10% square meter price increase

lower the demand for house size with about 2.0 % both in 2001 and 2013, showing no constant
changes over time. Although the average square meter price sharply increases over the time period,
the negative demand response from a square meter price increase does not deviate in the estimates

of 2001 and 2013.

5.1.3 Household composition
The ceteris paribus effect from number of children on house size shows a clearly significant and

constant effect when 2007 is excluded. Overall, the demand increases with approximately 5.5% with
each additional child in the household. Looking at the estimated coefficients for the number of
adults, inform us of a steady decline in magnitude ranging from 7.4% in 2001 to 4.0% in 2013, all
significant at 5% significance level again excluding 2007. Continuing with the effect of the number of
elderly demonstrates an identical pattern. Demand for house size in 2001 increases with 10.0% with
each old member in the household, a number which falls to 7.2% in 2013. In summary, the effect on
house size from an additional adult and old member in the household is reduced over the time
period, but remains constant for an additional child. Again, the results from 2007 are excluded due to

low parameter values and less significance.
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5.1.4 Type of housing
Keeping all other variables equal, a strong effect on demand is shown if the dwelling is detached. This

should come as no surprise since detached houses on average of all years are about 90m? larger than
apartments. Table 5.1 shows that a household living detached demand 58.4% more square meters as
an average effect compared to living in a multidwelling house. The separate regressions exhibit small
deviations from each other, showing no sign of a time trend. Further, households with linked houses
demand more size compared to households living in apartments, ranging from 26.3% in 2013 to
32.7% in 2007, following a hump-shaped curve over time. Semi-detached houses demand roughly
the same percentage increase as linked houses, possibly slightly lower. All reported coefficients for
house types come out clearly significant different from zero with p-values less than 0.001 for all
sample years, emphasizing the importance of type of housing structure on the square meter
demand. Last category, showing other house types, comes out insignificant for all years except 2004.
Here a surprisingly high parameter value is found. However, only 15 individuals report living in other

house types, casting doubt regarding variable importance.

5.1.5 Region
Interestingly, most of the geographical location dummies come out significant different from zero

compared to Oslo and Akershus. This holds in particular for the three first sample years where
demand is, with one exception, significantly lower than zero (at 5%) for all regions compared with
Oslo and Akershus. The output tells us that regions including the largest metropolitan areas of Oslo,
Bergen, Stavanger and Trondheim have all higher demand. While on the other side, sparsely
populated regions like Nord-Norge and Hedmark and Oppland have lower demand than Oslo and
Akershus significant at 1%. The effect is largest in 2004 where a household, all else equal, demand

23.5% less square meters situated in Nord-Norge instead of Oslo and Akershus.

Intuitively, we can think of regions with less people and more free space also have larger dwellings,
something | also found for all regions comparing with Oslo and Akershus. Although, when controlling
for dwelling type and square meter house price the coefficients turn negative. In 2013, 33% of the
households in Oslo and Akershus live in a detached house whereas 43% live in an apartment. The
figures deviate substantially comparing with the other regions combined, where 65% of the
households live in a detached house compared to 15% in apartments. Another reason comes from
the large discrepancies in price level between regions. For instance, Oslo and Akershus the mean
price square meter price in 2013 is almost twice that of Nord-Norge. Hence, households demand for
a given house type and square meter price more square meters in the capital region than elsewhere
in the country. Further, measurement error in house size can result in too strong price elasticity in

the square meter price compared to the true value. Too high price elasticity in absolute value will
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push down the demand more in areas with higher price level. | will come back to the nature of this

estimation bias in Chapter 7.2.3.

Other reasons for higher demand include better job opportunities and other positive urban
externalities. Higher price expectations in the capital region, making buying a dwelling for a given
price a better investment is another possible explanation. Also regional divergence in prices of other
consumption goods can potentially increase housing demand in the regions where the prices are
lower. Few municipalities in Oslo and Akershus have enforced a voluntary property tax. Thus, the
demand, all else equal, is lower in other regions where the tax is more common. | will come back to
this issue later in the study. Last potential explanation come from how income for households above
the capped value of 900 000 NOK are distributed. In a case where households in Oslo and Akershus
have income levels far above the threshold, whereas other regions mainly lie just above would

implicate a negative demand effect of other reasons versus Oslo and Akershus.

The regional effect drops substantially for the last two survey years, and in 2012 the demand is only

10.3% lower in Nord-Norge. In 2012 and 2013, Vestlandet, Agder and Rogaland and Trgndelag are all
not different from zero at 5% significance level. The decline is largest for Agder and Rogaland, where
the demand in 2001 is 11.5% lower than the capital region, compared to a positive, though highly

insignificant, demand response for the two last years.

5.1.6 Size of the populated area
Particular households living in densely populated areas and cities have significantly higher demand

compared with households in sparsely populated areas. From 2001 to 2007, the effect is slightly
higher for densely populated areas with an average of 13.7% higher demand compared with 11.6%
for cities. In the description of the data material, | mentioned that a change in the information
collection from self-reported to register gave major changes in the distribution between the groups
for the last two survey years. In particular there was a strong movement from densely populated
areas to cities. The slope parameter for cities increases from 10.9% in 2007 to 13.2% in 2012 whereas
the effect of densely populated areas falls for both of the last two years, ending at 8.5% demand
increase in 2013. For the last two survey years ,the effect of the two groups have changed making
city dwellers demanding larger homes than those living in densely populated areas, everything else

equal.

Again, caution should be made due to the possible lack of comparability over time because of the
change from self-reported to register information. Also migration within the time period could affect

demand if a populated area changed category from 2001 to 2013.
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5.1.7 Educational attainment
Looking at the ceteris paribus effect of education, reveals a greater square meter demand for

respondents with higher education with the exception of 2007, where all estimates are insignificant
even at 10% significance level. The effect of education is highest in 2001, where an individual with
higher level higher education demand 19.0% more house size than respondents with below upper
secondary education. Interestingly, the effect drops sharply over the time period, excluding 2007,
ending with a 5.8% demand increase compared to the reference group in 2013. Lower level higher
education follows the same trend, although in lower magnitudes, with a demand increase of 11.5% in
2001 falling to 6.1% in 2013. A potential reason to my findings is the increase in higher education we
have seen in the descriptive statistics. As a consequence, the return to education falls as more
people get educated lowering the marginal benefit of education on housing demand. A somewhat
surprising result, however, is that the coefficients of long higher education are slightly lower than
short higher education in 2012 and 2013. For households where the interview object has a PHD or
doctorate, a fairly stable effect over time is found with an average of 12.5% higher demand than the
base group. Caution should be advised, as the variable is borderline significant at 5% and contains

only a few individuals.

5.2 Predicted demand over time
So far | have estimated the effect of a range of variables on the square meter demand for five

samples. Next concern of this thesis is to analyze the change in house size demand over the time
period given all the independent variables treated so far. Every household and house differs in their
characteristics, which naturally leads to different demand for all households. To measure changes in
the demand over time, the same values of the explanatory variables are inserted each survey year.
The reason for looking at identical households, income, price, housing structure et cetera, is to
separate out the effect of my explanatory variables from the other factors determining the demand

for house size.

A normal procedure is to insert mean values of the independent variables. This could be averages for
a given year, but in this analysis | use the overall average over the time period 2001-2013 given by
Table 3.1. There is of course not possible to have 0.7 kids or to live 10% in Nord-Norge but averages
are as a statistical identity valid. The average values are multiplied with the corresponding estimated
coefficient for the specific year. Next, all these values and the estimated constant term are
summarized into what the predicted demand for house size for that year. Specifically, equation (2.2)

is computed for every survey year. The predicted demand for house size for the five surveys is
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plotted together and presented in level form in Figure 5.1. This curve will be called the predicted

demand curve for the remainder of this paper.

In(Size;) = By + Biln(Income,) + B;ln(Sq.meterPricei) + a;INCdummy, +
BsChildren, + B,Adults, + BsElderly, + @, + a, + a, + ay (2.2)

We have already seen that average number square meters increase with 8.4m?* between 2001 and
2013. In the case of a downward sloping predicted demand curve, would changes to the right side
variables explain more than all of the increase in square meters, leaving other variables and
preferences demanding less size combined. A flat curve indicates that the whole size increase can be
explained by changes to the independent variables of my analysis. Finally, a positive slope tells us
that given all the included variables, demand increases showing that other factors than those

included in the regression are of importance to why households buy larger dwellings.

Figure 5.1 Predicted demand given all explanatory variables
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At first look, we see that the predicted demand for house size rises every sample year, ranging from
111.9m” in 2001 to 126.3m” in 2013, leaving a total increase of 14.4m” or an average of 1.21m? per
year. The magnitude is largest between 2001 and 2004 with a yearly increase of 1.82m”. Between
2004 and 2007, demand increases with 1.77m? per year but falls down to a 0.62 m” increase between

2007 and 2012. Between the two last surveys with only a year apart we see a 0.73 m? increase. In
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brief, there is a quite large but diminishing increase over the period with a small upturn last survey
year. Still, every year the actual increase in mean house size is larger than what can be explained by
the explanatory variables of my analysis, indicating that there are other factors explaining the growth

in the number of square meters house size. Potential other factors are discussed in the next section.

5.3 Macroeconomic variables and preferences

There are many elements affecting households in their decision in which home to buy. Some of these
are macro variables which are equal for all households, thus not possible to include in a cross
sectional analysis. Following, | present the in my opinion most important factors of demand with
particular concern of any changes over the 13 year period that potentially can explain movement in

the predicted demand curve in Figure 5.1.

5.3.1 The role of interest rates

Arguably a factor of major importance to the housing demand is the interest rate as it determines
the actual cost of buying a house through the real mortgage costs. The real interest rate matters
even if the dwelling is financed by savings as it represents the opportunity cost of investing in
housing. In other words, a lower real interest rate, all else equal, raises the ability to pay for a house,
thus increasing demand. The positive demand effect for households from a reduction in the real rate
increases with the level of debt. Renters and other individuals not owning their dwelling are net

losers as mortgage rates go down and housing prices increase (NOU, 2002).

First, | try to isolate the part of the interest rate which matter for households’ housing demand. |
have used the private average loan rate of private banks subtracted for debt deduction and
inflation®. By studying the time period of current concern, we see that the average real interest loan
rate of the private banks fell from 3.19% in 2001 to 2.88 % in 2004 (SSB, 2015d). In addition, inflation
was at 3.0% in 2001 compared to only 0.4% in 2004, widening the interest rate differential only
looking in nominal terms. The interest rate reduction between the two first survey years is arguably

an important explanation for the sharp increase in predicted demand seen in Figure 5.1.

Even when the rate increased to 5.18 % in 2007, there was a strong demand increase. Then again,
the rate falls to 3.18% in 2012 in a period with relatively low demand growth. For 2013, the nominal

rate remains the same, but lower price growth leaves the real interest rate at 1.88 %.

® In order to isolate the real interest rate subtracted for debt deduction, the real interest rate is computed in
this way: (Nominal rate);«(1-0.28) - (inflation);, where i = year.
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5.3.2 Unemployment
Another macro variable of potential importance for the demand for house size is the unemployment

rate. A person without a job is, most likely, not in a position to buy a larger home. Intuitively, high

rates of unemployment reduce the aggregated housing demand.

The rate of unemployment is here given as the number of unemployed persons as percentage of the
labor force collected from SSB’s labor force survey (AKU). Looking at the rates, we see an increase in
unemployment from 3.3% in 2001 to 4.2% in 2004". Separately, higher unemployment should have
reduced housing demand contrary to the effect observed for the predicted demand in Figure 5.1.
However, in 2007, the rate was down to 2.6% which is a reduction of almost 50 percentage points in
3 years. Thus, the considerable fall in unemployment is a plausible explanatory factor for the
predicted demand increase between 2004 and 2007. Last two survey years, the unemployment rate
rose to 3.1% and 3.5% in 2012 and 2013 respectively. Higher rates seem sensible with the lower

demand growth seen in the last part of the time period.

5.3.3 Expectations about the future
High unemployment rate can negatively affect demand by reducing expectations regarding the

future. An explanation for the low demand increase from 2007-2012 is the global financial crisis that
started late 2007. The Norwegian market was not as severe hit as other markets, and an expansive
financial policy was practiced by the government to avoid a serious recession. The housing prices fell
the first half of 2008, stabilized in 2009, but have increased since then (SSB, 2015b). As seen is the
predicted demand growth at its lowest between 2007 and 2012. Fundamental factors and the fall in

expectations are valid reasons for lower housing demand this period.

Regarding owner-occupied housing only as an investment, highlights the importance of future price
expectations. Higher price expectations increase the value today making housing a better
investment, boosting the willingness to pay for a given price. Periods with high price growth may
positively affect households’ price expectations, thinking that the prices will continue to go up.
Hence, observed tendencies in the market often overcome fundamental factors like building cost in
the price determination (Case, Quigley, & Shiller, 2003). Dusansky et al. (2010) found in some “hot”

markets an upwards sloping demand curve in its own price indicating higher demand when prices go

up.

Moreover, the interest rate and expectations often go in opposite directions. Economies with high

aggregate output should have high interest rates to dampen an over-heated economy. In Norway,

4 Figures are seasonally adjusted and given as first half year averages to correspond with the time of survey
(SSB, 2015a).
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however, interest rates are currently at a record low much because of external factors while the
price expectations are high. The Norwegian central bank decided to maintain the interest rate at 1.25
% at its meeting 19.3.2015, surprising a market that expected a fall. The reason the rate was kept
constant was mainly the fear of the galloping house prices causing financial instability (Singsaas,

2015).

5.3.4 Credit availability

From the late 1980s to the early 1990s, Norway suffered under a serious banking crisis. The crisis was
mainly caused by losses in commercial and saving banks following a price collapse in the housing
market. The crisis peaked in 1991, a year where the banks faced total losses of 20 billion NOK and the
unemployment rate was almost as high at 6 %. As a consequence, some banks had to close down
while others were forced to merge. Moreover, the government had to guarantee for private banks’

liabilities and, in some cases, banks were put under administration (Krogh, 2010).

In order to limit market risk of default, the Norwegian authorities raised in 1998 the risk weight from
50% to 100% for mortgages with a loan-to-value ratio from 60% to 80%. As a result, the demand for
credit was somewhat reduced. This policy was reversed in 2001 boosting the credit availability of
households. Following the Basel Il accords’ implemented 2007, were risk weights reduced further
making house loans cheaper and more available (Krogh, 2010). The reduction of risk weights has
given an impact on the households’ level of debt, seen in 2007, a year when 41 percent of existing

homeowners increased their mortgage (Vatne, 2009).

In the mid-2000s, “flexible mortgages” (rammeldn) got more popular providing flexible credit for
homeowners to spend home equity more freely at a given mortgage constraint. This has contributed
in making the housing asset more liquid (Krogh, 2010). The households’ ability to pay has increased in
the present time period through the increased credit availability. As the changes mostly happened
over time there is not easy to pinpoint the exact increase in the predicted demand curve, however,

more lenient lending policies have arguably been a substantial drive of the growing demand.

On the other hand, The Financial Supervisory Authority (Finanstilsynet) implemented a normal
requirement of 10 percent equity on mortgages secured on the dwelling. This requirement rose to 15
percent in 2012 after concerns about the financial stability. There have been discussions about how
strict these requirements should be interpreted and The Norwegian Minister of Finance, Siv Jensen,
called for a more flexible interpretation of the 15 percent equity requirement with particular concern

for the first time buyer’s problem entering the market. Most recent, Siv Jensen wrote a letter dated

>A set of international banking regulations put forth by the Basel Committee on Bank Supervision.
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6.March 2015 asking The Financial Supervisory Authority for measures to dampen the fast growing
house prices and levels of household debt. Their response called for stricter regulation and follow-up
action, tightening the banks’ flexibility in the lending practice including the interpretation of the 15

percentage rule (Baltzersen, 2015).

5.3.5 Taxissues

Another component that may increase housing demand is the tax advantage by investing in housing
compared to other capital assets. In Norway, interest payments on private debt are subject to tax
deductions (rentefradrag). For all the years | have data, taxes were deducted with 28% of the debt

payments. However, the rate was reduced to 27% as of 2014 (Finansdepartementet, 2013).

Earlier, a tax on income from owner-occupied housing was implemented in Norway. Income from
owner-occupied housing represents the amount the owner would have to pay if he rented his own
house. The net housing income was interest rate payments and other housing related expenditure
subtracted. For simplicity, net housing income was set as 2.5 % of the assessed house value
(ligningsverdi) which is set maximum at 30% of market value. This value subtracted from a tax free
allowance (bunnfradrag) was subject for taxation. The political foundation of the minority
government lead by Kjell Magne Bondevik, also called the Sem-declaration, promised a removal of
the income tax from owner-occupied housing. The law was implemented from the beginning of 2005.
Also rental income of the primary residence became tax free under the condition that less than half
of the structure was rented out. Justification was made on the grounds that the tax hit different
types of houses arbitrarily, especially favoring older dwellings where price growth not were taken

into consideration (Finansdepartementet, 2004).

In order for a better redistribution through the tax system, a wealth tax is implemented in Norway.
The tax is levied on all personal assets including owner-occupied housing. Lower taxes are imposed
on housing since the value of the dwelling is given by the assessed house value which on average
counts for 25% of market price for the primary residence. Hence, owner-occupied housing is favored
as a capital asset since other assets like stocks and bank deposits are valued at market price
(Finansdepartementet, 2009). In 2001 and 2004, the state levied tax on wealth between 120 000
NOK and 540 000 NOK at a rate of 0.2%. Higher wealth was taxed at 0.7%. There is also a municipal
wealth tax, which was set at 0.7% of wealth above 120 000 NOK for the two first survey years.
Although the same rates were in force also for 2007, the tax free allowance slightly increased
(Skatteeaten, 2015). In 2010, the tax was changed substantially raising the tax free allowance to
700 000 NOK for both the state and local tax, and changing to an area based system for assigning

assessed house value. Total tax relief was estimated to be 760 million NOK and only 17% of the tax
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payers would pay wealth tax compared to 30% in 2005 (Finansdepartementet, 2009). Also for the

two last survey years, the tax free allowance increased further (Skatteeaten, 2015).

A task to determine the total effect on demand from the modification in the wealth tax is
complicated by the presence of both an income and a substitution effect. Households which either
paid no tax before or always paid the tax are not affected by the changes as the tax rate remained
stable at 0.7%. However as the tax free allowance increase, more households avoid the tax, thus
lifting their housing demand because of higher disposable income. On the other hand, other financial
assets will no longer be disfavored versus owner-occupied housing, shifting demand towards stocks
and bank deposits, at the expense of housing, lowering the demand. A task to analyze which of the

two effects that dominate is beyond the scope of this text.

There exists a local voluntary property tax decided on by each municipality. Yearly tax rate is fixed
between 0.2% and 0.7% of market value decided on by each municipality. In 2001, 53% of all
Norwegian municipalities enforced a property tax on owner-occupiers. The percentage increased to
63% as of 2007, whereas 77% or 329 municipalities had a property tax in 2013 (Refling, 2013). There
seem to be a constant trend toward more property tax, which all else equal reduce the housing
demand. An implication of the municipal property tax is that it might affect the regional dummies of
my analysis. In a region where many municipalities have enforced property tax, might negatively
affect the estimated coefficients of that region. Oslo and all of the municipalities in Akershus with the
exception of three have no property tax, which potentially bias the estimates of all regional dummies

downwards compared to a situation where property tax is controlled for (Refling, 2013).

5.3.6 Preferences and neighborhood effects
As already mentioned does “taste” account for an important component of the housing demand.

According to Torstein Veblen, large homes are a way of showing off status, thus, all else equal,

increasing preferences of housing higher than the actual need.

Housing preferences, although undoubtedly important, are hard to measure and highly correlated
with other variables like income. A task to quantify the effect of preferences for house size and
neighborhood effects in Norway are beyond the scope of this text. Still, a change in “taste” for more
space and influence from neighbors may account for some of the increase in the predicted demand

curve that is not explained by macroeconomic factors.

5.3.7 Macroeconomic variables and the housing demand
In order to get an overview over how the macroeconomic variables may have affected the demand

throughout the time period, | have constructed a table displaying main findings. Table 5.2 shows how

changes to the discussed factors may affect housing demand. Particularly, the interest rate might
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explain why predicted demand jumps from 2001 to 2004. Also higher expectations and more

available credit are believed to boost demand in this period. Demand grew from 2004 to 2007 even

with higher interest rates which could have been caused by an almost 50% cut in the unemployment

rate as well as higher expectations. Low demand growth from 2007 to 2012 is thought mainly to be

caused by lower expectations caused by the global financial crisis as the other variables indicate

higher demand. Lower real interest rate from 2012 to 2013 can be one explanation why demand has

increased in the last period.

Table 5.2 Effects of macroeconomic variables on the housing demand

Variable

2001-2004

2004-2007

2007-2012

2012-2013

Comments

Real interest

rate

+

(2.9% in 2004)

(5.2% in 2007)

+

(3.2% in 2012)

+

(1.9 % in 2013)

Positive sign when the rate

falls.

Unemployment

(4.2% in 2004)

+

(2.6% in 2007)

(3.1% in 2012)

(3.5 % in 2013)

Positive sign when rate

falls.

Expectations + + & + Assuming positive
expectation in periods
with price increase.

Credit + + (+) There has been a tendency

availability (reversing (further (Implementation of towards more lenient

higher risk reanctones 1554 ety o lending including
weights from risk weights mortgage) implementation of flexible
1998) following Basel mortgages.
1)
Tax system + An increasing tax base for

(elimination of
tax on housing

income)

property tax reduces
isolated demand the

whole period.

Positive sign stands for higher demand.
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5.4 Shift analysis

As shown in the descriptive statistics part, several of the explanatory variables like income, prices
and household characteristics change over time. Household incomes have increased substantially
and house prices have gone up, while household size is reduced. This part analyses if changes to any
of these or to other included explanatory variables can explain the observed increase in square
meter house size. | start with determining the importance of changes to the right side variables
combined by comparing the predicted demand curve with the plotted average square meters for
each survey year. Next, the relative importance of changes to income, price and household

composition on demand is studied separately.

5.4.1 Changes to the explanatory variables combined
First, separate but identical regressions are preformed every sample year with all explanatory

variables included. Specifically, (2.2) is again computed, identically as done in Chapter 5.2.

In(Size;) = Bo + Biln(Income,) + B,In(Sq.meterPrice,) + a;INCdummy, +
B;Children, + B,Adults, + BsElderly, + @, + a, + @, + ay (2.2)

Inserting for averages of all explanatory variables over the time period given by Table 3.1 yields an
identical predicted demand curve to that in Figure 5.1. Again, we find the number of square meters
demanded each survey year for a household with identical characteristics, income, price, house type
and geographical location. Note that the household weight is dropped from this analysis, leading to
somewhat higher square meter values compared to Figure 5.1. However, the relation between the
predicted demand of each survey year remains unaltered. The predicted demand curve and plotted

average square meter values are presented in Figure 5.2.
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Figure 5.2 Predicted demand controlled for all explanatory variables graphed with average square meters
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Looking at changes over the 13 year period, the predicted demand increases more than the actual
mean in square meters. Specifically, given household characteristics, income, price, structural- and
spatial components, the increase in square meter house size over the period is 14.9m” compared

with the actual mean increase of 10.1m? Thus, the predicted growth in square meter house size is
4.8m”higher than the actual observed average growth in square meter house size. In other words,

demand for house size given outside the model or unexplained demand increases over time.

A higher increase in predicted number of square meters than in the actual observed house size
suggests that there have to be some change to the explanatory variables over the time period and
how they affect house size. Looking at (2.2), this has to be apparent in either the estimated constant
term or in the estimated coefficients, since identical average values are inserted for all sample years.
For simplification, | say that the demand for square meters inherent in each level of the explanatory
variables combined, differ depending on year. When controlled for the explanatory variables, the
demand increase is higher than what is actually observed. This indicates that there have to be some
changes to these variables over the time period that in combination reduce demand to what is
actually observed. Figure 5.2 suggests that the demand inherent in each level of the independent
variables combined is 4.8m? less in 2013 than in 2001. Rather than explaining the square meter
increase, changes to the explanatory variables over time instead seem to dampen the increase in

explained demand. So far we have only looked at the impact of changes to right side variables
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combined. In the next section, however, the relative impact on demand from each of the most

important independent variables is studied separately.

5.4.2 Changes to income and prices
In order to separate the effect of increasing income on demand, a simple regression with income as

the right side variable is estimated and the predicted demand given by equation (2.3) is computed
for each survey year. Similar to previous analysis are the average values over the time period

inserted for each year. Plotting the predicted house sizes together gives us a predicted demand curve

for income.

In(Size;) = my + TiIn(Income,) (2.3)
In(Size;) = yo + )ﬂln(Sq. meterPricei) (2.4)
In(Size;) = 8, + &,In(Income,) + @ln(Sq. meterPricei) (2.5)

Further, (2.4) is computed treating square meter price as the sole explanatory variable. Finally, a
multivariate regression with income and price together is run and predicted values are computed by
equation (2.5) following the same procedure. Also, the average number of square meter house size is

included. All curves are graphed in Figure 5.3.

Figure 5.3 Predicted square meters controlled for income and price
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The average values simply state the mean square meter for each year ignoring how price and income
affect the demand in a given year. By controlling for income we get the predicted house size for each
survey year if income was fixed. In this case the number of square meters is reduced with 5.5m? from
2001 to 2013. However, the actual increase in house size is 10.1m”which is 15.6m?” higher than given
by the predicted demand curve for income. A higher actual demand indicates that the demand
inherent in households' level of income in 2013 is 15.6m? higher than in 2001. This finding should
come as no surprise since there has been a steady growth in real income, as we have seen in the
descriptive statistic part. In addition, as we saw in 5.1.1, the income elasticity increases over time.
The fact that higher demand follows as a consequence of both higher income level and higher

income elasticity seems natural.

Considering the square meter house price in a univariate analysis yields opposite results. When
controlling for the square meter price, we find a constant increase in predicted demand. In total,
predicted demand increases by 26.2m” from 2001 to 2013, 16.2m?” higher than the actual demand. A
lower actual number of square meters observed shows that households face prices in 2013 that
lower their demand with 16.2m” compared to the price level of 2001. As seen in the empirical
analysis, the price elasticity does not deviate much for the different years. Hence, the increasing

square meter prices seen in the period negatively affect the demand for house size.

Finally, computing (2.5) creates a graph closer to the graphed average. The predicted demand curve
lies below the average for the first two years and slightly above for the last two. In the latter years,
both price and income seem to matter a lot, evident by the discrepancy between the predicted
demand curves controlled for price and income, indicating the importance of increasing house prices
and higher incomes on the number of square meters demanded. However, the effects are contrary
to each other, resulting in only small deviations from average values when both are included in the
regression. Said differently, income and price changes are not explaining the increased house sizes
seen in the period. Specifically, once controlled for both price and income the total increase in
households' demand is 1.5m” higher in 2013 than in 2001. Instead of explaining the increased
demand, price and income changes over the period combined decrease the demand slightly,
indicating a marginal domination of the price effect. Note that the income effect might be
underestimated since the income variable is truncated and increases in income above the capped

value will not be picked up by the model.
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5.4.3 Changes to household composition

In(Size;) = Ay + A;In(Income,) + Zln(Sq.meterPricei) + 2A;Children,

+ A,Adults, + AsElderly, (2.6)

To reveal the effect of changes to household composition on demand, the number of children, adults
and elderly is included in the regression with price and income. Predicted demand is found by
computation of equation (2.6). The predicted house sizes are graphed over time in Figure 5.4
together with mean values. Also, the graph for predicted demand from the regression with income

and price given by (2.5) is included in the figure.

Figure 5.4 Predicted demand controlled for income, price and household composition
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Summarizing over the time period shows a 10.1m”increase in mean square meter values from 2001
to 2013. Once controlling for price, income and household composition, the demand increases with
17.1m> The unexplained demand increases with 5.5m” as an isolated effect when | control for
household composition. Interestingly, instead of explaining the observed demand increase, changes
to price, income and household composition call for lower house size demand, increasing the
unexplained demand in the model. More precisely, households have characteristics, income and face
prices in 2013 that demand 7.0m” less compared to 2001. As already discussed, the household size is
reduced over the time period, giving a plausible reason why the demand for housing inherent in the

composition of the household is lower. However, lower marginal effects of adults and elderly over
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time go in the direction of lower estimates. Although this effect decreases the importance of
household composition, the tendency of lower parameter values for adults and elderly is not as clear

in the simple regression as in the main analysis.

5.4.4 Changes to other explanatory variables
The shift analysis was carried out for all explanatory variables by including each of themin a

regression with price and income. The main result of this process reveals that changes to these
variables and their separate effects on house size had low impact on demand compared to the ones
already treated. Although they are not all elaborated on separately, figures are included in the
appendix. One of these is the effect of education, which remains constant even as educational
attainment increases considerably. A plausible explanation is the lower marginal effects of education

already discussed.

A surprising finding, however, comes apparent once dummies of dwelling type are included in the
regression with price and income. Summarizing over the time period shows a slightly lower predicted
demand increase than the increase in actual values, that is, lowering the unexplained demand once |
have controlled for house type. | find these findings counter-intuitive since there has been a trend
from detached toward multidwelling houses in the sample period. One would think that households
in 2013 live in housing types that demand less square meters than in 2001 controlling for income and

price but findings indicate that they demand 1.6m” more as seen in Figure A.1.

Finally, a caution should be made regarding this method. By excluding important explanatory
variables in the regressions, as done in this chapter, may bias the estimated coefficients. As already
mentioned, the marginal effect of adults and elderly in the full model was reduced over time.
However, in the simpler model with price, income and household characteristics as the only right
side variables, this decline in parameter values was not as apparent. As a consequence, the demand
reduction that most likely is caused by the trend towards smaller households may be weaker than
the true value. For the other variables, estimated coefficients were similar and showing the same
trends as the main empirical analysis. Later, the problem with omitted variable bias will be discussed

more generally.
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6 Correct-sized dwellings

6.1 House size demand for correct-sized dwellings
A mentioned problem with the housing market is that actors do not act according to their underlying

demand because of high information cost and psychological costs of moving. In the survey on living
conditions, one of the questions sounds: “How does the house size fit you?”. The response

”n u

alternatives are “too large”, “correct-sized” and “too smal

I”

. The answer distribution for the surveys
in 2001, 2004, 2007 and 2012 are given by Table 6.1. In 2001, 11.1% or 242 households answered
that they live in a too small sized dwelling which is about the same percentage as of households
reporting living too large. This distribution is fairly stable over time although a higher percentage of
households report they live too large for the other years. In 2012, 8.7% say they live too small while

12.4% report they live too large.

Table 6.1 Household opinion of house size

2001 2004 2007 2012
How does the house size fityou?  Frequency Percentage Frequency Percentage Frequency Percentage Frequency Percentage
Correct-sized 1784 71.1% 1906 71.0% 1832 76.8% 3448 78.8%
Too large 257 112% 27 12.8% 255 12.1% 398 12.4%
Too small 242 11.1% 301 10.3% 263 11.1% 505 8.7%

Note, this question regarding house size is not asked as a part of the 2013 survey, thus this year is dropped. Numbers are reported as
number of households and as the percentage of all households. The household weight is applied.

Households living too small or too large both consume another amount of square meters compared
to what they ideally demand. Here ideal demand is defined as the house size they would demand if
the household could move into a right sized dwelling. By looking only at right sized dwellings make us
closer to identification of households’ ideal demand since those that want to live in another sized
house are dropped out of the sample. As a consequence higher estimated coefficients may be
expected as seen in the literature with other approaches, for instance only looking at recently moved
persons (R. K. Green & Malpezzi, 2003). Households not acting according to their ideal demand may
take house size decisions on other grounds than what suggested by my theoretical model. By
dropping these observations may remove noise in the model, thus produce stronger effects in
absolute value of the estimated coefficients. | test if the effects of my explanatory variables are
different when excluding households that do not feel they live in a correct sized dwelling.
Considerable changes in estimates indicate that these “wrong-sized” dwellings bias my results

casting doubt on my main findings.
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Intuitively, of the families living cramped there is an overweight of households with children while
older people stay in their large houses after kids move out making them overrepresented in the too
large category. This tendency is found in the dataset for 2012, where 25% of the single parent
households and 23% of couples with children aged 0-6 respond they live too small. Also about 20% of

the 45 years and older answer they live too large (Sandlie & Grgdem, 2013).

A regression with the main empirical specification given by equation (2.1) is run but dropping all
observations from households living either too small or too large. Estimated coefficients, standard
errors and p-values are given in Table 6.2. In addition, output from the main analysis of 2012 is
included to ease the comparison. The ceteris paribus effect of number of children increases with 3-4
percentage points for all years once the wrong-sized dwellings are dropped from the samples.
Estimating the model dropping too large and too small observations separately indicates that the
increased demand effect of number of children mainly come from dropping households living in too
small dwellings. Also, about a percentage point increase arise from dropping the too large group,
similar effects all years. Moreover, effects of adult and old on demand are also higher than the main

analysis although in smaller magnitude compared with children.
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Another difference by looking only at correct-sized dwellings is the reduced effect of other house
types versus apartments for all years. The decrease is largest for detached houses where a household
demand 7.5 percentage points less size only looking at correct-sized houses in 2012. Also the other
house types experience lower effect compared to multidwelling houses, similar effects all years. Here
the impact is largely driven by removing too large sized houses from the samples. Mean square
meter house size deviate substantially depending on how respondents report their opinion on house
size. Interview objects who answered they live too large have an average house size of 183.5m?” in
2012. This number drops down to 136.2m? for correct-sized and to 102.2m? for those who answered
too small. Moreover, the reported opinion on house size is largely reflected in the housing type of
current dwelling. Only 38.2% of households who report living too small have a detached house
compared to 83.7% for too large. Thus, removing large and detached houses from the sample

reduces the demand effect versus apartments.

On the whole, comparing estimates for right-sized households with the main analysis reveals that
size of households becomes a more important component of demand looking at all years. Moreover,
all house types lower their demand response versus apartments. Still, the other parameter values

only changes marginally showing robustness of my main result.

6.2 Shift analysis for correct-sized dwellings
A replication of the shift analysis shown in Figure 5.4 is carried out only looking at right-sized

dwellings. If the shift analysis for households living correct-sized looks similar to the one including all
households, this is an indication of strength of my main model. Hence, demand for house size is not
determined by households living wrong-sized making their demand decision on other grounds than

by my model.

In(Size;) = Ay + A;In(Income,) + Zln(Sq.meterPricei) + 2A;Children,

+ A,Adults, + AsElderly, (2.6)
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Figure 6.1 Predicted demand for correct-sized dwellings controlled for income, price and household composition
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None of my conclusions change by dropping the wrong-sized dwellings in the shift analysis displayed
in Figure 6.1. The predicted demand of income, price and household composition, given by equation
(2.6), increases with more than the average square meter values, that is, an increase in unexplained
demand, equivalent to what we saw in Figure 5.4. Changes to price, income and household
composition increase the unexplained demand with 6.2m? from 2001 to 2012 for right-sized
dwellings compared to an increase of 6.7m?” looking at all households. As a consequence of only
minor demand changes, we see that the importance of income, price and household composition
changes are not driven by households in disequilibrium acting far from their ideal demand. Other
shift-analysis was preformed looking at changes to the other explanatory variables for correct-sized

dwellings. However, none of the conclusions changed, thus not elaborated on further.
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7 Econometric challenges and limitations

7.1 Omitted variable bias

7.1.1 Quality and the age of the structure

In the current analysis, no variables describing the quality of the dwellings are included. Naturally,
the quality of the house impacts the decision of how many square meters to acquire. Specifically, for
a given house size the square meter price will increase with the quality of the dwelling, all else equal.
A potential variable capturing quality is the age of the dwelling. In an old house, maintenance is
costly, making the dwelling for a given price less attractive. Other reasons favoring a newer house
include more favorable design, superior floor plan and more practical solutions. | here assume a
negative correlation between the demand for house size and the age of the dwelling. Correlation
between number of square meter demanded and age of structure is isolated not a problem.
However, an omitted variable bias arises when there is correlation between the age of structure and
other explanatory variables. In this case, the zero conditional mean assumption for OLS no longer

holds. With k independent variables we get that:
E(ulxq,x3, ..., x,) #0

Here, the age of structure will be in the error term and any correlation between included variables
will break the assumption. Of particular concern is the correlation between square meter price and

age of the dwelling. As a simplification we assume the true regression is given by:
In(KVM;) = By + B1In(PriceKVM;) + B,AgeDwelling; + u;

Instead we estimate a simple regression with price per square meter as a sole independent variable.

The OLS estimator for the price coefficient can be shown to equal:

E(E) = B+ B4

8 is the estimated regression coefficient in a regression between square meter price and age of the
dwelling. Also, this coefficient is assumed to be negative as the factors affecting the demand for
house size also affect prices. We get that E(Z?D > f3,. Since both S, and § are negative, OLS will
estimate the price elasticity to be less negative than the true value. In other words, the OLS
estimator is, under the assumptions made, potentially biased towards zero, showing lower price

elasticity than the actual value. A caution should be made regarding the direction of the bias in my
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main model as pairwise correlation between the explanatory variables can affect the direction of the
bias (Wooldridge, 2012). Unfortunately, no variable giving the age of the structure was found in the

data sets.

A way to incorporate the quality aspect into the price is by running a hedonic regression. As
described by Zabel (2004) is the price run against variables describing the quality of the dwelling
including age of the structure, number of rooms, bedrooms, bathrooms et cetera. A new adjusted
square meter variable could have been constructed. First, by including the number of square meter
house size alongside quality variables on the right side in a regression with price as left side variable
will let us estimate the importance of size and quality on the price. Then each quality variable is
weighted with its importance versus size on the price given by the hedonic regression. Adjusted
number of square meters is given by house size and weighted quality variables. As a result, dwellings
with favorable treats that increase their price have a higher number of adjusted square meters. | was
unable to use an adjusted square meter as my dependent variable because of the limited choice of

quality variables in the data sets.

7.1.2 Other variables
The danger of omitting important variables is a lingering issue in regression analyses. Other variables

that may cause problems of endogeneity are preferences or unobserved heterogeneity in general.
When preferences for house size are systematically correlated with included variables, an omitted
variable bias of the OLS estimator follows. Unobserved heterogeneity is a general problem with cross

sectional estimation that could potentially been solved with panel data (Wooldridge, 2012).

7.2 Measurement error
When there are discrepancies between the theoretical correct variable and the one we observe, then

our model contains a measurement error.

7.2.1 In explanatory variables
Measurement error in an independent variable can be a serious problem if the error is uncorrelated

with the true unobserved explanatory variable, also called the classical errors-in-variables (CEV). In
the presence of CEV, the measurement error is correlated with an included explanatory variable,
violating the zero conditional mean assumption. Estimation bias for the OLS estimator due to CEV is
called the attenuation bias. A consequence of this type of bias is that OLS underestimates the
absolute value of the coefficient which has a measurement error. The direction of the bias is towards

zero, making the estimator less significant (Wooldridge, 2012).
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An example of this type of measurement error already discussed is the use of current rather than
permanent income. If permanent income enters in the true model, OLS underestimates the income
elasticity of house size demand. Specifically, current income underestimates the effect of a wage

increase on the demand for house size.

7.2.2 Inthe dependent variable
There is a possibility that some households report an incorrect number of square meters house

size. The observed house size is given as:
Size = Size* + ¢

where Size™ is the true unobserved number of square meter house size and € is the measurement
error. In order for OLS to be an unbiased estimator, there can be no correlation between the
measurement error and the error term, assuming no measurement error in the explanatory
variables. A normal assumption states that the measurement error in the depended variable cannot
be correlated with any of the included variables. As a consequence, the conditional expectation of

the measurement error on explanatory variables is zero.
E(elxy, %2, ., x,) =0

Under this assumption, measurement error in the dependent variable gives no bias for the OLS
estimator. The only consequence relates to the variance of the error term, which increases by the

inclusion of the measurement error (Wooldridge, 2012).

7.2.3 In the price elasticity
In my analysis, the assumption regarding no correlation between the measurement error in number

of square meters (&) and explanatory variables does not hold. The reason for this lies in the price
variable as it is constructed from the dependent variable. A measurement error house size will be

correlated with price per square meter.

Assumed market price  Assumed market price

Sg.meterPrice = =
1 Size Size* + ¢

If a household reports larger house size than the real value () then the square meter price will be
lower than the true value. On the other hand, undervaluation of house size (e ) positively affects
the square meter price as the house price is divided by a too small house size. In other words, the
relationship between square meters demanded and the price per square meter becomes more
negative in the presence of measurement error in house size. As a result, estimated price elasticity

will be more negative compared to a situation without measurement error in house size.
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However, measurement error in the assumed sales price will be positively correlated with the square
meter price. Under the assumptions for CEV, measurement error in the sales price will bias the price
elasticity towards zero. On the whole, measurement error in both the house price and number of
square meters affects the estimated price elasticity in opposite directions, leading to an ambiguous

direction of the bias.

A possible solution to the problem of endogenous square meter price is by using instrument variable
(IV) estimation. Here we use another variable as instrument for the square meter price which is not

subject to the measurement error mentioned. The instrument needs to fulfill two requirements:

Cov(z,u) =0
Cov(z,Sq.meterPrice) + 0

The exclusion restriction states that instrument (z) needs to be uncorrelated with the error term. In
addition, the instrument needs relevance, that is, correlation between the instrument and the
variable being instrumented is required (Wooldridge, 2012). A potential instrument could be the
average square meter price for each region, size of populated area and housing type. IV-estimation
should fix the exact problem of measurement error in the square meter price caused by incorrectly
reported number of square meters. However, there could also be measurement error in using

average square meter prices.

7.3 Other remarks

7.3.1 Heteroskedasticity
Another OLS assumption states that the error term has a constant variance given all the explanatory
variables:

Var(u | xq,%x5,...,x,) = 02 < o

If this assumption holds, we can say that the error term is independent and identically distributed, or
homoscedastic. Even with heteroskedasticity, OLS is an unbiased estimator for the true coefficient.
However, OLS no longer is the best linear unbiased estimator (BLUE), since the variance tends to be
higher. Another consequence is that the normal methods of interference no longer are valid because
of the affected variance. A common way to correct for heteroskedasticity is by using robust standard
errors where the squared residuals of the regression (i1?) are inserted for variance of the error

term(o}) (Wooldridge, 2012).
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To study whether heteroskedasticity is a problem in my analysis is complicated by the household
weight. The weight assigns lager importance to observations with few adults. Using robust standard
errors also adjust the weighting of observations by giving less weight when the disturbance variance
is high. In fact, using weights allow us to solve the problem with heteroskedasticity also called
Weighted Least Square (Williams, 2015). The classical ways to test whether heteroskedasticity is
present does not allow for probability weights. There is a possibility to weight each variable in order
to adjust for heteroskedasticity and keeping the household weight, but the process is tedious and

beyond the scope of this text.

7.3.2 Net versus gross income
As already mentioned, the income variable for some years is truncated, affecting the mean values.

There is also a potential endogeneity problem in using after tax income. Because of tax deduction
will the size of the mortgage affect the after tax income. Specifically, by comparing two households
with the same gross income, a highly indebted household will have larger after tax income than a
household with lower debt, all else equal. Hence, net income is correlated with level of debt, which

may in turn matter for house size.

On the other hand, gross income does not give a precise measurement of the disposable or
permanent income, which is the variable of interest. The measurement error is given by the
discrepancy between gross income and the true income variable affecting the income elasticity. In
order to use an income variable closer to the true value, after tax income was chosen in spite of the

endogeneity problem mentioned.

54



8 Conclusion

The purpose of this thesis is twofold. First goal is to identify which factors determine the owner-
occupiers’ demand for house size. Second task is to explain why the average number of square

meters has increased from 2001 to 2013.

House size is only one of many components a household considers when buying a house. Still, house
size is an important element of the housing package and can be understood as a housing service. A
theoretical model is presented showing how a household maximizes its utility under a budget
constraint. An equilibrium house size is found graphically, where the optimal size increases with
income while the interest rate and the square meter price reduces the optimal number of square

meters.

For the empirical analysis, | use the Survey of Living Conditions collected by Statistics Norway for five
survey years between 2001 and 2013. An identical empirical model with the number of square meter
house size as dependent variables is specified. Explanatory variables include net household income,
square meter price, number of children, adults and elderly in the household, education, house type
and geographical variables. Separate Ordinary Least Squares (OLS) regressions are run for the five
sample years. Estimated income elasticity of house size is 0.207 in 2013, an increase from 0.136 in
2001. Although the estimates are similar in magnitude to what is found in the literature by Larsen
(2014) and Zabel (2004), is comparison not possible due to differences in how the dependent
variables are defined. Interestingly, the demand effect from number of adults and elderly fall over
the time period while remaining stable for children, increasing house size with roughly 5.5 percent
with each new child in the household. Note the regression output from 2007 deviate considerably
compared to other years, showing low levels of significance in particular for household composition

and education.

To measure how demand changes given all my explanatory variables, | insert for the average values
for all independent variables and compute a predicted house size for each survey year. | find that
predicted demand rises every year, indicating the potential presence of other factors explaining the
8.4 square meters increase in average house sizes found in my data. Potential candidates include
macroeconomic variables and housing preferences. In particular, lower interest rates, higher
expectations, more available credit and a favorable tax system can explain why households buy

larger homes.
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In a shift analysis, | look at how inherent changes to my right side variables in the data period affect
the demand for house size. My findings suggest that changes to price and income to a large extent go
against each other, leaving no explanation to why larger house sizes are observed. Changes to
household composition, on the other hand, reduce demand caused by a tendency towards smaller
households. The result of the shift analysis including all variables combined shows an increase in
unexplained demand of 4.8 square meters, demonstrating that inherent changes to all variables over
the 13 year period together drive in the direction of smaller dwellings. Thus, factors not included in
the cross-sectional analysis like the macroeconomic variables mentioned are even more important in

explaining why we live bigger.

An identical empirical analysis is pursued, only looking at households which report they live in a
correct-sized dwelling. Generally, few discrepancies from the main analysis indicate that households

act close to what they ideally demand showing strength of my empirical specification.

There are, however, some clear weaknesses of my analysis. First, households do not decide on house
size alone but rather on a range of considerations, both with a consumption and investment
motivation, making up the housing package. One aspect of the housing good not considered is the
quality of the dwelling. The zero conditional mean assumption of the error term is violated in the
presence of a quality variable, for instance the age of structure, which is correlated with included
explanatory variables. Also unobserved heterogeneity within each household, neighborhood and

structure may give omitted variable bias of the OLS estimator.

Another concern relates to measurement error which can be issue with self-reported variables.
Normally measurement error in explanatory variables bias estimators towards zero making them less
significant. In my analysis, however, price per square meter is defined from the dependent variable.
A measurement error in the reported number of square meters will affect the estimated price
elasticity making it more negative than the true value. Last, there may be an endogeneity problem by
using after tax income because of correlation with the level of debt which arguably affects house

size.
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Appendix

Figure A.1 Predicted demand controlled for income, price and housing type

140
138
136
134
132
130 -
128
126
124
122

120 T T T T 1
2001 2004 2007 2012 2013

///IZL

Square meter house size

/
7

=== |ncome+Price
={J=Housetype
=@=Average sq. meters

Figure A.2 Predicted demand controlled for income, price and region
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Figure A.3 Predicted demand controlled for income, price and size of populated area
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Figure A.4 Predicted demand controlled for income, price and educational attainment
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