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ABSTRACT

The present thesis is an effort to introduce state-of-the art methods for analysis of marine
structures in relation to fatigue design of floating fish cages made of steel when they are
exposed to wave loading.

Structural fatigue problems have been identified as a likely frequent cause for the col-
lapse of floating fish farms made of steel by previous authors. The principal objective of
this thesis is to improve the capabilities of fatigue analysis of floating fish farms exposed
to waves through three steps:

• Development of a hydrodynamic and structural model appropriate for structural
analysis within an engineering context.

• Development of a prototype software tool based on the Finite Element Method
(FEM).

• To perform a parameter study employing the developed tool.

All the presented analysis results are related to a Base Case Structure (BCS). This is
a simplified floating fish farm consisting of only one cage. The cage is 30 m by 30 m and
is made of steel pipes with 1 m diameter. Each corner has a horizontal, linear mooring in
each perpendicular direction. The netpen is represented as linear damping — horizontally
and vertically.

A set of four typical regular waves (TRW) have first been defined corresponding to the
wave classes given in NS 9415. The wave height varies from 1 m to 5.7 m and the wave
period from 2.5 s to 6.7 s. The TRW are applied for representation of the wave climate
based on regular waves. The hydrodynamic load model is a combination of linear potential
theory and horizontal drag for the floater and horizontal and vertical drag damping for the
netpen. It has been shown that the vertical wave force can be conservatively approximated
as the product of water plane stiffness and wave surface elevation: Fvert = kwζ . The
potential damping is quite high, typically between 15 and 20%. The total damping level is
up to 30% horizontally and 40% vertically. For the nonlinear analysis, the instantaneous
water plane stiffness is taken into account.

The rigid body natural periods have values between 1.7 s and 2.4 s. The highest flexural
natural period is approximately 0.6 s.

The discretization of the structure is based on the FEM and the time integration is
based on the Newmark-β method with β = 0.25 and γ = 0.5, i.e. constant average ac-
celeration. This method is unconditionally stable for a linear system. Linear 3D beam
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elements were used to model the floater and linear springs were used to model the moor-
ing and the buoyancy. In the nonlinear analysis the buoyancy springs were nonlinear.
The structural and added mass as well as the hydrodynamic damping were lumped. The
structural damping was modeled using Rayleigh damping.

Comparison of linear and nonlinear analysis in regular waves shows that the nonlinear
effects increase with wave height. Typically, when the cross section is fully submerged or
dry in the nonlinear analysis the bending moments about the horizontal axis do not exceed
certain limiting values.

The fatigue analysis for irregular waves were based on SN curves, the Miner-Palmgren
rule, and rainflow counting. The software library WAFO was used. SN curves C2 and F
were chosen to be used in the parameter study. Further, the parameter study was based
on wave class C. The wave scatter diagram was generated from a Weibull distribution of
the mean wind speed. A JONSWAP wave spectrum was used with a peakedness factor of
3.3. All waves are assumed to be long-crested and perpendicular to the BCS. The critical
details are assumed to be located at the top of the mid-sections for both a perpendicular
and a parallel cylinder, i.e. the bending moment about the horizontal axis is applied for
computation of the stress range.

Fatigue analysis based on regular waves showed that the results are very sensitive to
the wave period. Regular waves are therefore not recommended to be used for fatigue
analysis. This recommendation also applies to the Ultimate Limit State.

For irregular waves, the nonlinear analysis gave approximately twice the fatigue life
found from linear analysis. The difference between fatigue damage increases with significant
wave height. This implies that the linear damage will be dominated by higher significant
wave heights than for the nonlinear analysis.

The low level of the maximum stress range leads to the assumption that the fatigue
limit state will be decisive for design. Additionally, the stress range interval dominating
the fatigue damage will be in the domain governed by m = 5 (low stress range and high
number of cycles) in the two-slope SN curves, i.e. the fatigue damage is very sensitive to
the stress range.

Fitting a two parameter Weibull distribution to short-term and long-term stress ranges
showed that a simplified method based on a long-term Weibull distribution can not be
recommended.
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Nomenclature

Latin symbols

Symbol Description
Aii Added mass in direction i
Aw,buoy Water plane area of mooring buoy used in BCS
Asteel Steel area of cross section (pipe) used in BCS
Abuoy Buoyancy area of cross section (pipe) used in BCS
Asub Submerged area of pipe
Aw Water plane area
ai Undisturbed water particle acc. component at z = 0 in the dir. i
a1 Undisturbed horizontal fluid particle acceleration
D Outer diameter of the pipe used in the BCS
Bdistr Distributed buoyancy of the pipe used in the BCS
Bbuoy Buoyancy of mooring buoy used in the BCS
CD Drag coefficient of Morison’s equation
CD,y Drag coefficient of yarn
CM Mass coefficients of Morison’s equation
Cm Diffraction part of CM

Cm,eq,i Equivalent added mass coefficient in direction i
D Accumulated fatigue damage. Or outer diameter of pipe used in BCS

(i.e. Dpipe)
Dsc,1y Fatigue damage for 1 year assuming only one wave height/wave period

combination (for regular waves)
Dsc,t Fatigue damage for a duration t assuming only one seastate
DL0 Fatigue damage corresponding to L0

DN=1 Fatigue damage for one stress cycle
Dbuoy Diameter of mooring buoy used in BCS
Dpipe Outer diameter of pipe used in BCS
Dy Diameter of yarn
DAF Dynamic amplification factor

Continued on next page
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Symbol Description
DAFm Maximum dynamic amplification factor
d Draft of the pipe used in the BCS
E Modulus of elasticity for steel
F Fetch
Fdiff,i Amplitude of diffraction force in direction i
Fdrag,a Amplitude of drag load
Fel Elastic axial force capacity
Fmass Mass force
Fmass,a Amplitude of mass force
FFK,x Froude-Kriloff force in horizontal direction
FFK,z Froude-Kriloff force in vertical direction
Fpre Pretensioning in mooring lines used in the BCS
fy Yield stress for steel
G Shear modulus for steel
g Acceleration of gravity
H Wave height of regular wave
Hmax Maximum wave height of regular wave
Hs Significant wave height
H1/7 Wave height corresponding to maximum wave steepness
h Shape parameter of a 2-parameter Weibull distribution
hbuoy Height of mooring buoy used in BCS
I 2. moment of inertia
IT St. Venant’s torsion constant
Ip Polar moment of inertia
Iw Warping constant
KC Keulegan-Carpenter number
kmoor Stiffness of mooring line used in BCS
k∗

moor Stiffness of mooring line used in BCS
at full submergence

kw Water plane stiffness
kw,max Maximum water plane stiffness
L Fatigue life
L0 Design fatigue life
Lpipe Length of pipes used in BCS
Lsc Fatigue life assuming only one seastate (irregular waves) or one wave

height/wave period combination (regular waves)
lw Water plane length
Ma Moment amplitude

Continued on next page
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Symbol Description
Mel Elastic bending moment capacity
Mpl Plastic bending moment capacity
MT Elastic torsional moment capacity
m Negative inverse slope of SN curve
mcage Mass of BCS (four pipes)
mdistr Distributed mass of pipe used in BCS
mpipe Mass of one pipe used in BCS
N Predicted number of cycles for to failure for stress range Δσ
psc Percentage of occurrence of the seastate sc
pD Dynamic pressure
q Scale parameter of a 2-parameter Weibull dsistribution
r Outer radius of the pipe used in the BCS
sbuoy Relative submergence of mooring buoy used in BCS
S Stress range (= Δσ) or wave elevation spectrum
T1 Mean wave period of the wave spectrum
T1/7 Wave period corresponding to maximum wave steepness
Tp Peak period of the wave spectrum
tpipe Thickness of pipe used in BCS
U Averaged 10 minutes mean wind
Ū10 10 minutes mean wind at 10m above the sea surface/ground
UA Adjusted wind speed
u Undisturbed horizontal fluid particle velocity
Wel Elastic section modulus
ww Water plane width
w0 Initial vertical position of the center of the pipe used in the BCS
w Instantaneous vertical response of the center of the pipe used in the

BCS

Greek symbols

Symbol Description
α Scale parameter of the JONSWAP spectrum
α0 Angle of mooring line
β Frequency ratio
γm Material coefficient for steel or peakedness parameter of s JONSWAP

spectrum
Δαel Additional rotation of mooring line at full submergence
Δel Maximum elastic (mid-span) deformation
Δh,el Horizontal displacement of mooring buoy at full submergence

Continued on next page
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Symbol Description
Δr Relative response amplitude
Δstat Static response
Δv,el Vertical displacement of mooring buoy at full submergence
Δσ0 Maximum stress range over the (fatigue) lifetime of the structure
Δσ0,sc Maximum stress range for a particular seastate in the case of irregular

waves and for a particular wave height/wave period-combination in the
case of regular waves

ζa Amplitude of surface elevation
η Usage factor or displacement
η1 Horizontal response of cylinder
Φ Phase angle
xi Wave surface elevation
xia Wave surface elevation amplitude
λ Wave length
λmin Wave length for regular wave with maximum steepness
ν Poisson’s ratio for steel
ρsteel Density of steel
ρw Density of sea water
σa Shape parameter of the JONSWAP spectrum
σb Shape parameter of the JONSWAP spectrum
ω Circular wave frequency
ω∗ Nondimensional wave frequency
ωp Peak circular frequency of a wave spectrum

Abbreviations

Description
BCS Base Case Structure
COV Coefficient of Variation
DAF Dynamic Amplification Factor
DFF Design Fatigue Factor
DOF Degree of freedom
DSA Deterministic Spectral Amplitude
FEM Finite Element Method
FDA Frequency Domain Analysis
FFT Fast Fourier Transform
FK Froude-Kriloff
GUI Graphical User Interface
KC Keulegan-Carpenter
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Description
LD Linearized Drag
LPT Linear Potential Theory
JONSWAP Joint North Sea Wave Project
NSA Nondeterministic Spectral Amplitude
NTNU Norwegian University of Science and Technology
OO Object Oriented
PM Pierson-Moskowitz
SCF Stress Concentration Factor
SFA SINTEF Fisheries and Aquaculture
TDA Time Domain Analysis
TRW Typical Regular Wave
WWF World Wildlife Foundation
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Chapter 1

INTRODUCTION AND
BACKGROUND

1.1 Vision

The vision of this thesis is that improving the structural analysis of floating fish cages will
reduce the occurrences of structural failure due to environmental loads and thereby reduce
accompanying escape of fish causing environmental damage and economic loss.

1.2 Principal objectives

This thesis has three principal objectives:

1. Increase the hydrodynamic and structural understanding of a floating fish
cage system

To develop and use methodologies as well as (software) tools effectively and correctly, a
good understanding of the structural system is essential.

The structural system — exemplified by a base case structure (BCS) — is investigated
from both a theoretical and numerical (i.e. parameter study) point of view. Of particular
interest are:

• Dynamic characteristics, i.e. natural periods, structural and hydrodynamic damping,
as well as added mass.

• The interaction between the loading and the structure.

• Linear vs. nonlinear analysis

• The relative importance of the different load components and load effects

• Short-term and long-term statistical distribution of stress ranges.
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2. Propose and investigate a methodology for fatigue design suitable in an
engineering context.

Several authors (e.g. (Ormberg, 1991) and (Lien et al., 2006)) have identified fatigue failure
as an important limit state for steel floaters, and the lack of a verified methodology is
one of the factors that renders a reliable analysis within an engineering context virtually
impossible. A methodology is suggested largely building on state-of-the-art in related
disciplines of fatigue design of steel structures. The basis is a dynamic, nonlinear finite
element analysis in the time domain, including the use of wave spectrum and scatter
diagram. However, opposed to what has typically been the case, it is a guiding assumption
that it is realistic (even within an engineering context) to perform a time domain analysis
based on the complete scatter diagram given the ever present improvements in computer
technology. After suggesting and implementing a fatigue methodology, a parameter study
has been performed to investigate important aspects of fatigue design of floating fish cages.

3. Develop a software tool that facilitates the previous two objectives.

Structural analysis and design of floating fish cage systems is highly complex and requires
specialized software. Thus, the development of a software tool based on the finite element
method was defined as a principal objective. The tool was given functionality to be used
in an engineering design context as well as to investigate the methodology implemented in
it.

1.3 Brief account of salmon escape

Fish farming in Norway has from its beginning in the 1970s grown to a multi billion euro
industry of great importance and future potential for the nation. Despite this obvious
success story, there are problems that must be tackled to assure sound future foundations
for the industry. Among these problems are escape of domesticated fish. Escaped salmon
is believed to be a serious threat to the wild Atlantic salmon in Norway, in particular
through genetic pollution.

Over the last years the possible environmental problems connected to the escape of
farmed salmon in the ocean has received more attention as the industry does not seem to
have the situation under control. Each year, hundreds of thousands of bred salmon are
reported to have escaped from floating fish cages (Fiskeridirektoratet, 2007). According
to statistics from Fiskeridirektoratet (Directorate of Fisheries), the main cause for escape
of salmonoid fish from 2001 to September 2006 was failure of equipment. This category
represented 52% of the total number of escaped fish (Bellona, 2007) and includes structural
failures in bad weather conditions. However, the proportion of the subcategory structural
failures is not specified.

Two important trends of the industry have probably worsened problems with structural
failures:
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• More exposed locations are being used, thus leading to higher exposure to waves and
current

• The size (circumference) of the floaters and netpens are increasing to enable a higher
number of fish in each cage, thus increasing the consequences of a collapse, and at
the same time introducing new and untested structures.

Environmental organizations and others have called for restrictions on the industry due
to the problem of escape, see e.g. (WWF Norge, 2006). One response to salmon escape
from the Norwegian government has been to close several fjords for further fish farming
development, despite protests from the industry. The Government views escape as the most
important environmental challenge facing the fish farming industry (Regjeringen, 2007),
and in 2006 the Aquaculture Escape Commission (Rømmingskommisjonen for akvakultur,
2007) was established to investigate and learn from serious escape incidents.

The Institute of Marine Research says in their 2007 annual report of Norwegian aqua-
culture (Dahl, 2007) that the level of escape is far too high and states the following:

• The fish farming industry must take the problem of escape much more seriously

• Most reported escapes are due to equipment failure in bad weather

• Mapping the extent and cause of escape should be implemented immediately.

The Norwegian Research Council has presented the results of their aquaculture research
program from 2000 to 2005 (Thomassen, 2006). One of the main goals of Subprogram 7
Technology and equipment was to produce knowledge with the potential to reduce escape
by 50%. It is concluded that this goal has not been reached, due to lack of funding.

If the industry does not come to grips with escape of salmon, further economically
damaging restrictions can be introduced to protect the wild Atlantic salmon. More impor-
tantly, the escape of salmon can seriously damage the public perception of the industry as
a whole. Judging by the 2006 annual report of the worlds biggest fish farming corporation
(Marine Harvest, 2006) it appears that the industry now is taking the problem seriously.
The report has four references to escape, i.a. stating:

(...) storms that result in damaged sea cages and escapes of fish (...) are
environmental factors that can cause serious set-backs in production and eco-
nomic loss. Although Marine Harvest has a zero tolerance for escapes, we have
still not been able to prevent them entirely. This is not satisfactory, and we
must continue to focus on this issue until our goal has been reached.

1.4 From trial-and-error to state-of-the-art?

Whereas advanced structural analysis are — and have been for decades — commonplace
in related industries such as the offshore petroleum industry, structural analysis has been
virtually absent in the design of floating fish cage systems to the benefit of trial-and-error
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based design coupled with engineering judgment. Among the most important reasons for
this are:

• Structural collapse has not led to the loss of human lives

• The economic losses have been limited for the industry as a whole

• The Government has not demanded structural analysis for fish cage structures (as
opposed to e.g. offshore petroleum structures and onshore structures).

• The structural system is complicated, and neither an established analysis methodol-
ogy nor necessary analysis tools readily available.

• Structural analysis services have been offered neither by academia nor commercially.

• Limited research interest and funding as well as engineering experience

To summarize: up until recently there has been neither the supply nor the demand for
structural analysis of floating fish cages. However, the introduction of structural analysis
has been on the agenda as a possible means to reduce escape of fish for more than a decade.
The emphasis has been on structural analysis more in the form of a code check after the
design has been done than as a tool in the design process. The rationale behind moving
away from the trial-and-error regime to requiring structural analysis of floating fish farms
is the assumption that it will provide safer structures and thereby reduce escape. It is
assumed that a significant number of escapes today are caused by structural collapse due
to environmental loads, see Section 1.3.

After years of to and fro, the code approach materialized in regulations for aquaculture
systems accompanied by a Norwegian standard: NS 9415 Marine Fish Farms. Require-
ments for Design, Dimensioning, Production, Installation and Operation (Standard Norge,
2003). The code requires that the four common limit states are covered: ultimate, acciden-
tal, fatigue, and serviceability. However, as there are indeed no established methodology
for analysis and design of floating fish cages, NS 9415 does not present any approach or
methodology to an engineering level.

The code was published in August 2003 and the regulations went into effect January 1,
2006. Both a certification of every farm type as well as design check of plants on every
location along the coast are required. Certifications and design checks are performed by
companies accredited by Norsk Akkreditering (2007).

1.5 Method of approach

The work related to the present thesis has been shaped by some guiding principles briefly
discussed below.
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1.5.1 Improvements along three axes

There are several interrelated issues connected to structural analysis of floating fish cage
systems. As opposed to focusing our research on one particular issue, we have made the
choice to work with three topics, briefly discussed in the beginning of this chapter as the
principal objectives and more thoroughly in the relevant chapters.

This choice was made because the usefulness of progress along a single axis is only
realized by progress along the others, e.g. a seemingly excellent software tool is of limited
use if we have no reason to trust the implemented load models and design methodologies.
In other words: a chain is not stronger than its weakest link.

1.5.2 Structural simplicity

In structural analyses of floating fish cages previously published (e.g. (Ormberg, 1991),
(Berstad et al., 2004)), the approach has been to analyze a complete floating fish farm,
despite significant known uncertainties in loading models, structural models, and analysis
and design methodology.

It is the view of the author that shortcomings in the state-of-the-art of floating fish cage
structural engineering leads to a high level of uncertainty. Accordingly, instead of looking
at a complete fish farm system, we start with a basic case and build our knowledge from
there.

Although simplified, studying the base case structure (BCS) will give a better under-
standing of the structural behavior and characteristics of floating fish cages in general.
Further, these are cases where analysis results should be accepted and verified before an
analysis of a complete floating fish farm is the main focus. Thus, a complete facility with
multiple cages hinged together is considered outside the scope of this work. In short, to
uncover the structural response characteristics of a floating fish cage system, we must first
understand the behavior of its basic components.

1.5.3 Waves vs. current

Both waves and current are of principal importance for a complete structural analysis
of a floating fish cage system. In addition to structural integrity, waves and current are
important for several operational aspects. In particular, current can severely deform (i.e.
reduce the volume of) the netpen and thereby endanger the well-being of the fish. Waves
can hamper operations by causing significant movement of the floater.

The relative importance of waves vs. current in a structural analysis depends on both
the limit state and the structural component in question.

Although both kinds of loading should be assumed to act simultaneously, it can be a
reasonable approach to first consider the main source to act alone for the sake of simplifying
the problem to a manageable level.

As fatigue analysis of the floater is a main focus in the present thesis, the scope has
been limited to only consider waves. Although, current will change the average (quasistatic)
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loading of the floater, it is assumed the effect of waves on the dynamic stress fluctuations
is not significant, i.e. current is not essential for the fatigue damage.

1.5.4 Leveraging the power of computer technology advances

The speed of advances in computer technology has in many ways become a cliché. Up until
a few years ago, increasing the frequency (clock rate) of computer processors (CPUs) was
the dominant force in computer performance increases, see e.g. (Wikipedia, 2008b). In the
last few years the industry focus has shifted to multicore processors, see e.g. (Wikipedia,
2008c). Fatigue analysis based on multiple time domain analysis, which is the focus of the
present work, lends itself very well to benefit from the new trend also as several simulations
can be run independently.

Increased computer capabilities in general merit that we take a fresh look at approaches
that earlier seemed impossible or unrealistic in practice. What was not deemed feasible then
might be highly relevant today. Although speed of calculations is obviously important for
structural engineering, advances within other arenas of computer science (such as graphics
and GUI libraries) can also open up new, exciting, and foremost useful opportunities.

In this thesis we try to exploit the advances in computer science for marine structural
analysis particularly by employing:

• Lengthy nonlinear time simulations

• Real-time analysis and visualization capabilities

• Integration of the analysis process within a convenient user interface

1.6 Previous work

Research efforts focusing particularly on environmental loading and structural design of
(floating) fish farms appears to have been very limited prior to the end of the 1980’s when it
became apparent that escape of salmon could become a serious problem. Cairns and Linfoot
(1990) wrote:

There have been a significant number of incidents in Scottish waters where
sea cage flotation collars have broken up, which demonstrates the need for im-
proved design guidance on structural matters. A recent study of the research
needs of the fish farming industry noted the lack of design guidance for ongrow-
ing equipment.

DNV (1988) published tentative rules for certification of floating fish farms, but these rules
were never adopted. At MARINTEK in Trondheim an early focus was on current forces on
net structures, see (Aarsnes et al., 1990), (Løland, 1991). Also, Ormberg (1991) extended
the existing FEM program RIFLEX (SINTEF, 1987) to perform dynamic, nonlinear anal-
ysis of floating fish farms in regular waves. The results were compared to model tests.
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Recently, Bonnemaire and Jensen (2006) have reported good results using RIFLEX for
structural analysis of a floating fish farm. Of particular interest for this work is the future
work suggested by Ormberg (1991), i.e. that an irregular wave approach should be used for
fatigue design, that the wave excitation load model should be improved, and that model
tests with simple cross sections subjected to well defined waves should be performed.

Analysis of net structures have been and is still a focus area for researchers at MARIN-
TEK’s sister organization SINTEF Fisheries and Aquaculture (SFA). Both experimental
and numerical results have been reported, see e.g. (Fredheim, 2005), (Lader and Fredheim,
2006), (Lader et al., 2007b), (Lader et al., 2007a), (Lader et al., 2008). Recent areas of re-
search for SFA is the employment of tensegrity structures in floating fish farms (Wroldsen et al.,
2006), (Jensen et al., 2007) and the material properties of the netpen (Moe et al., 2007).

In addition to the SINTEF/NTNU cluster in Trondheim, the most important location
for research in hydrodynamics and structural engineering of fish farms has probably been
the University of New Hampshire’s Atlantic Marine Aquaculture Center (www.ooa.unh.edu),
established in 1997 as the Open Ocean Aquaculture Project. They have been operating
their own fish farm which has been used for full-scale measurements (in addition to fish
farming). The measurements have been compared to numerical analysis, see
(Fredriksson et al., 2004), (Fredriksson et al., 2005). Also, comparison with model tests
have been reported, see e.g. (Fredriksson et al., 2003). The development of the FEM
analysis software AquaFE (a.k.a. Ocean-FEA) was an early focus area, see (Gosz et al.,
1996), (Swift et al., 1997), (Tsukrov et al., 2000). In his PhD thesis Fredriksson (2001)
investigated dynamic behavior of both a submerged and floating, circular fish farm. Mod-
eling and experimental verification of net panels have been addressed in (Tsukrov et al.,
2003), (Swift et al., 2006). Recently, work related to the use of plastic floaters (see Sec-
tion 2.1.1) in industry size fish farms have been published, see (Fredriksson et al., 2007a),
(Fredriksson et al., 2007b).

Researchers at the certification company Aquastructrues (www.aquastructures.no) have
published numerical results obtained from their own FEM software tool AquaSim and from
model tests, see e.g. (Berstad et al., 2004), (Berstad et al., 2005), (Berstad and Tronstad,
2005). The latter article compares regular and irregular wave loading and concludes that
“It is in general conservative to use a regular design wave approach based on wave height
= 1.9 Hs.”

At Pukyong National University, Korea, researchers have been working with numerical
simulation and model tests applicable to fish farms and fishing gear, see e.g. (Lee et al.,
2004), (Lee et al., 2005b), (Lee et al., 2005a). At the Bulgarian Ship Hydrodynamics Cen-
ter model tests have been performed for a floater very similar to the floater used in the base
case structure of the present thesis, see (Kishev et al., 2004), (Kishev et al., 2006). More
recently, at Dalian University of Technology, China, and National Cheng Kung University,
Taiwan, numerical end experimental investigations related to gravity cages (i.e. floating
cages) and net structures have been performed, see e.g. (Gui et al., 2006), (Li et al., 2006),
(Li et al., 2007), (Yang et al., 2007).

Intermediate results of the present PhD work have been published in
(Thomassen and Leira, 2005) and (Thomassen and Leira, 2006).

7



Introduction and Background

Of particular interest and importance for the present work are the references above
related to:

• Numerical analysis and experimental investigation of wave forces and damping mod-
els for a square floater and/or a straight pipe.

• Numerical analysis and experimental investigation of wave forces and damping mod-
els for the netpen.

• Numerical analysis of fatigue damage of floaters in steel.

Wave models for the floater can be grouped in two main categories, either they are focused
on adapting Morison’s equation (see (Morison et al., 1950)) for slender, floating objects,
or (linear) potential theory is used as the starting point. E.g. the models applied by
(Wroldsen et al., 2006), (Li et al., 2007), and (Fredriksson et al., 2007b) belong to the
former group, whereas (Ormberg, 1991) is the only reference found with a discussion of a
wave model based on potential theory. While current loading probably can be effectively
modeled based on Morison’s equation, it is the view of the author that potential theory is
the better starting point for wave loading on a floater. A discussion of the applied wave
model based on potential theory is included in the present work, see Section 3.3.

The most promising reference for comparison with the numerical results given in the
present work are described in (Kishev et al., 2006). The results in (Li et al., 2007) for a
floating cylinder in waves with a wave direction parallel with the cylinder axis also appear
to be a candidate for comparison. The experiments reported in (Ormberg, 1991) for a steel
floater seem less relevant because the model used is of a bigger cage system and it has a
different cross section. Several experiment have been reported for circular cages. These
results are also considered less relevant. The extent of the experiments reported in the
literature merits a focus on generating further results. However, due to time constraints,
no comparison of the numerical results with experimental results — neither old nor new
— is included in the present work.

Whereas the early focus regarding netpen loading was on current loading rather than
wave loading, a group of recent references from SFA have dealt with wave loading.
(Lader and Fredheim, 2006) and (Lader et al., 2007a) are of particular relevance for the
present work. However, there appears to be a need for further experiments related to wave
loading on netpens, particularly in a system with a netpen connected to a floater moving
in waves. The wave load effect on the netpen is discussed in Section 3.3.5.

(Ormberg, 1991) is the only reference found for fatigue analysis of a floating fish cage,
and that analysis employs regular waves and the simplified method based on an assumed
Weibull distribution (see Section 8.3.3). The results appear to be overly conservative. The
fatigue analysis in the present work is based on irregular waves and rainflow counting,
according to the recommendations for further work in (Ormberg, 1991).
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1.7 Outline of the thesis

In Chapter 2, a general description of principal structural parts of a floating fish cage sys-
tem is first given followed by a description of the base case structure (BCS). In Chapter 3,
the wave loading regime is presented based on a theoretical approach. Particular emphasis
is placed on the expected intervals of variation as well as the relative importance of the dif-
ferent wave load effects. The dynamic nonlinear structural analysis is discussed in Chapter
4. A static analysis and natural period analysis of the base case structure is presented in
Chapter 5. In Chapter 6, the development of a software tool implementing the analysis
procedure described in Chapter 3 and 4 is described. In Chapter 7, a preliminary verifica-
tion of the software tool and investigation of sensitivity with regard to various parameters
is presented. The methodology for fatigue design is presented in Chapter 8, and the fatigue
parameter study in Chapter 9. Finally, in chapter 10, conclusions and recommendations
for further work are presented.
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Chapter 2

THE FLOATING FISH CAGE
STRUCTURE

All numerical studies and results in this dissertation are based on a predefined base case
structure (BCS), which is defined in this chapter. However, first we give a brief, general
overview of a typical floating fish cage system from a structural point of view. Natural
periods and damping characteristics are discussed in Chapter 4 as they need to be seen in
connection with the added mass and hydrodynamic damping. Chapter 4 also includes a
static analysis of the BCS.

2.1 The floating fish cage concept

A floating fish cage system typically used for salmon farming consists of three principal
structural parts:

Floater Typically built in steel or plastic. In addition to providing structural integrity and
keeping the netpens afloat (by providing buoyancy), the floater is also used as a work
“platform”. The typical dimensions used for floaters have increased considerably over
the last years.

Netpen Made from plastic materials and attached to the floater. Normally weighed down
to ensure limited deformations in current.

Mooring Attached to the floater. Consists of ropes, wires, and/or chains and is often
held up by buoys to limit vertical loads on the floater.

Structural problems due to environmental loading are usually observed in connection
with the floater or the mooring, whereas tearing of the netpen can occur during handling.

2.1.1 Floater

Presently, two competing materials share the market for floaters: steel and plastic.
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Figure 2.1: Hinged steel cage. Lernes AS, Hemnfjorden, Sør-Trøndelag.

Steel floaters

Steel floaters have a rectangular foot print, built up from square cages. Typically, one or
two cages are used in the short direction and six to ten in the long direction. The typical
dimension of the side of a single (square) cage is between 20 and 35 m, making the typical
length of a farm between 120 to 350 m and the width between 20 and 70 m.

There are two subgroups of steel floaters: rigid and hinged, referring to the way a
single square cage is built. For hinged floaters, the elements (i.e. sides) are built up from
open beams with a typical height of 20 − 40 cm. The elements are then hinged together
to give a rectangular foot print with a square mesh. A rigid floater is typically built up
from cylinders with a diameter around 1 m which are welded together at the corners. The
individual rigid squares are then hinged together to make the rectangular footprint (i.e.
even rigid systems are not completely rigid).

Whereas all steel floaters take their structural strength from steel elements, sufficient
buoyancy is achieved differently. For rigid floaters the closed cross section provide buoyancy
whereas hinged floaters are supported by non-structural plastic buoys.

The main advantage with steel floaters as compared to plastic floaters is excellent work
conditions, as sturdy and wide walkways are put on top. These can even carry machines
such as fork lifts. On the negative side, steel floaters are more expensive and have turned
out to be more prone to structural failure in rough waters than has been the case for plastic
floaters. An example of a steel floater is shown in Figure 2.1.

Plastic floaters

Plastic floaters are built from flexible pipes with a diameter typically in the interval 25 −
40 cm. A pipe length is bent into a circular shape, i.e. a ring, typically with a circumference
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Figure 2.2: Plastic floaters. Bjørøya Fiskeoppdrett, Flatanger kommune, Nord-Trøndelag

from 90 − 160 m (diameter 30 − 50 m). 2 − 3 adjacent rings hold one netpen and at the
same time serve as a working/servicing platform. Rings are mounted together in systems
of typically 4 to 8 netpens. The conventional wisdom of the industry holds that plastic
rings are the best choice for harsh environmental conditions. Buoyancy is provided by the
rings themselves. An example of a fish farm using plastic floaters is shown in Figure 2.2.

2.1.2 Mooring

Mooring is made using nylon ropes, wires and/or chains. The mooring configuration is
dependent on the kind of floater used. For steel floaters the mooring lines are typically
connected directly to the floater. For hinged steel floaters, the mooring is usually pre-
tensioned using buoys so that the mooring force will act on the floater approximately
horizontally. For rigid steel floaters, taut mooring is often used. Taut mooring is likely
to yield smaller vertical movement than buoyed mooring. By increasing the pretensioning
in taut mooring the floater behavior will change in the vertical direction from a flexible
structure riding on the waves towards the characteristics of a fixed structure.

For plastic floaters a so-called system mooring is used, which sets up a submerged grid
to which the individual rings can be attached. This mooring is also pretensioned by buoys.

2.1.3 Netpen

The netpens used in fish cages are made of netting similar to traditional nets used for trawl
fisheries. They can be knotted or non-knotted, and squared or diamond shaped.

The twine diameter is typically around 2 mm (thread 32 to 46, and the mesh size from
30 mm to 50 mm). The preferred mesh size depends on the size of fish kept in the net, but
also on the desire to keep wild fish out of the net.

The typical depth of the nets are today from 12 to 30 m. Thus, for typical wave lengths
(e.g. λ < 20 m, see Table 8.5) much of the net will be below the wave zone and therefore
more affected by current than by waves.

The netpens are normally held down by weights to make sure that a satisfactory shape
is maintained when exposed to high current. The way in which the weights are attached
have changed over the years, mostly due to practical considerations. Today, it is common
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to attach the weights directly to the floater (e.g. by means of rope of wire) and the netpen
to the rope, instead of hanging the weights directly in the netpen. This way the netpen
can move more independently from the weight ropes.

Although netpens can be damaged as a secondary effect after a structural collapse of
the mooring or the floater, damage to the netpen due to environmental loading (i.e. waves
and current) is unlikely. Structurally, it is thus reasonable to assume that the netpen
will not be damaged by environmental loads. It is, however, likely to play a — possibly
significant — role in the over all structural behavior of the system and should therefore be
included in a structural analysis. Finally, although it is not a structural problem, it should
be noted that high current velocities can severely deform a netpen and thereby worsen the
biological conditions for the fish.

2.2 The Base Case Structure

The theoretical and numerical studies presented in this thesis are related to the base case
structure (BCS) defined in this section. The three principal structural parts of a fish
farm are included (be it in a simplified manner), but no attempt is made to model a
realistic, complete fish farm. Instead, the BCS is chosen as simple as possible, yet capable
of providing valuable structural understanding, also applicable to a complete fish farm
system.

2.2.1 Rigid steel floater

As the BCS used in this dissertation, a rigid steel floater based on circular cylinders (pipes),
is chosen. This kind of floater has been used for more than 10 years and has proven to
be a common design choice — despite its high costs — mainly because it delivers an
excellent work environment. The biggest producer of this kind of floater today is Bømlo
Construction (www.bc.no). The diameter of steel pipes used typically varies between
800 mm and 1500 mm. The maximum draft is typically between 500 mm and 800 mm.
Figure 2.3 and 2.4 show pictures of a floater from Bømlo Construction during fabrication
and installation, respectively.

The complete BCS as well as its basic component in isolation are considere:

Pipe The pipe used for the sides of the quadratic BCS is a cylinder with diameter Dpipe =
1 m, thickness 10 mm, and (midline) length Lpipe = 30 m. A screenshot of the pipe
from the software prototype is shown in Figure 2.5. The ocean surface, bottom, as
well as the netpen are also included in the animation. The cross section of the pipe
is shown on the right hand side of Figure 2.7.

BCS The pipe described above is used to build a square floater, 30 m by 30 m. A screen-
shot of the BCS is shown in Figure 2.6. As for the pipe in Figure 2.5, the surface,
bottom, and netpen are animated. Additionally, the mooring is animated. The plan
of the BCS is shown on the left and side of Figure 2.7. Whereas the single floating
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Figure 2.3: Fabrication of a steel floater (Photo: A. E. Lønning)

Figure 2.4: Installation of a steel floater (Photo: A. E. Lønning)
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Figure 2.5: Screenshot of a single pipe used in the BCS including netpen.

Lpipe Dpipe tpipe Asteel Abuoy mdistr mpipe mcage

[m] [mm] [mm] [m2] [m2] [kg/m] [t] [t]
30.0 1000 10 0.031 0.785 247 7.4 29.6

Table 2.1: Structural dimensions and properties of a (single) pipe used as sides for the
BCS.

pipe is not a structure used in fish farming systems, the single square cage is used as
a building block for a complete rectangular farm.

The structural dimensions, mass, and weight of the pipe and the BCS are shown in
Table 2.1. The chosen dimensions are not related directly to a particular product, but
reflect typical dimensions used by the industry. The assumed material parameters of steel
and sea water are shown in Table 2.2. Structural parameters of the BCS cross section,
based on Table 2.1 and 2.2, are shown in Table 2.3 and 2.4.

In addition to the pipe itself, a floater consists of railing, grating, equipment etc. giving
an additional live load (i.e. mass). Thus, the static equilibrium submergence of the cage is
increased. Further, the netpen is attached to the floater, but is typically neutrally buoyant.
However, it is normally weighed down, see Section 2.1.3. The weights increase the live load

Sea Water Steel
ρw(10◦C) ρsteel E G fy γm ν
[kg/m3] [kg/m3] [MPa] [MPa] [MPa] [−] [−]
1026.9 7850 2.1 · 105 0.8 · 105 360 1.0 0.3

Table 2.2: Material parameters for sea water and steel.
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Figure 2.6: Screendump of the BCS including netpen and mooring.

Figure 2.7: Plan of Base Case Structure and cross section of pipe.
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I Wel Ip(= IT ) EAsteel EI GIp

[m4] [m3] [m4] [kN ] [kNm2] [kNm2]
3.93 · 10−3 7.85 · 10−3 7.85 · 10−3 6.51 · 106 8.25 · 105 6.28 · 105

Table 2.3: Structural inertia and stiffness parameters of the pipe used as sides for the BCS.

Fel Mel Mpl MT

[kN ] [kNm] [kNm] [kNm]
11160 2827 3600 3265

Table 2.4: Cross section capacity of axial force, elastic bending moment, plastic bending
moment, and torsional moment.

of the floater. For the BCS, we have assumed that the total (structural) mass of the cage
causes a 50% submergence of the volume. Given this assumption, the live load can be
found. In Table 2.5 the (equivalent) mass and weight (or force) of the pipe, live load, and
buoyancy load are shown assuming that 50% of the volume is submerged and that the
floater is horizontal (i.e. the live load corresponds to a constant distributed loading).

If we compare the dry mass of the pipe (2.4 kN/m) with the maximum buoyancy load
(7.9 kN/m) we see that an unloaded pipe will have 30% of its volume (0.24 m2) submerged
at static equlibrium, i.e. equivalent to a 0.34 m draft (34% of its height).

To give a reference for the moment capacity of the pipe, the elastic loading capacity
for two standard loading conditions for beams are shown in Table 2.6, assuming this beam
(i.e. pipe) is pinned at both ends (of course, an actual fish cage will not be modeled as
pinned). No load or material factors are applied. Comparing Table 2.6 with 2.5, we find
that the dry weight of the pipe (2.4 kN/m) is 10% of the elastic distributed loading capacity
(25.1 kN/m) whereas the dry weight and live load combined (4.0 kN/m) are 16% of the
capacity. The dry weight alone and the self and live weight combined will — for a pinned-
pinned beam with a 30 m span — give maximum moments of 270 kNm and 450 kNm,

Mass Weight or Force
Distr Pipe Cage Distr Pipe Cage

[kg/m] [t] [t] [kN/m] [kN ] [kN ]
Steel 247 7.4 29.6 2.4 72 290

Mass
Live 157 4.7 18.8 1.5 46 184

Equil. 403 12.1 48.4 4.0 119 476
Buoyancy

Max. 807 24.2 96.8 7.9 237 948

Table 2.5: Mass and weight for steel and live load together with equivalent mass and force
from maximum and (static) equilibrium buoyancy.
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2.2 The Base Case Structure

Load Case Elastic Cap. Plastic Cap. Δel Δel/L
Evenly Distributed 25 kN/m 32 kN/m 321 mm 1.1%

Point Load, mid span 376 kN 480 kN 257 mm 0.9%

Table 2.6: Elastic load capacity for the base case pipe assumed to be pinned at each end

respectively. Further, for both load cases, the maximum elastic (mid-span) deformation
Δel is shown in millimeters and relative to the span of L = 30 m. As the maximum elastic
deformation is about 1%, the bending defomations are likely to be minor compared to the
rigid body motions as long as the bending moments are below the elastic limit, which is
assumed to be the case.

2.2.2 Horizontal linear mooring

All mooring lines are assumed to be horizontal, linear elastic, untensioned, and having
equal stiffness.

For the BCS, each of the four corners is given two mooring lines, one in each direction
of the two adjoining pipes, see Figure 2.6. Similarly, for a single pipe, each of the two ends
is given two mooring lines, one in each direction, parallel and perpendicular to the pipe.

The horizontal direction of the mooring corresponds to buoyed (rather than taut) moor-
ing. It is used in order to remove the effect of inclined mooring and thus making it possible
to study the effects of the load components independent of vertical mooring loads.

Both taut and buoyed mooring are in practice pretensioned giving mainly tension (nor-
mal force) in the members, assuming the mooring is correctly adjusted. Pretensioning is
initially assumed to have a minor effect on the structural design in general and fatigue
damage in particular, as the pretensioning is static and assumed to be relatively small.
Additionally, neglecting pretensioning is likely to be conservative as it will increase the
geometric stiffness of the members. Thus, the pretensioning of the mooring is assumed to
be zero in the present work: Fpre = 0 kN .

Structural characteristics of a typical buoyed mooring line

To investigate reasonable assumptions and simplifications in the structural modeling of
buoyed mooring, a basic model of a mooring line is examined, see Figure 2.8. The elasticity
of the mooring lines depends on the material used. As a simplification, the mooring lines
are assumed to be rigid and only the elasticity of the buoys is considered. Ignoring the
elasticity of the mooring lines themselves, the linear mooring stiffness kmoor found can be
considered as an upper limit. The system loses most of its stiffness when the buoy is fully
submerged (or dry) and the system should be designed to avoid this situation, as it renders
the system free to move until the mooring lines on the windward side are fully stretched.
This is likely to be an unfavorable situation, and should probably be treated as a limit
state in design.
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The Floating Fish Cage Structure

Figure 2.8: Model of mooring line with buoy

In practice, the height of mooring buoys varies from 1.0 m to 2.0 m whereas the diameter
varies from 0.5 m to 1.5 m. In this thesis we assume that large buoys are used, i.e. a circular
cylinder with diameter Dbuoy = 1.5 m, height hbuoy = 2.0 m, and submergence sbuoy as a
fraction of the height. The instantaneous stiffness of the mooring line kmoor is horizontal
and is a function of the water plane area of the buoy Aw,buoy and the angle α0, whereas the
pretensioning Fpre is a function of buoyancy Bbuoy and the angle α0:

Aw,buoy =
πD2

buoy

4
(2.1)

kmoor =
Aw,buoy · ρwg

tan2 α0

=
πρwg

4
· D2

buoy

tan2 α0

= 7.91kN/m3 · D2
buoy

tan2 α0

(2.2)

Fpre =
Bbuoy

tanα0

=
πρwg

4
· D2

buoysbuoyhbuoy

tanα0

= 7.91kN/m3 · D2
buoysbuoyhbuoy

tan α0

(2.3)

We see from the expressions that the smaller the angle α0 the bigger are both stiffness
and pretensioning for a given buoy. kmoor and Fpre for typical buoys and mooring angles
are shown in Table 2.7. A rule of thumb used by the industry is to use a mooring line with
a length from the buoy to the anchor three times the depth, i.e. α0 = 19.5◦.

Interval of elastic response

When a mooring line is loaded the mooring buoy will rotate around the bottom mooring
point, increasing the submergence until the whole buoy is submerged and the line loses
(most of) its stiffness. Assuming the starting point is half submerged (sbuoy = 50%),
maximum additional submergence is half the height of the buoy Δv,el = hbuoy/2. The
corresponding horizontal displacement Δh,el can be found from trigonometric calculations.
Also, it is of interest to find the corresponding stiffness kmoor,el, rotation Δαel, and maxi-
mum elastic force Fmoor,el of the mooring line to consider whether it is reasonable to assume
a linear stiffness, and to determine the range of horizontal displacement for which the line
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2.2 The Base Case Structure

α0 kmoor Fpre Δαel kmoor,el Δh,el Fmoor,el

[◦] [kN/m] [kN ] [◦] [kN/m] [m] [kN ]
19.5 142.0 50.3 0.2 145.2 0.35 50.0
30 53.4 30.8 0.3 54.9 0.57 30.6
45 17.8 17.8 0.6 18.5 0.99 17.6

Table 2.7: Mooring line stiffness parameters.

Depth Mesh Diameter
24 m 45 mm 3 mm

Table 2.8: Parameters of the netpen used for the BCS

has stiffness (i.e. the buoy is not fully submerged). This is done under the assumption of
a large buoy. As opposed to kmoor and Fpre, these parameters depend on the water depth.
Δαel, kmoor,el, Δh,el, and Fmoor,el are included in Table 2.7. A water depth of 100 m is
assumed.

Discussion

From the above we conclude that assuming mooring lines are linear, untensioned and
horizontal is a good approximation as long as the horizontal response is smaller than the
elastic limit Δh,el. Additionally, we note that the stiffness increases sharply with decreasing
mooring line angle: the stiffness of a 19.5◦-line is eight times the stiffness of a 45◦-line. The
maximum elastic force on the other hand only triples from 19.5◦ to 45◦. Whereas a high
maximum force is important to ensure sufficient capacity for the static force induced by
the current, it is not important when only waves are considered.

In the subsequent chapters we assume that a large buoy and a 19.5◦-line are used,
i.e. a linear stiffness of kmoor = 142.0 kN/m and a maximum horizontal deflection of
Δh,el = 0.35 m.

2.2.3 Netpen

The assumed parameters of the netpen are shown in Table 2.8 and are taken from the
typical intervals for salmon farming today.

The weights typically used to keep the shape of the netpen in current are assumed
to be included in the live load of the floater. There are several alternative methods and
configurations for using weights, differing e.g. to what extent the weights actually make
the netpen become taut. It is probably of major importance for the structural effect of
the netpen to know the degree to which it remains stretched (over time), as a slack netpen
exerts no or very limited loading on the floater.
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The Floating Fish Cage Structure

It is assumed that the cases of no netpen on one hand, and a continuously (over time)
stretched netpen on the other are reasonable extreme cases when considering the effect of
a netpen.

The structural effect of the netpen is discussed in Section 3.3.5.
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Chapter 3

THE WAVE LOADING REGIME

For a floating structure which is free to move, wave loading typically includes effects referred
to as added mass, hydrodynamic damping, exciting forces, as well as restoring forces.

As there is no established and verified load model available to be used in an engineering
structural analysis of a floating fish farm, the choice of load model and the reasoning behind
it is discussed in this chapter. We start by discussing the typical wave climate for Norwegian
salmon farming as defined by NS 9415 (Standard Norge, 2003). Next, hydrostatic wave
loading for a floating cylinder and hydrodynamic wave loading for a submerged cylinder
are discussed together with a hydrodynamic classification of the BCS. In Section 3.3 the
wave load model used for linear analysis of the BCS is presented. In Section 3.4 the model
used for nonlinear analysis of the BCS is presented, i.e. the modifications of the linear
model.

3.1 Typical wave environment

3.1.1 Wave classes in NS 9415

NS 9415 specifies intervals of typical wave conditions called wave classes. A description of
the wave classes is shown in Table 3.11. The waves are wind-generated local waves, i.e.
swell is neglected. The wave classes represent seastates with a 50-year return period. The
wave class of a particular location shall be decided based on the local wave climate. It is
then to be used for regular or irregular waves in a structural analysis.

An advantage of the NS 9415 wave classes is that they provide an overview of which
wave climates that are to be expected for the 50-year storm of Norwegian fish farms. In
this chapter they will be used for this purpose and to define a set of typical regular waves
(TRW) assumed representative for Norwegian localities, see Section 3.1.3.

1A classification of current is presented in NS 9415, Section 5.11.1, Table 5.
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The Wave Loading Regime

Wave classes Hs [m] Tp [s] Hmax [m] Designation
A 0.0 - 0.5 0.0 - 2.0 1.0 Light exposure
B 0.5 - 1.0 1.6 - 3.2 1.9 Moderate exposure
C 1.0 - 2.0 2.5 - 5.1 3.8 Heavy exposure
D 2.0 - 3.0 4.0 - 6.7 5.7 High exposure
E > 3.0 5.3 - 18.0 Extreme exposure

Table 3.1: Wave classes at the locality defined in terms of significant wave height Hs and
peak period Tp. NS 9415, Section 5.11.1, Table 4 (Standard Norge, 2003)

Wave classes of interest

The vast majority of Norwegian fish farms have non-extreme locations, i.e. a wave classi-
fication in class A to D. Waves at wave class A locations are not likely to cause structural
damage. Thus, in this chapter wave class B, C , and D are considered. In Chapter 9 the
focus is narrowed down to wave class C.

Maximum wave height

NS 9415, Section 5.11.3 specifies that the height H of regular waves (i.e. maximum wave
height Hmax) used in a structural analysis is:

H = Hmax = 1.9 · Hs (3.1)

The corresponding wave period T shall be set equal to Tp. Using Equation 3.1, the Hmax

of each wave class interval is also shown in Table 3.1. The maximum wave height Hmax for
the wave classes considered (i.e. B — D) is 5.7 m.

Although it is not stated in NS 9415, it is assumed in the present work that this
(maximum) wave height is only relevant for the ultimate limit state. The use of regular
waves for the fatigue limit state is briefly discussed in Section 9.1.

3.1.2 Wave prediction for wind generated waves

NS 9415 presents formulas for calculation of Hs and Tp from wind speed U and fetch F . The
formulas appear to be taken from the Shore Protection Manual from 1984
(US. Army Coastal Engineering Research, 1984), which are based on the JONSWAP
(Hasselmann et al., 1973) relationships. The wind speed U is transformed to a so-called
adjusted wind speed2 UA (units must be meter(m) and second(s)):

UA = 0.71 · U1.23 (3.2)

2The use of adjusted wind speed has been questioned by Bishop et al. (1992). They conclude that the
use of adjusted wind speed UA over predicts both Hs and Tp as compared to using the unadjusted wind
speed and recommends that it is not used in wave prediction.
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3.1 Typical wave environment

Hs = c1 · UAF 1/2 , c1 = 5.112 · 10−4 (3.3)

Tp = c2 · (UAF )1/3 , c2 = 6.238 · 10−2 (3.4)

A relationship between Hs, Tp and F (fetch) can be found independently of how the
wind speed is calculated:

Hs =
c1

c2
3
· Tp

3

√
F

≈ 2.106
Tp

3

√
F

(3.5)

Tp =
c2

c1
1/3

F 1/6Hs
1/3 ≈ 0.7802 · F 1/6Hs

1/3 (3.6)

These formulas assume that the waves are fetch limited, i.e. that the duration of the
storm is not limiting the waves. The Shore Protection Manual (as opposed to NS 9415)
also gives a formula for the required minimum duration t of a storm for the waves to be
fetch limited (units are still meters and seconds):

t = 3.215 · 101 ·
[
F 2

UA

]1/3

(3.7)

Fetch and minimum duration intervals

According to NS 9415, the extreme wind speed (i.e. design wind speed) varies relatively
little along the coast. If no empirical measurements have been made, the 50-year return
period extreme wind speed shall be assumed to be 35 m/s (see Appendix C.1.1 of the
present thesis). To find extreme (i.e. design) Hs and Tp values for a given fish farm
location, the extreme wind speed should be used. An interval for fetch can then be tied
to each Hs and Tp interval in Table 3.1. This is shown in Table 3.23. The intervals for
minimum storm duration are also found (using Equation 3.7) and listed as a reference. The
fetch varies from 0.3 km to 22.0 km and the minimum storm duration from 0.1 h to 1.8 h
(i.e. from 6 min to 1 h 48 min). The fetch interval seems appropriate to cover Norwegian
fjords and the minimum storm durations seem so short that they will not limit the waves
(as effectively assumed in NS 9415).

From Table 3.2 we see that fetch based on the minimum values of the Hs and Tp intervals
correspond very well (i.e. 0.3 km vs. 0.3 km, 1.2 km vs. 1.1 km, and 4.8 km vs. 4.7 km).
However, for the maximum values the Tp-value gives a fetch that is roughly twice the fetch
of the Hs-value (i.e 1.2 km vs. 2.4 km, 4.8 km vs. 9.7 km, and 10.9 km vs 22.0 km). The
reason for this apparent inconsistency in NS 9415 is not known. A possible explanation is
to account for swell with longer periods.

3If the wind speed were not adjusted (U used instead of UA), the fetch values would be smaller:
approximately a third based on Hs, and two thirds based on Tp.
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The Wave Loading Regime

Wave Fetch [km] Minimum duration [h]
classes From Hs From Tp From Hs From Tp

B 0.3-1.2 0.3-2.4 0.1-0.3 0.1-0.4
C 1.2-4.8 1.1-9.7 0.3-0.7 0.3-1.1
D 4.8-10.9 4.7-22.0 0.7-1.1 0.7-1.8

Table 3.2: Fetch F and minimum storm duration intervals for wave classes B-D assuming
extreme wind speed of 35 m/s. Intervals are found based on both Hs and Tp intervals.

Deep water waves in 100 m depth

To avoid local pollution and ensure sufficient oxygen supply Norwegian fish farms are today
typically placed in deeper waters than 50 m. As shown in Table 3.3, it is reasonable to
assume that the maximum wave length is about 70 m, i.e. deep water wave conditions for
depths > λmax/2 = 35.0 m. Thus, it is reasonable to assume deep water conditions for fish
farms in the wave regime considered.

A water depth of 100 m is assumed for the case study.

3.1.3 Typical Regular Waves (TRW)

To investigate the characteristics of the 50-year storm wave environment for wave classes
B, C, and D (0.5 m ≤ Hs ≤ 3.0 m and 1.6 s ≤ Tp ≤ 6.7 s) and the corresponding behavior
of the BCS, we want to specify a typical 50-year storm regular wave for each class and
for the maximum wave of class D. These four regular waves are subsequently referred
to as B, C, D, and Hmax and are collectively referred to as TRW. As a typical wave
height H we choose the maximum significant wave height of each class. To establish
corresponding T values, we use the wave prediction procedure of NS 9415, i.e. T = Tp.
Using Hs = H , UA = 0.71 · 351.23 m/s = 56.3 m/s, and fetch F , the corresponding peak
period Tp can be found using Equation 3.3 and Equation 3.4. The fetch value is set as the
value corresponding to the maximum Hs in Table 3.2. For the Hmax-wave, the maximum
Tp value of class D is used with H = 1.9 · 3 m = 5.7 m, cf. Equation 3.1. Regular wave
parameters for each TRW are shown in Table 3.3.

In Table 3.3 the four sets of regular wave parameters are listed together with wave
length λ. The wave length is calculated using the deep water wave relation: λ = g·T 2

2·π ≈
1.56 m/s2 · T 2. The minimum and maximum wave lengths of the TRW are thus 9.8 m
and 70.1 m. Finally, based on the maximum wave steepness H/λ = 1/7 ≈ 0.14 (i.e.
H ≈ 0.22 m/s2 · T 2) the corresponding minimum wave length λmin, minimum wave period
T1/7, and maximum wave height H1/7 are included in the table. The former two are found
using the corresponding TRW wave height and the latter using the corresponding TRW
wave period.
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3.2 Wave loading for a floating, horizontal cylinder

TRW Fetch [km] H [m] T [s] λ[m]
H/λ = 1/7

λmin[m] T1/7 [s] H1/7 [m]
B 1.2 1 2.5 9.8 7.0 2.1 1.4
C 4.8 2 4.0 25.0 14.0 3.0 3.6
D 10.9 3 5.3 43.9 21.0 3.7 6.3

Hmax N/A 5.7 6.7 70.1 39.9 5.1 10.0

Avrg. 5.6 2.9 4.6 37.2 20.5 3.5 5.3

Table 3.3: Linear Wave Parameters for TRW B-D and Hmax.

3.2 Wave loading for a floating, horizontal cylinder

The principal challenge in working with wave loading on fish cage floaters are two fold:

1. The fish farm transcends the traditional classification of hydrodynamic sub areas (as
explained below), which are usually treated separately.

2. For higher waves nonlinearities are introduced

The floater of a sea cage can according to traditional procedures be hydrodynamically
classified as a slender structure. It is also a moored, floating structure experiencing rel-
atively large wave response. Parts of the floater may even be fully submerged or dry at
times, i.e. it is similar to water entry/exit and impact problems. Using reformulated chap-
ter titles of (Journée and Massie, 2001) and (Faltinsen, 1990), all of the following three
areas of hydrodynamics seem relevant for a floater:

Wave loads and motions for floating structures. Normally based on linear potential
theory. Typically stiff, massive structures, such as ships, modeled as a rigid body.

Wave loads on slender structures. Typically fully submerged structures such as
pipelines and risers with loading represented by Morison’s equation.

Water impact and entry. Typically high-speed problems e.g slamming and lifting op-
erations.

The traditional approach of either area does not seem to cover the peculiarities of the
floater. It is clearly a floating structure, but acceptable accuracy of linear potential theory
assumes that both the wave height and the response are small compared to the cylinder
diameter. This is typically not the case for the floater. Additionally, the floater is a slender,
elastic structure, but not fully submerged. Finally, water entry and exit is likely to occur.
However, traditionally the focus has been on high speed entry/exit and the initial, transient
phase.

In this thesis, the initial load model will be based on the conventional approach for
floating structures using linear potential theory. This is expected to give good results for
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The Wave Loading Regime

small waves. To account for the nonlinear effect of realistic wave heights, buoyancy is
subsequently modeled nonlinearly. Linearized horizontal drag is included using the drag
term of Morison’s equation. Although it might be relevant, a water entry/exit approach
will not be further discussed in this thesis.

In this section we start with discussing the traditional hydrostatic concepts of water
plane stiffness and buoyancy, see Section 3.2.1. Then a traditional hydrodynamic classifi-
cation of the BCS is performed, see Section 3.2.3. This classification is useful in an initial
evaluation of hydrodynamic effects of importance for both submerged and floating cylin-
ders. Finally, a discussion of a (fully) submerged cylinder based on Morison’s equation is
presented in Section 3.2.4.

The discussion of wave loading of the floater in the context of linear and nonlinear
analysis (based on potential theory) is left to Section 3.3 and Section 3.4, respectively.
The resonant behavior of the BCS in the vertical and horizontal direction is discussed in
Section 4.3 and 4.4, respectively.

Is CFD a realistic alternative?

It is well known that the Navier-Stokes differential equations offer a theoretical descrip-
tion of various non-linear flow problems, including hydrodynamics. A variety of computer
programs (both commercial and academic) have been developed to solve the Navier-Stokes
equations using various numerical methods — collectively called Computational Fluid Dy-
namics or CFD. Unfortunately, the effective adoption of CFD has proven to be very com-
plicated, and despite the extremely strong computer resources at disposal today, they have
found limited use in engineering practice at present4.

Due to the complexity and lacking maturity of CFD methods within an engineering
context they were not investigated further in this thesis. The wave loading on floaters
of floating fish farms is currently being investigated by Kristiansen (2008) using CFD
methods.

3.2.1 Water plane stiffness

The water plane area Aw is the product of water plane length lw and water plane width
ww: Aw = lw · ww. Assuming that both the free surface and the cylinder are horizontal,
the water plane stiffness kw can, for a circular cross section with diameter D, be expressed
as a function of the draft d (see Figure 3.1):

kw = ρw g Aw = 10.1kN/m3 · Aw = 20.1kN/m3 · lw · √dD − d2 , 0 ≤ d ≤ D (3.8)

4Wikipedia (2007) states: “However, even with simplified equations and high speed supercomputers,
only approximate solutions can be achieved in many cases. More accurate codes that can accurately and
quickly simulate even complex scenarios such as supersonic or turbulent flows are an ongoing area of
research.”
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3.2 Wave loading for a floating, horizontal cylinder

Figure 3.1: Cross section of submerged pipe

In the half submerged position (d = D/2) the BCS pipe has its maximum water plane
stiffness kw,max = 1 m · ρw g lw = 10.1 kN/m2 · lw. The maximum water plane stiffnesses
of a single 30 m pipe and the BCS are thus, respectively: 10.1 kN/m2 · 30 m = 302 kN/m
and 10.1 kN/m2 · 120 m = 1209 kN/m.

In Table 3.4 the relative water plane stiffness is shown for varying draft d. Two points
are particularly noteworthy. First, kw is approximately constant for relative deflections
less than 20 cm (70 cm < d < 30 cm), and secondly, kw is as high as 20% of the maximum
value for a draft of only 1 cm.

3.2.2 Buoyancy

As for kw, the submerged cross-section area Asub and thus the distributed buoyancy Bdistr

can be expressed as a function of the draft d. The symbols used are illustrated in Figure 3.1.

Bdistr = ρw g lw Asub (3.9)

Asub =
2α − sin(2α)

2
· r2 =

[
α − sin(2α)

2

]
r2 , 0 ≤ α ≤ π

cos α =
r − d

r
= 1 − d

r
= 1 − 2d

D

d = (w0 + w) − ζ − r = w − ζ − 0.5 m (3.10)

w0 is the initial vertical location of the pipe center and w is the instantaneous vertical
deflection of the pipe center. ζ is the wave surface elevation. In Table 3.4 the relative
submerged area is shown for varying draft.
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Draft [cm] 50 40 30 25 20 10 1
kw/kw,max[%] 100 98 92 87 80 60 20
Asub/Amax[%] 50 37.4 25.2 19.6 14.4 5.2 0.2

Table 3.4: Relative water plane stiffness as a function of draft.

3.2.3 Hydrodynamic classification

An initial hydrodynamic classification is traditionally based on the λ/D, H/D, and H/λ-
relations. Since the maximum wave steepness is H/λ = 1/7 the relative wave steepness
is calculated as 7 · H/λ. For (fully) submerged, slender cylinders (see Section 3.2.4) in
particular — but also for floating cylinders — four additional non-dimensional numbers
are also important:

• Keulegan-Carpenter number KC

• Reynolds number Rn

• Sarpkaya’s β

• Roughness number

In Table 3.5, the definition of the numbers are given together with their value intervals
for the BCS. In Table 3.6, the individual values for the TRW are listed. The numbers are
referred to later when discussing the hydrodynamic loading. For KC and Rn the symbol
U in Table 3.5 is the water particle velocity amplitude (at z = 0 m). For an oscillating
cylinder the velocity is often taken into account by using relative velocity. However, relative
velocity is not considered when calculating KC and Rn in Table 3.5 and 3.6. The influence
of cylinder oscillation is discussed in the next subsection.

Importance of wave diffraction effects

Wave diffraction effects are normally neglected for slender structures (see e.g. (Journée and Massie,
2001) and (Faltinsen, 1990)), i.e. where:

λ/D ≥ 5 (3.11)

For D = 1 m the limit case is λ ≥ 5 m, i.e. T =
√

2 π λ
g

≥ 1.8 s. Thus, for waves with a

period less than 1.8 s wave diffraction effects should be considered.
The λ/D-ratios for the TRW are shown in Table 3.6, and we see that λ/D varies

from 9.8 to 70.1. This ratio is (numerically) equal to the value of the wavelength for
D = 1 m. Using the above criteria, wave diffraction effects can be neglected for all the
TRW. Additionally, for wave class C investigated in Chapter 8 and 9, the wave lengths for
all seastates are greater than 5, see Table 8.5.

In this thesis we assume that wave diffraction effects can be neglected, i.e. that waves
with T < 1.8 s will not cause significant structural damage.
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3.2 Wave loading for a floating, horizontal cylinder

Name Symbol Definition Value range

Wavelength/Diameter λ/D 9.8 − 70.1

Waveheight/Diameter H/D 1.0 − 5.7

Waveheight/Wavelength H/λ 0.07 − 0.10

Keulegan-Carpenter KC U ·T
D

= πH
D

3.1 − 17.9

Reynolds Rn UD
ν

0.9 − 2.0

Sarpkaya β β Rn/KC 1.1 − 3.0

Roughness number k/D 0

Table 3.5: Nondimensional numbers for wave loading of (slender) cylinder. Range of values
for base case structure are shown, assuming deep water and smooth surface. ν(10◦C) =
1.35 · 10−6 m2/s. Rn and β values must be multiplied by 106 and 105, respectively.

TRW λ/D H/D H/λ 7 · H/λ KC Rn β
B 9.8 1.0 0.10 72% 3.1 0.9 3.0
C 25.0 2.0 0.08 56% 6.3 1.2 1.9
D 43.9 3.0 0.07 48% 9.4 1.3 1.4

Hmax 70.1 5.7 0.08 57% 17.9 2.0 1.1

Avrg. 37.2 2.9 0.08 58% 9.2 1.3 1.8

Table 3.6: Nondimensional numbers for fixed (submerged) cylinder. Rn and β values must
be multiplied with 106 and 105, respectively.
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The Wave Loading Regime

3.2.4 Submerged cylinder

Wave excitation of the BCS with a frequency close to the natural frequency in heave can
cause full submergence for shorter intervals. The deeper a cylinder gets, the less influence
the free surface will have. However, it is not likely that the floater reaches a depth where
the free surface effects are not important.

Nevertheless, initially we choose to discuss hydrodynamic loading for a submerged, slen-
der circular cylinder assuming no free surface effects. The reasons for discussing Morison’s
equation for submerged cylinders is that the drag part of Morison’s equation subsequently
is used both for horizontal drag on the floater (see Section 3.3.4) as well as drag on the
net-pen (see Section 3.3.5). It does not mean that it is recommended to use Morison’s
equation directly as the load model for a floater. The numerical results from Morison’s
equation also serves as a reference for linear potential theory, see Section 3.3. Thus, the
numerical results in this subsection are based on a cylinder with the dimensions of the cylin-
ders used for the BCS. Finally, Morison’s equation is relevant as it previously has been
used in the context of floating fish farms, see e.g. (Ormberg, 1991), (Berstad et al., 2004),
(Gosz et al., 1996), (Lekang, 2007), (Thomassen and Leira, 2005), (Thomassen and Leira,
2006) (the latter two by the present author as co-author).

Morison’s equation (i.e separated flow)

The empirically based Morison’s equation (Morison et al., 1950) is normally used for fully
submerged cylinders (no free surface effects) when viscous effects are of importance. Mori-
son’s equation was originally developed in order to model loading on a fixed, surface pierc-
ing, circular, vertical, and rigid cylinder standing on the sea bed with viscous forces being
important. It yields a force that is perpendicular to the cylinder axis. Flow components
and any resulting forces parallel to the cylinder axis are neglected. Morison’s equation tells
us that the horizontal force dF per unit length on a vertical rigid cylinder can be written:

dF = ρw
πD2

4
CMa1 +

ρw

2
CDD |u| u (3.12)

u and a1 are the horizontal undisturbed fluid particle velocity and acceleration at the
midpoint of the strip. The first and last terms of Morison’s equation are called drag
and mass5 force, and the corresponding coefficients CM and CD are the mass and drag
coefficients, respectively. CM is often split into a diffraction part (i.e. Cm) and a Froude-
Kriloff part (with coefficient equal to 1): CM = Cm + 1.

Mass and drag coefficients

For a submerged cylinder potential theory is a good approximation as long as no separation
occurs (as it is for a floating cylinder). According to potential theory CM = 2.0.

5Journée and Massie (2001) use the term inertia instead of mass for the second term of Morison’s
equation. In the present thesis the term mass is chosen, i.e. in accordance with (Faltinsen, 1990).
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3.2 Wave loading for a floating, horizontal cylinder

TRW B C D Hmax

zKC=2 [m] 0.7 4.6 10.8 24.5

Table 3.7: Depth at which KC=2 for TRWs

Separation typically occurs for KC > 2, i.e. for all TRW (KC ≥ 3.1). As the KC
number is proportional to the velocity, it will also decrease exponentially with depth. The
depth at which KC = 2 is shown in Table 3.7. From the table we see that KC will be
greater than two for all expected depths, with a possible exception for TRW B.

For KC > 2, mass and drag coefficients CM and CD have to be empirically determined.
Multiple researchers have indeed conducted laboratory tests to determine CM and CD,
often for very specific situations (Journée and Massie, 2001).

The vast majority of experiments and recommendations quantifying numerical values
for mass force and drag coefficients have been done for fully submerged cylinders with no
influence from the free surface. However, even for this case, there is no consensus on which
values are appropriate. In general, for the relevant KC and Rn intervals (3 < KC < 20
and Rn ≈ 106) the flow is separated and turbulent. Most results and recommendations for
a fixed, smooth cylinder fall in the intervals:

1.6 ≤ CM ≤ 2.0

0.6 ≤ CD ≤ 1.0 (3.13)

For the numerical results of the floater presented later we have chosen to use the upper
limits of Equation 3.13, yielding high values for the drag and mass force.

As briefly discussed later in this section, Morison’s equation can be adapted to ac-
commodate both an oscillating cylinder and any inclination of the cylinder axis. Both
circumstances can affect the force coefficients, but this influence will not be considered
further here.

Mass vs. viscous dominance

Mass force vs. drag force importance can be categorized based on a comparison of the
respective terms in Morison’s equation assuming fixed cylinder and maximum wave particle
velocity and acceleration (i.e. zero depth)6. The ratio between the drag and mass force
amplitudes for a regular wave with frequency ω is (Journée and Massie, 2001):

Fdrag,a

Fmass,a

=
1
2
ρwCDDua|ua|

π
4
ρwCmD2ωua

=
2CD|ua|
πCmDω

=
1

π2
· CD

Cm

· KC (3.14)

Assuming the typical coefficient relation CM/CD = 2 (e.g. CM = 2.0 and
CD = 1.0), we get equal amplitudes for KC = 19.7. Both the KC-number (i.e. π · H/D)

6We ignore the apparent paradox that whereas using maximum amplitudes implicitly assume zero
depth, Morison’s equation is normally used under the assumption of no free-surface effects.
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KC H/D Dominance
Mass force is dominant.

KC < 3 H/D < 1.0
Drag force can be neglected.

3 < KC < 15 1.0 < H/D < 4.8 Drag force can be linearized.
15 < KC < 45 4.8 < H/D < 14.3 Full Morison equation.

Drag force is dominant.
KC > 45 H/D > 14.3

Mass force can be neglected.

Table 3.8: Mass or drag force dominance as a function of KC-number (Journée and Massie,
2001)

(Journée and Massie, 2001) and H/D (Faltinsen, 1990) can be used to identify intervals
of mass force vs. drag force dominance, see Table 3.8. For KC < 3, the drag force is less
than 15% of the mass force and for KC > 45 mass force is less than 44% of drag force, cf.
Table 3.8.

The H/D-relations for TRW are shown in Table 3.6 and vary from 1 to 5.7. According
to Table 3.8, drag loads can be linearized for TRW B to D, whereas for the Hmax-wave
there is a transition into the domain of a full Morison equation, i.e. with a KC-number
around 18.

Amplitude reduction with depth

As both the water particle velocity and acceleration decrease with depth as ekz, the mass
force and drag force (depth dependent) amplitudes decrease with depth as ekz and e2kz,
respectively. Drag force shows a stronger reduction with depth than mass force. Thus,
the mass force dominance established above will be further strengthened with depth. The
respective decrease with depth is shown in Table 3.9 for the relevant depth interval: z =
−0.5 m,−1.0 m,−1.5 m. We see from the table that for TRW C, D, and Hmax the reduction
in mass force is less than 22% for depths less than 1 m. The corresponding number for
drag is 40%. Thus, for these TRW the reduction in mass force is quite limited whereas the
reduction in drag is more significant. For TRW B the reduction is considerable for both
mass force and drag.

Later in this chapter horizontal mass force and drag force will be based on horizontal
acceleration and velocity. For large submergence, the effect of amplitude reduction should
be taken into account. However, assuming that the dominating level of submergence for
the BCS is less than 1 m, we choose to ignore the amplitude reduction with depth and
use the maximum amplitudes at the surface (z = 0 m) — this is consistent with the
long wave length approximation of Section 3.2.3. This is a conservative assumption as
the maximum amplitudes are assumed. Finally, it is noted that the effect of amplitude
reduction with submergence is probably less than other effects such as nonconstant added
mass and hydrodynamic damping.
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3.2 Wave loading for a floating, horizontal cylinder

TRW k Mass Drag
[ rad

m
] -0.5m -1.0m -1.5m -0.5m -1.0m -1.5m

B 0.64 72% 53% 38% 53% 28% 14%
C 0.25 88% 78% 69% 78% 60% 47%
D 0.14 93% 87% 81% 87% 75% 65%

Hmax 0.09 96% 91% 87% 91% 84% 76%

Table 3.9: Reduced values of mass force and drag term of Morison’s equation with depth.

Morison loading for a vertical cylinder in the free surface zone

Faltinsen (1990) notes that for a vertical cylinder, special care should be taken in the
free-surface zone as a straightforward application of Morison’s equation implies that the
absolute value of force per unit length is largest at the free-surface, i.e. this clearly gives
an unphysical result as the pressure is constant on the free surface and thus the force per
unit length has to go to zero. Further, it is suggested that the maximum force occurs at a
distance of 25% of the wave amplitude below the free-surface, i.e. from 0.13 m to 0.71 m
depth for the TRW.

Morison loading for a horizontal cylinder in the free surface zone

The discussion of a vertical cylinder in the free surface zone above is not directly applicable
to a floating horizontal cylinder, but it points to the fact that loading models in the free-
surface zone should be applied with caution.

To account for the instantaneous wave surface elevation several modifications of the
linear theory have been suggested. E.g. Ormberg (1991) used Wheeler stretching (Wheeler,
1970). In the present work no modification of the linear wave theory is introduced to find
horizontal forces. The velocity used to calculate horizontal drag on the floater is found
directly from linear wave theory and the mean position of the cylinder element in question
— no account is taken of the instantaneous location of the floater, see Section 3.3.4. The
reasons are twofold:

• For the fatigue parameter study (see Chapter 9), the focus is on load effects caused by
vertical loading, i.e. vertical buoyancy is assumed to be the dominating (nonlinear)
effect and is thus implemented and studied first.

• Finding drag effects of floating cylinders in waves has not been thoroughly investi-
gated — e.g. in terms of coefficients — and an implementation based on Morrison’s
equation is associated with considerable uncertainty. Thus, a possible incremental
improvement by considering only the instantaneous wave surface does not seem jus-
tified.
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The Wave Loading Regime

TRW vmax amax Fmass,a Fdrag,a
Fdrag,a

Fmass,a

2Fmass,a

Bmax

2Fdrag,a

Bmax

[m/s] [m/s2] [kN/m] [kN/m]
B 1.3 3.2 5.1 0.8 16% 129% 20%
C 1.6 2.5 4.0 1.3 32% 101% 32%
D 1.8 2.1 3.4 1.6 48% 86% 41%

Hmax 2.7 2.5 4.0 3.7 91% 102% 93%

Avrg. 1.8 2.6 4.1 1.8 47% 104% 47%

Table 3.10: Velocity, acceleration and Morison forces for TRW. Assuming CD = 1 and
CM = 2. Maximum buoyancy Bmax = 7.9 kN/m. Subscript a refers to amplitude.

Comparison of drag force, mass force, and buoyancy loads

Assuming linear wave theory and deep water waves, we can find numerical values for
maximum water particle velocity and acceleration amplitudes (i.e. for z = 0 m) and the
corresponding mass force and drag force terms of Morison’s equation as well as the mass
force/drag force ratio, see Table 3.10.

A floater may oscillate between being fully submerged and dry, i.e. fluctuate between
a buoyancy of 0 kN/m and 7.9 kN/m (see Table 2.5). The water particle velocity and
acceleration required to produce a drag force or mass force of 7.9 kN/m are 3.9 m/s and
4.9 m/s2, respectively (for CM = 2 and CD = 1). However, as mass forces and drag forces
change sign (i.e. direction), it is more relevant to consider the values required to give half
the maximum buoyancy, i.e. 2.8 m/s and 2.5 m/s2. In Table 3.10, the drag force and mass
force terms are compared to half the maximum buoyancy for the TRW. We see that the
(double) mass force is of the order of the (maximum) buoyancy. The ratio of the double
mass force term to the (maximum) buoyancy is (A = π D2

4
):

2 · Fmass

Bmax
=

2 ρw A CM a1

ρw A g
=

2 CM a1

g
=

a1

2.5 m/s2
(3.15)

Whereas the mass force term (and the wave particle acceleration) shows little change with
wave height, the drag force term increases sharply with wave height. The mass force term
dominates the drag term except for the Hmax-wave. The domination will increase with
depth, see Table 3.9. These results are in accordance with the KC-dependence of mass
force vs. drag force dominance described in Table 3.8.

Influence of cylinder oscillation and orientation

The previous discussions and calculations were presented under the assumption that the
cylinder is fixed and vertical. In practice neither of these is the case for a floater nor a
netpen.

Morison’s equation can be modified to accommodate oscillation of the cylinder as well
as any orientation of the cylinder. An inclined orientation of the cylinder is taken into con-
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3.2 Wave loading for a floating, horizontal cylinder

sideration by using the velocity and acceleration components perpendicular to the cylinder
axis. As an example of the effect of oscillation we look at a moving vertical circular cylinder
and denote the horizontal rigid body motion of a strip of length dz by η1. u and a1 are the
horizontal (i.e. x-component) water particle velocity and acceleration, respectively. The
added mass coefficient is: Cm = CM − 1. The horizontal hydrodynamic load dF is then
(Faltinsen, 1990):

dF =
1

2
ρw CDdz(u − η̇1)|u − η̇1| + ρw CM

πD2

4
dz a1 − ρw (CM − 1)

πD2

4
dz η̈1 (3.16)

The influence of cylinder oscillations (i.e. cylinder velocity and acceleration) on KC
and Rn-values and subsequently CD and CM -values are typically expressed through the
use of relative velocity uR and acceleration aR rather than water particle velocity v and
acceleration a. Drag force is dependent on the relative velocity uR = u − η̇, whereas the
mass force is divided in two parts dependent on water particle acceleration a1 and cylinder
acceleration η̈1, respectively. The inherent decoupling of the acceleration terms makes the
mass force easier to handle mathematically than is the case for drag. The Cm ρw A η̈ -term
can be moved to the “left hand side” in the equation of motion and added to the structural
mass, leaving the water particle acceleration term (CM ρw A a) as the mass force term on
the “force side”. It is mathematically convenient (and common practice) to assume that
the added mass coefficient Cm is constant.

Due to the nonlinearity of the drag force term, linearization is a well-known technique
to simplify the numerical analysis through decoupling of the velocity components, see e.g.
(Leira, 1987) and (Krolikowski and Gay, 1980). Linearization typically introduces accept-
able errors as long as the mass force is dominating over drag force (see Table 3.8). The
linearized drag force can (as for mass force) be split into two terms. The term proportional
to the response velocity perpendicular to the cylinder axis η̇⊥ is moved to the left hand
side and added to the structural damping. The term proportional to the component of the
water particle velocity perpendicular to the cylinder axis u⊥ is left on the right hand side
as a driving force. u0 is the amplitude of the perpendicular component of water particle
velocity, i.e. u⊥(t) = u0 · sin(ω · t). We assume that the response velocity is much smaller
than the water particle velocity, i.e. η̇⊥ << u⊥ . Linearization in regular waves (harmonic
loading) based on Fourier series then gives:

Fdrag =
1

2
ρw CD D

8

3π
u0 uR = KD

8

3π
u0uR = B(u⊥ − η̇⊥) (3.17)

The damping coefficient is thus B = KD
8
3π

u0 and the exciting force is Fdrag,lin =
KD

8
3π

u0u⊥. Equation 3.17 is used to estimate the load effects of horizontal drag on the
floater in Section 3.3.4 and vertical and horizontal drag effects on the netpen in Sec-
tion 3.3.5.
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3.3 Linear analysis of the floater

The loads acting on a floating cylinder in waves are typically found by applying potential
flow theory, see e.g. (Newman, 1977), (Faltinsen, 1990). For simplicity and effectiveness,
linear potential theory (first-order solution) is most often applied (e.g. enabling frequency
domain response analysis). Linearization is normally valid if the wave amplitude is small
relative to a characteristic wavelength and body dimension (Faltinsen, 1990).

Potential theory typically gives good results if viscous effects are of little importance.
For a floating body viscous effects are usually only considered when the horizontal flow
(current or waves) separates, thus giving a drag force which is important e.g. for damping of
moored structures. A floater is typically moored and horizontal viscous effects are therefore
taken into account as linearized drag, see Section 3.3.4. They can thus be included in a
linear analysis. Likewise, movement of the netpen is assumed to have a viscous effect and
is included as linearized drag damping.

This section describes the recommended wave load model for a linear structural analysis
of the BCS, i.e. a combination of load effects according to:

• Linear potential theory (see Section 3.3.1 - 3.3.3)

• Linearized horizontal drag for the floater (see Section 3.3.4)

• Linearized drag damping of the netpen (see Section 3.3.5)

The results will be used in 1 DOF natural period analysis, see Section 4.3 and 4.4.
As described in later chapters these results will also be used in linear time domain sim-
ulations (frequency domain analysis will not be performed). The linear analysis will be
verified against hand calculations and serve as a reference for the nonlinear analysis. The
recommended modifications for a nonlinear analysis are presented in Section 3.4.

3.3.1 Motion of a floating rigid body

According to linear theory the equations of motion for a floating rigid body are (Faltinsen,
1990):

6∑
k=1

[(Mjk + Ajk)η̈k + Bjkη̇k + Cjkηk] = Fj exp(−iωet) , j = 1, ..., 6 (3.18)

The hydrodynamic added mass Ajk, hydrodynamic damping Bjk, and the exciting wave
force amplitudes Fj are found from linear potential theory. Generally, a numerical method
is required for the calculations. Descriptions of the procedures and various methods can
be found in e.g. (Faltinsen, 1990) and (Journée and Massie, 2001).

Cjk is the restoring force coefficient (i.e. water plane stiffness). For the BCS the
(maximum) restoring coefficient in heave is (see Section 3.2.1): C33 = kw = Awρwg =
10.1kN/m3 · lw. Mjk is the structural mass. In addition to the water plane stiffness, the
mooring lines of the BCS act as restoring horizontal forces.
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3.3 Linear analysis of the floater

For added mass Ajk, damping Bjk, and exciting wave forces Fj only the heave (vertical)
and the sway (perpendicular) translational DOFs are given a nonzero value. It is reasonable
to assume that this is sufficiently accurate as the number of elements in the finite element
discretization increases.

In structural dynamics the damping and stiffness is typically named C and K, respec-
tively, as opposed to B and C in hydrodynamics, as described above. In the present thesis,
(structural and hydrodynamic) damping will be denoted B and water plane stiffness kw. C
is used to designate force coefficients, as is typical for Morison’s equation, see Section 3.2.4.

Strip theory

In strip theory, potential coefficients and exciting forces for three-dimensional bodies are
based on two-dimensional potential theory, see e.g. (Faltinsen, 1990) and
(Journée and Massie, 2001). This approach lends itself nicely to the BCS as it is built up
from slender cylinders, and will therefore be used.

3.3.2 Added mass and potential theory damping

Bai and Yeung (1974) have investigated the added mass and hydrodynamic damping of a
half submerged cylinder. The values are based on Frank’s close fit method (Frank, 1967).
Their results can be used to find the added mass Aii and the hydrodynamic damping Bii in
heave and sway and are based on the nondimensional frequency ω∗, where R is the radius
of the cylinder:

ω∗ =
ω2R

g
(3.19)

T = 2π

√
R

g ω∗ = π

√
2 D

g ω∗ (3.20)

Bai and Yeung (1974) cover the interval ω∗ > 0.1, i.e. T < 4.5 s for the BCS. We
want to express the added mass in terms of a (nondimensional) equivalent added mass
coefficient:

Cm,eq,i =
Aii

πD2

4
· ρw

, i = 2, 3 (3.21)

Cm,eq,i is the ratio of added mass to the mass of the displaced water volume of the whole
cylinder, i.e. it can be compared to the added mass coefficient used in Morison’s equation
— thus the name. In Table 3.11 and 3.12, added mass and damping in heave and sway,
respectively, are listed for the TRW. The higher TRW have a period greater than 4.5 s, but
values are found by extrapolation. Cm,eq,i-values are included in Table 3.11 and 3.12, as is
the total mass of the BCS mtot. Finally, the diffraction forces Fa,i and Fu,i are included,
see Equation 3.22 and 3.23.
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Figure 3.2: Equivalent added mass coefficient Cm,eq, damping coefficient ξ, and dynamic
amplification factor DAF in heave and sway for the BCS.

Damping can be expressed in terms of the damping coefficient ξ, see Section 3.3.6.
Based on added mass and relative damping, the dynamic amplification factor DAF can be
calculated, see Appendix F. The added mass coefficients, the damping coefficients, and
the dynamic amplification factors in heave and sway are plotted in Figure 3.2 as a function
of wave period. The wave period interval is from 1 s to 4.5 s.7 A similar figure has been
presented for a sphere in heave by Newman (1977). The added mass is considered when
calculating the critical damping, see Section 3.3.6.

7 As discussed in section 3.2.3, the relative importance of wave diffraction effects increases as the
wave period decreases, and for T < 1.8 s wave diffraction effects should be considered according to the
rule-of-thumb: λ/D ≥ 5.
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3.3 Linear analysis of the floater

TRW ω ω2R
g

A33 Cm,eq mtot Fa,3 B33 Fu,3

[ rad
s

] [−] [kg
m

] [−] [t] [kN
m

] [kNs
m2 ] [kN

m
]

B 2.5 0.32 323 0.40 87 1.0 1.1 1.5
C 1.6 0.13 508 0.63 109 1.3 1.0 1.6
D 1.2 0.07 605 0.75 121 1.3 0.9 1.5

Hmax 0.9 0.04 689 0.85 131 1.7 0.7 2.0

Avrg. 1.6 0.14 530 0.66 112 1.3 0.9 1.6

Table 3.11: Linear hydrodynamic added mass and damping for a half submerged cylinder
in heave.

TRW ω ω2R
g

A22 Cm,eq mtot Fa,2 B22 Fu,2

[ rad
s

] [−] [kg
m

] [−] [t] [kN
m

] [kNs
m2 ] [kN

m
]

B 2.5 0.32 524 0.65 80 1.7 0.51 0.64
C 1.6 0.13 484 0.60 77 1.2 0.08 0.12
D 1.2 0.07 464 0.58 76 1.0 0.01 0.02

Hmax 0.9 0.04 448 0.56 75 1.1 0.00 0.00

Avrg. 1.6 0.14 480 0.60 77 1.2 0.15 0.19

Table 3.12: Linear hydrodynamic added mass and damping for a half submerged cylinder
in sway.

Discussion

For the equivalent added mass coefficients Cm,eq,i the intervals of variation are from 0.3 to
0.7 in heave and 0.1 to 0.65 in sway. However, for the most important interval T > 2 s,
heave shows much more variation than sway: from 0.3 to 0.7 vs. from 0.5 to 0.65. Further,
the added mass reaches a plateau level and decreases in sway whereas heave has a steady
increase over this interval. Indeed, the added mass in heave approaches infinity as ω∗ → 0
whereas added mass in sway reaches its maximum for ω∗ ≈ 0.5.

The damping coefficient in heave is high over the whole interval. In sway, on the other
hand, the damping coefficient decreases sharply from a very high level for short periods to
almost zero for long periods. However, damping in both sway and heave approaches zero
when ω∗ → 0.

The DAF is quite small in heave due to the high damping levels. In sway, the maximum
DAF is considerably higher and it occurs for a higher and more important wave period
due to the strong decline in damping with increasing wave period.
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The Wave Loading Regime

3.3.3 Excitation forces based on potential theory

Excitation forces will be different for a cylinder perpendicular to the wave direction as
compared to a cylinder parallel to the wave direction. For a parallel cylinder we will assume
that the horizontal exciting forces can be neglected, whereas they will be considered for
perpendicular waves. Below, the focus is on a cylinder perpendicular to the wave direction.
The vertical load model will be adopted also for parallel cylinders on an element wise level,
as the element length (≈ 1.5 m) typically will be much shorter than the dominating wave
lengths (5 − 70 m).

Cylinder perpendicular to wave direction

Excitation forces are typically divided into Froude-Kriloff and diffraction effects. It can be
shown that for long waves the exciting diffraction force can be found from the added-mass
and damping coefficients, see e.g. (Faltinsen, 1990), (Newman, 1977). The mass diffraction
force (i.e. proportional to the water particle acceleration) is:

Fa,i = Aii · ai = Cm,eq,i · ρw
πD2

4
ai , i = 2, 3 (3.22)

ai is the water particle acceleration component at z = 0 in the direction i. Likewise, the
diffraction force proportional to the water particle velocity is:

Fu,i = Bii · ui , i = 2, 3 (3.23)

ui is the water particle velocity component at z = 0 in the direction i. As ω → 0 the
acceleration approaches zero faster than the added mass in heave approaches infinity, and
thus the mass diffraction force approaches zero. Correspondingly, as ω → 0 the velocity
approaches zero whereas the damping coefficient is finite, and thus Fu,i approaches zero.
Fu,i is ninety degrees out of phase with Fa,i. The amplitudes of Fa,i and Fu,i are listed in
Table 3.11 and 3.12.

The Froude-Kriloff (FK) force is the force due to the undisturbed (dynamic) pressure
field and can be found by integrating the pressure over the wet contour. For a half sub-
merged cylinder with wave direction perpendicular to its axis the expression for the linear,
vertical FK-force is:

FFK,v =

π∫
0

pD r sin αd α = ρw g ζa

π∫
0

exp(−kr sin α) sin(ωt + kr cos α) sin α dα (3.24)

ζa is the surface elevation amplitude. In the limit case of infinitely long waves — i.e.
kR → 0 — the expression is simplified:

lim
kr→0

FFK,v = ρwgζa

∫ π

0
(sin(ωt) + kr cos(ωt) cosα) sin αdα (3.25)

= ρwgζaD sin(ωt) = ρwgDζ(t) = C33 ζ(t) = kw,max ζ(t)
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3.3 Linear analysis of the floater

Thus, for very long waves, the Froude-Kriloff force (and the total force as Fa,3 → 0
and Fu,3 → 0) is proportional with the surface elevation ζ(t), i.e the Froud-Kriloff force
for very long waves is equal to the buoyancy effect of the wave. This force is proportional
to the wave elevation ζ rather than the water particle acceleration a3. The corresponding
vertical (quasi static) response amplitude of the cylinder is: Δv =

FF K,v

kw,max
= ζ(t). As the

amplitude is equal to the free surface elevation and the phase angle is zero (as ω → 0)
the limit case illustrates that for very long waves a perpendicular cylinder will follow the
wave elevation. The Froude-Kriloff force for long waves has the direction of the surface
elevation, but opposite (180◦ out-of-phase) of the vertical acceleration a3 and the vertical
diffraction force Fa,3). The total vertical excitation force is thus:

Ftot,3 = FFK,v − Fa,3 (3.26)

The corresponding expressions for the horizontal force are:

FFK,h =

π∫
0

pDr cos αdα = ρwgζa

π∫
0

exp(−kr sin α) sin(ωt + kr cos α) cos α dα (3.27)

lim
kr→0

FFK,h = ρwgζa

∫ π

0
(sin(ωt) + kr cos(ωt) cosα) cosαdα (3.28)

= 1
2

πD2

4
ρwgkζa cos(ωt) = 1

2
πD2

4
ρwω2ζa cos(ωt) = 1

2
πD2

4
ρw a2(t)

Thus, the horizontal Froude-Kriloff force is proportional to the perpendicular water
particle acceleration at z = 0. It is interesting to note that while the vertical Froude-
Kriloff force is independent of wave frequency, the horizontal component is proportional
with ω2. Thus, the horizontal FK-force approaches 0 for long waves.

FFK,v is found by numerical integration of Equation 3.24 and listed in Table 3.13.
Further, the limit values for the FK-force FFK,lim is included — using Equation 3.25 —

and this is compared to both the actual FK-force and the total force as
FF K,v

FF K,lim
and Ftot

FF K,lim
.

In Table 3.14 the corresponding values are listed for sway based on Equation 3.27 and
3.28. An equivalent Froude-Kriloff parameter CFK,eq is also included in Table 3.14, cp. the
Cm,eq parameter of Table 3.11 and 3.12. This parameter is used to compare the calculated
horizontal FK-forces with the Froude-Kriloff part of the mass force in Morison’s equation:
FFK,Mor = CFK · πD2

4
ρwai. For a submerged cylinder with no free surface effects CFK = 1.0.

Thus, CFK does not appear in Equation 3.16. We then get:

CFK,eq =
FFK,h

a2
πD2

4
ρw

(3.29)

FFK,h = CFK,eq · a2
πD2

4
ρw (3.30)
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Finally, based on the mass force in Morison’s equation (i.e. ρwCM
πD2

4
ai, cp. Equa-

tion 3.16) an equivalent total force coefficient CM,eq is found and included in Table 3.14:

CM,eq =
(FFK,h + Fa,2)

a2
πD2

4
ρw

(3.31)

Fmass,2 = FFK,h + Fa,2 = CM,eq · a2
πD2

4
ρw (3.32)

Discussion

Equation 3.25 and Equation 3.28 show that for long waves the FFK-force is proportional
to surface elevation and horizontal water particle acceleration, respectively. Comparing
the numerical values with the limit case gives values in the range from 77− 97% (vertical)
and 86−99% (horizontal). This means even for the shortest waves the force is close to the
value for infinitely long waves.

In heave (and as expected), the FK-force is dominating over the diffraction force, and
the ratio of the total force to the long wave FFK-force (i.e. Ftot

FF K,lim
) varies from 57% to 91%.

Thus, using the limit value of the Froude-Kriloff force is a conservative approximation for
the total vertical hydrodynamic force on a floating cylinder in perpendicular waves for all
TRW:

Fvert(t) = kw ζ(t) (3.33)

This implies that the sum of hydrostatic load (i.e. initial buoyancy) and hydrodynamic
load can be approximated as the instantaneous total buoyancy.

The above result can also be supported through a different line of reasoning. For the free
surface above z = 0 m the combined hydrostatic and hydrodynamic pressure are typically
assumed to vary linearly (Faltinsen, 1990), and the total pressure has to be zero at the
free surface. For small depths (z > −1 m) in long waves, the exponential factor of the
dynamic pressure amplitude (pd,amp = ρw g ζa exp(kz)) will be approximately 1. Thus, for
small depths and long waves the total pressure will be zero at the free surface and increase
linearly with depth with the same slope as the static pressure increase, i.e. the combined
hydrostatic and dynamic force results in a force equal to the instantaneous buoyancy.

The sum of the vertical force and the (linear) restoring force is: Fvert(t)−kw,max η(t) =
kw,max[ζ(t)− η(t)], i.e. the instantaneous change in buoyancy. This result is not surprising
as the long wave limit case is quasi static, i.e. for long waves the cylinder will follow the
wave elevation and the sum will be (approximately) zero.

The velocity proportional diffraction components Fu,3 are slightly bigger than the ac-
celeration proportional components Fa,3, see Equation 3.23, 3.22, and Table 3.11. Both
components are ignored in the analyses as they are small compared to the FK-force, see
above.

For sway, the coefficients show little variation and a CM,eq-value of 1.1 is a good approx-
imation for all TRW. This is approximately half of typical CM -values for a fully submerged
cylinder (i.e. 1.6 − 2.0). The average value of Cm,eq is 30% higher than CFK,eq (i.e. 0.60
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3.3 Linear analysis of the floater

TRW FFK,v FFK,lim
FF K

FF K,lim
Ftot

Ftot

FF K,lim

[kN
m

] [kN
m

] [−] [kN
m

] [−]
B 3.9 5.0 77% 2.9 57%
C 9.1 10.1 90% 7.8 78%
D 14.3 15.1 95% 13.0 86%

Hmax 27.8 28.7 97% 26.1 91%

Avrg. 13.8 14.7 90% 12.5 78%

Table 3.13: Linear Froude-Kriloff forces for a half submerged cylinder in heave.

TRW CFK,eq CM,eq FFK,h FFK,lim
FF K

FF K,lim
Fmass

Fmass

FF K,lim

[−] [−] [kN
m

] [kN
m

] [−] [kN
m

] [−]
B 0.43 1.1 1.1 1.3 86% 2.8 216%
C 0.45 1.1 0.9 1.0 90% 2.1 210%
D 0.47 1.0 0.9 0.9 94% 1.8 209%

Hmax 0.49 1.0 1.0 1.0 99% 2.1 210%

Avrg. 0.46 1.1 1.0 1.0 92% 2.2 211%

Table 3.14: Linear diffraction and Froude-Kriloff coefficients and forces for a half submerged
cylinder in sway.

vs. 0.46). The velocity proportional diffraction components Fu,2 are much smaller than
the acceleration proportional components Fa,2, see Table 3.12, and will be ignored in the
analyses.

3.3.4 Linearized horizontal drag for the floater

Separation around a floating cylinder in waves will be different in the horizontal and vertical
directions. Viscous effects are likely to be of minor importance in the vertical direction
(heave and pitch/roll) as separation has limited time and distance to develop. This is
particularly the case for a structure without sharp corners. Separation will be additionally
suppressed for a flexible structure which tends to move with the waves as is the case for a
floater in long waves.

In the horizontal direction separation has (“half-infinite”) distance to develop. Thus,
drag damping is typically of importance for motion of a moored, floating structure. The
drag can be expressed as the drag part of Morison’s equation, and by linearization split into
a damping and an exciting force term, see Section 3.2.4. According to Faltinsen (1990),
the free-surface acts similar to an infinitely long splitter plate. This means that one can
apply drag coefficients for the double body with splitter plates. The splitter plate effect
causes a significant reduction of the drag coefficient for high KC-numbers. When the KC-
number is low the eddies will stay symmetric for the double body without a splitter plate
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TRW B Fdrag,lin Fmass
Fdrag,lin

Fmass
Fu,tot

Fu,tot

Fmass

[kNs/m2] [kN/m] [kN/m] [−] [kN/m] [−]
B 0.27 0.34 2.8 11% 1.3 46%
C 0.34 0.54 2.1 24% 0.66 31%
D 0.39 0.69 1.8 39% 0.71 39%

Hmax 0.58 1.6 2.1 76% 1.6 76%

Avrg. 0.40 0.78 2.2 38% 1.1 48%

Table 3.15: Horizontal linearized drag damping B, horizontal linearized drag force Fdrag,lin,
horizontal mass forces Fmass, and total horizontal exciting force in-phase with the horizontal
water particle velocity Fu,tot for half submerged cylinder.

which means the free surface has little effect for low KC-numbers. Thus, for the TRW —
with (fixed cylinder) KC-numbers varying from 3.1 to 17.9 — only the higher wave heights
can be expected to have lowered CD-values (compared to “no surface effect cylinders”).
Based on the above and the uncertainty of coefficient values mentioned in Section 3.2.4, we
choose to assume the same value for the drag coefficient as for a fully submerged cylinder
with no free surface effects, i.e. CD = 1. The values of the drag force and linearized
damping coefficient are half of the submerged cylinder case, see Equation 3.17, keeping
the assumption that the response velocity is much smaller than the water particle velocity.
The linearized drag force is then:

Fdrag =
1

2
KD

8

3π
u0uR = 218kg/m2 · u0(v⊥ − η̇⊥) (3.34)

The damping coefficients (B = 218kg/m2 ·u0) and the excitation drag force amplitudes
(i.e. Fdrag,lin = 218kg/m2 · u2

0) of the TRW are shown in Table 3.15 assuming that the
wave direction is perpendicular to the cylinder axis.

The assumption of small horizontal oscillations (see above and Section 4.4) leads to
excitation drag force amplitudes that are 8

3π
-times (i.e. 85%, cp. Equation 3.12 and 3.17)

of the corresponding drag force amplitudes found in Table 3.10. The drag force is half
the linearized value for a fixed, submerged cylinder and thus 50% · 8

3π
= 42% of the the

maximum drag value, see Table 3.10).
In Table 3.15 linear potential force (mass force) Fmass, and the drag/mass force-ratio

Fdrag,lin

Fmass
are also included. The total force is found from linear potential theory, see Ta-

ble 3.14. Finally, the amplitude of the total, horizontal force proportional to the water
particle velocity (i.e. Fu,tot = Fu,2 + Fdrag,lin, Fu,2 from Table 3.12) and the ratio of this
force to Fmass are given in the table. This table is thus also a summary of the horizontal
excitation forces. The two force components — proportional to water particle acceleration
and velocity, respectively — are 90◦ out-of-phase. The phase is sin(ωt) and cos(ωt) for
velocity and acceleration, respectively. The mass force is the dominating force, as was the
case for Table 3.10.
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3.3 Linear analysis of the floater

If analyses indicate that the horizontal structural velocity is small compared to the
horizontal water particle velocity — even for low levels of damping — the assumption
of small response is justified and (drag) damping is of little importance. If on the other
hand analyses show that the horizontal structural velocity is significant this assumption
can be either conservative or non-conservative (i.e. under- or overestimate damping) and
further investigations should be made. Additionally, if the importance of drag increases,
the linearization itself may be a poor approximation and should be reevaluated. The
response velocity is evaluated in Section 4.4.

3.3.5 Linearized drag damping of the netpen

The netpen is an important part of the structural system, in particular with respect to
damping. Whereas current typically affects the whole netpen (i.e. the whole water column),
waves will only affect the upper parts of the netpen directly because a large part of the
netpen will typically be below the wave zone altogether (or in an area of very low water
particle velocity due to waves). This is because of the exponential decay of the velocity.
The ratio of the drag amplitude at depths z < 0 m to the maximum drag amplitude (i.e.
at z = 0 m) for the TRW are (0%, 8%, 24%, 41%) for z = −5 m and (0%, 1%, 6%, 17%) for
z = −10 m.

As an initial approximation we assume that the netpen is unaffected by the waves. Thus,
in a dynamic sense it is under the sole influence of floater movement (both horizontally and
vertically). If the floater response is small, so is the structural effect of the netpen. Further,
we assume that the structural dynamic effect of the netpen can be effectively modeled as
linear drag damping. These assumptions are supported by (Lader and Fredheim, 2006)
and (Lader et al., 2007a). Among the observations made in (Lader and Fredheim, 2006)
is that:

The floater movement is therefore the main contributor to the forces and ten-
sions in the net, while the forces which are only connected with the fluid/structure
interaction on the net are much smaller. This implies the importance of mod-
eling the behavior of the floater accurately in order to obtain good estimates
for the structural forces in the net.

In (Lader et al., 2007a) three wave load models are compared against experiments on a
fixed, vertical net. Among the conclusions drawn are that a simplified drag load model
(i.e. the drag part of Morison’s equation) yield comparably good results, and that this
load model showed good potential for improvement into a more accurate wave load model.

The uncertainties involved in describing the effect of the netpen is considerable: thread
thickness, mesh size, and netpen depth can vary, but are in principle known quantities.
More importantly, bio fouling, deflection of the netpen, and the hydrodynamic model
are three interconnected factors that introduce considerable uncertainty in the structural
analysis. Despite the importance of these factors, their complexity does not allow an
elaborate discussion in this context, i.e. bio fouling is neglected, a simplified hydrodynamic
model will be assumed, and the netpen is assumed to always be fully stretched.
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Vertical drag

As an initial approach we assume that the netpen is always stretched and undeformed, i.e.
all threads have the same velocity. Shielding is neglected. The drag is estimated using the
drag part of Morison’s equation. The total drag is then a function of the vertical velocity of
the floater vf , yarn diameter Dy, yarn drag coefficient CD,y, and number of vertical meshes
n = depth/meshsize:

Fdrag,netpen = 0.5ρwDyCD,yvf |vf |n (3.35)

Comparing netpen drag with the floater (corresponding to a fully submerged cylinder)
drag we get:

Fdrag,np

Fdrag,f
=

0.5ρwDyCD,yvf |vf |n
0.5ρwDfCD,fvf |vf | =

DyCD,yn

DfCD,f
(3.36)

To estimate CD,y the KC and Rn-numbers of the yarn are found. Compared with
the floater, only the diameter is different (given the above assumptions). Thus, the non-
dimensional numbers can be found from the corresponding numbers for the floater:

KCy = KCf · Df

Dy
= 500 · KCf (3.37)

Rny = Rnf · Dy

Df

=
Rnf

500
(3.38)

Thus, KC-numbers will be bigger than 1000 and Rn numbers are also of the order of
1000.

The Rn numbers are presented in Table 3.16. For very large KC numbers we may
expect that the flow for each half period of the motion resembles that experienced in
steady current (Sumer and Fredsøe, 2006).

Schlichting (1968) (reproduced in (Fredheim, 2005)) has presented drag coefficients for
a circular cylinder at low Reynolds numbers. Based on the average Rn number we get:
CD,y ≈ 1.0. Using netpen dimensions specified in Table 2.8, the netpen drag Fdrag,np can
be expressed as a function of (fully submerged) floater drag Fdrag,f :

Fdrag,np =
0.003m · 1 · 24m

1m · 1 · 0.045m
Fdrag,f = 1.60 · Fdrag,f (3.39)

The linearized damping coefficient of the netpen can be found as for a submerged
cylinder (cf. Equation 3.17). As discussed in Section 4.3, the perpendicular members of
the floater will follow the free surface elevation for very long waves (quasi static response).
Thus, the floater (and netpen) velocity is (approximately) the same as the vertical velocity
of the free surface, i.e. the free-surface vertical water particle velocity. For wave periods
closer to the natural period in heave/pitch/roll the influence of the dynamic response will
increase. Thus, the long wavelength assumption is more appropriate for TRW D and Hmax

as opposed to TRW B and C.
Assuming that the netpen vertical motion is equal to the free-surface elevation, we get:

Fdrag,np,lin = −1
2

ρw CD,y Dy · n 8
3π

v0 η̇ = −697kg/m2 · v0 η̇ (3.40)
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3.3 Linear analysis of the floater

TRW B C D Hmax Avrg.
Rn 1.8 · 103 2.4 · 103 2.6 · 103 4.0 · 103 2.7 · 103

Bdistr,vert[kNs/m2] 0.88 1.1 1.2 1.9 1.3
Bdistr,hor[kNs/m2] 0.44 0.55 0.62 0.93 0.63

Table 3.16: Reynolds numbers Rn for 2 mm yarn thread. Linearized distributed vertical
and horizontal damping coefficient for netpen drag.

For the TRW we can now express the linearized distributed damping coefficient as
Bnp,vert = 697kg/m2 · v0 for vertical netpen drag. By applying the relevant velocity ampli-
tude for each TWR, we obtain the results in Table 3.16.

Horizontal drag

The horizontal drag of the netpen depends on the (rigid body) horizontal motion of the
floater (sway/surge/yaw), whereas the horizontal motion of the floater depends on to which
degree the horizontal natural periods are excited. For a traditional stiff mooring the natural
periods will be around 2 s (i.e. corresponding to short waves ≈ 6 − 7m). As can be seen
from Table 4.6, the dynamic amplification factor is low (DAF ≤ 1.5) and, correspondingly,
the maximum horizontal amplitude small (Δh ≤ 0.33m) even when netpen damping is
neglected (except for TRW B).

For short waves close to the natural period (e.g. TRW B) resonance behavior can be
experienced (if also wave excitation forces are in phase). In a regime of β ≈ 1 the horizontal
movement of the floater will grow and is likely to be limited by the netpen and floater drag
damping.

When finding vertical netpen drag, we assumed that the netpen is always stretched and
that all threads contribute to the damping. In the horizontal direction all threads are not
likely to contribute equally as the horizontal response of the netpen is likely to decay with
depth. As an initial approximation we assume that the horizontal perpendicular damping
is half the vertical damping, see Table 3.16. However, in (Lader et al., 2007a) it was found
that the horizontal forces were much bigger than the vertical forces on a fixed, vertical net.
Thus, the vertical vs. horizontal damping effect should be investigated further.

3.3.6 Total damping in heave and sway

Based on the previous sections, estimates of total damping can be found for both heave
and sway as a sum of linear (in the case of potential theory) and linearized (in the case
of drag) damping, see Table 3.17 and 3.18, respectively. Additionally, critical damping
Bcr = 2

√
k · mtot (see Appendix F) and the damping coefficient ξ = B

Bcr
can be found using

added mass values shown in Table 3.11 and 3.12 for heave and sway, respectively. The
subscripts flo and np indicate contributions from the floater and the netpen, respectively.

49



The Wave Loading Regime

TRW Bcr Bflo ξflo Bnp ξnp Btot ξtot ξtot,int

B 649 139 21% 105 16% 244 38% 29 − 50%
C 727 123 17% 131 18% 255 35% 30 − 53%
D 765 102 13% 149 19% 251 33% 30 − 52%

Hmax 795 90 11% 224 28% 314 39% 37 − 65%

Avrg. 734 113 16% 152 20% 266 36% 32 − 55%

Table 3.17: Damping parameters for a half submerged cylinder in heave. Damping from lin-
ear potential theory and linearized netpen drag. Unit for B: [kNs/m]. kdistr = 10.1kN/m2,
kfloater = 1209kN/m, ms,distr = 403kg/m, ms,floater = 48.4t.

TRW Bcr Bp ξp Bd ξd Bflo ξflo Bnp ξnp Btot ξtot

B 426 30 7% 16 4% 47 11% 26 6% 73 17%
C 419 5 1% 21 5% 25 6% 33 8% 58 14%
D 416 1 0% 21 6% 24 6% 37 9% 61 15%

Hmax 413 0 0% 35 8% 35 8% 56 14% 91 22%

Avrg. 419 9 2% 24 6% 33 8% 38 9% 71 17%

Table 3.18: Damping parameters for a half submerged cylinder in sway. Damping from
linear potential theory, linearized horizontal drag on the floater, and the netpen. Unit for
B: [kNs/m]. kmoor = 142kN/m, kmoor,tot = 4 · kmoor = 568kN/m, mstruct,distr = 403kg/m,
mstruct,floater = 48.4t.

For sway, the floater damping is a sum of (horizontal) drag and potential damping, and
the contributions are indicated with the subscripts d and p.

All damping coefficients are given for the total floater. Thus, heave damping is found
by multiplying the distributed damping coefficient values with the total length of the four
floater members, i.e. 120 m. For sway the corresponding value is 60 m as only the sides
perpendicular to the wave progagation direction contribute to the damping.

According to linear potential theory, added mass varies with the wave period, see
Section 3.3.2. In a realistic (i.e. nonlinear) case the instantaneous added mass will also be
a function of submergence. To indicate the effect of a varying added mass on the critical
damping and thus the ξ-values, we include the ξ-values resulting from using Cm equal to
0 and 1 in the ξtot,int-column (meaning the interval for ξtot). The upper limits are found
from using Cm = 0 (i.e. added mass is zero) and the lower limits from using Cm = 1, i.e.
the assumed upper limit for added mass.

From the heave table we see that potential and netpen damping each contributes
roughly half of the total damping. The decrease in potential damping with TRW-category
is offset by a corresponding increase in netpen damping making the damping coefficient
in heave almost constant. The total damping is high: ξtot varies from 33 to 39%. The
added mass increases with TRW resulting in an increase in the critical damping and a

50



3.3 Linear analysis of the floater

corresponding reduction in the damping ratio for TRW B-D.
From the sway/surge table we see that the floater relative damping (i.e. sum of potential

and drag damping) varies from 6 to 11% and the average is 8%, i.e. half of the floater
average in heave. The estimated netpen damping and thus the total damping is also
roughly half the corresponding values for heave: 9% and 17% vs. 20% and 35%.

Finally, it should be emphasized that considerable uncertainties are connected to the
damping values. It is thus not unrealistic that the true total damping levels can be half or
double those found, i.e. a realistic damping level from 20 to 80% vertically and 10 to 40%
horizontally. Thus, the sensitivity to damping in this interval is investigated in Section 7.5.

With linearized damping in the interval 10 to 80%, both heave and sway/surge can be
characterized as underdamped with high damping. Thus the linear dynamic amplification
factor is limited, and can even be less than 1 (i.e. no amplification). For under-damped
systems (ξ < 100%) the damped natural period Td will be higher than the undamped
natural period TN , see Appendix F.

In Table F.1 Appendix F the values for Td and Tm for the relevant damping interval are
shown. The corresponding maximum dynamic amplification factor DAFm is also shown.
We see that for realistic damping levels both the damped natural period Td and maximum
natural period Tm can be considerably larger than the natural period. For the expected
level of damping around 40%, the DAFm is small. The DAF based on linear potential
theory was presented in Figure 3.2. In Figure 3.3 the DAF for increasing damping levels
(representing drag damping and netpen damping) are plotted in heave and sway. The
increases from linear potential damping are 10%, 20%, and 30%. The figure shows that
the level of netpen and floater drag damping are important for both heave and sway
response in the relevant wave period range.

3.3.7 Summary of the linear wave loading model

The wave loading effects consist of added mass, damping, water plane stiffness, and excita-
tion forces. Wave loading on the floater has been discussed in Section 3.3 — 3.3.4, whereas
wave loading on the netpen has been discussed in Section 3.3.5.

For small amplitude waves, a combination of linear potential theory applied to the
floater and linearized drag applied to the floater (only horizontally) and the netpen (hori-
zontally and vertically) is assumed to give a good approximation to the wave loading.

For the wave loading implementation, the members of the BCS are conceptually divided
into the same elements and nodes as the model used in the finite element analysis described
in the next chapter. This is equivalent to using strip theory. Subdividing long beams is
likely to give good results even when hydrodynamic added mass, damping, and exciting
forces are considered only for heave and sway DOFs.

The element length is typically 1.5 m, i.e. 20 elements per member and a total of 80
elements for the whole BCS.

Each element is given added mass, hydrodynamic damping, and excitation forces in
the vertical and (perpendicular) horizontal translation DOFs for both nodes (the values
for the two nodes are identical). Additionally, each vertical node is given a vertical stiffness
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Figure 3.3: DAF for three levels of damping in addition to linear potential damping.
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(i.e. a vertical spring) to model the water plane stiffness. Thus, the nodal values are the
respective distributed values multiplied with the element length Lelt and divided by 2.

The excitation forces are dependent on three wave properties: the free surface elevation
as well as the perpendicular components of water particle velocity and acceleration. The
different properties are all evaluated at the (initial) location of the midpoint of the relevant
element. No account is taken of the free surface inclination over the length (or width) of
the element.

The wave load model for linear simulation is summarized in Table 3.19. The first
column states the wave effect in question. The second column informs whether it applies
to vertical (Vert.) or horizontal (Hor.) DOFs. The third column states which structural
part is affected, i.e. floater or netpen. The fourth column states the theory basis, i.e. linear
potential theory (LPT) or linearized drag (LD). The fifth, sixth and seventh columns state
the equation used, the average values for the coefficients, and the nodal values based on the
average values in column six and an element length of 2 m. Column eight gives references
to the relevant equations and sections of this chapter.

3.4 Nonlinear analysis of the floater

As the wave height increases, nonlinearities are gradually introduced, stemming from both
the wave loading effects and the structure.

The most important structural sources of nonlinear behavior are assumed to be:

• Full submergence of the mooring buoys and/or nonconstant water plane area of the
mooring buoys.

• Large rotations and deflections of the floater members

In the present thesis we will not implement structural nonlinearity. However, the im-
portance of structural nonlinearities will be investigated in a qualitative way.

For the hydrodynamic effects, linearization has been introduced for potential theory
and drag, see Section 3.3. Here, we will not introduce nonlinear drag effects. As has been
discussed in previous sections, linearization of drag is a reasonable approach for the BCS.
The hydrodynamic damping and loads due to drag will be treated as in the linear analysis.
Below, we will discuss the introduction of nonlinear effects in connection with potential
theory.

3.4.1 Nonlinear hydrodynamic effects

To evaluate whether linear potential theory is applicable we consider two possible nonlinear
hydrodynamic effects:

Steep Waves As the waves get steeper (i.e. H/λ approaches 1/7), a linear wave formula-
tion (Airy wave theory) becomes a poorer approximation and alternative wave theo-
ries such as Stokes’ can be used. For the TRW the wave steepness varies between 0.07
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3.4 Nonlinear analysis of the floater

and 0.10, i.e. from 48% to 72% of the maximum wave steepness ζmax = 1/7 ≈ 0.14,
see Table 3.6. The wave steepness is so small that we will not consider nonlinearities
due to steep waves.

Large Wave amplitude The H/D-relation varies from 1.0 to 5.7, see Table 3.6, thus the
wave height is assumed large enough to introduce considerable non-linearities for all
TRW.

To conclude, the most important hydrodynamic nonlinearity is due to relatively high
waves.

If the small wave amplitude assumption is not valid, Ajk, Bjk, Cjk, and Fj in Equa-
tion 3.18 are all dependent on wave amplitude and response (η̈k, η̇k, and ηk). According
to structural dynamic analysis methods, a fully nonlinear, incremental formulation is then
appropriate together with a time domain analysis, e.g. using the Newton-Raphson method,
see (Newton, 1671), (Raphson, 1690), and (Mathworld, 2007). This approach rests on the
assumption that an incremental version of Equation 3.18 is still an appropriate description
of the physical problem at hand, and all coefficients should be recalculated at the start of
each time step. This approach has been briefly described by Journée and Massie (2001).
They note that:

This approach is direct and straightforward in theory, but is often so cumber-
some to carry out that it becomes impractical in practice.

Nevertheless, this is the method of choice for this thesis due to its superiority in dealing
with nonlinearities and the belief that the ever increasing power of modern computers can
render it a realistic and practical approach. However, to reduce complexity and increase
feasibility no attempt is made to consider all nonlinearities. Instead, only the expected most
important nonlinearity — water plane stiffness (i.e. buoyancy) — will be introduced and
compared to linear results. An additional benefit of this approach is that by restricting the
considered nonlinearities to the stiffness term, algorithms and even software from (linear)
structural dynamics can be used after modifications.

3.4.2 Implementation of nonlinear buoyancy

(Vertical) buoyancy is the only nonlinear effect considered. It is assumed to be the dom-
inating nonlinearity (water plane stiffness in the extreme case may become zero). This
nonlinearity is due to the change in water plane stiffness. In the nonlinear dynamic time
domain analysis the nonlinear buoyancy will be taken into account by using the instanta-
neous water plane stiffness for calculation of the instantaneous incremental excitation force
(i.e. buoyancy). This nonlinear buoyancy is implemented in the time domain analysis in
the form of nonlinear springs.

For element i, the instantaneous draft di is found by using the instantaneous vertical
response ηi(t) of the midpoint of the element and the free surface elevation at the (initial)
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The Wave Loading Regime

midpoint position of the element ζi(t):

di(tn) = ζi(tn) − ηi(tn) +
D

2
(3.41)

The submergence is assumed constant for the whole element, i.e. the inclinations of the
element and the free surface are not taken into account. The instantaneous water plane
stiffness kw is then found by using Equation 3.8.

Assuming that kw is (approximately) constant over time step n the incremental exci-
tation force (i.e. buoyancy) is:

ΔFvert,i(tn) = Fvert,i(tn+1) − Fvert,i(tn) (3.42)

= kw,i(tn)[ζi(tn+1) − ζi(tn)] = kw,i(tn) · Δζi(tn)
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Chapter 4

STATIC ANALYSIS AND
NATURAL PERIODS

In this chapter, a linear static analysis and a natural period analysis of the BCS are
presented.

A linear static analysis of the BCS is important in order to get a better structural
understanding of the BCS. In particular, it will enable a comparison of in-phase vs. out-of-
phase loading of two opposite cylinders. The static analysis results will also be a reference
for the dynamic results and enable an estimation of the dynamic amplification. The BCS
will be analyzed separately for horizontal loads and vertical loads. The load amplitudes are
typical values obtained earlier in the present thesis. The shapes of the moment diagrams
(and not the magnitudes) are of primary interest.

Quantifying natural periods is of importance for dynamic analysis in general. For the
BCS, it is of particular interest to compare the natural periods to the peak period of the
wave spectrum Tp. Although nonlinear effects are assumed to be important, emphasis will
be on the linear case. In Section 4.3 and 4.4 vertical and horizontal rigid body natural
periods, respectively, are investigated. Flexural natural periods are considered in Section
4.5.

4.1 Static analysis

The static analysis is performed using the commercial software Dr.Frame3D from Dr. Soft-
ware LCC (Dr Software LCC, 2007)8. The BCS is modeled with the appropriate mooring
springs in the corners and one buoyancy spring per 1.5 m, i.e. a total of 80 buoyancy
springs with stiffness k = 15.1 kN/m.

For waves with a direction perpendicular to the BCS, all members will be loaded.
However, since the loading on the members with their axes parallel to the wave direction
typically will experience a fluctuating load (for limited wave lengths), this loading has less

8The Dr.Frame3D software is based on an earlier version of the framework used for the prototype
developed during the present PhD-work, see (Rucki and Miller, 1996) and (Rucki and Miller, 1998)
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Static Analysis and Natural Periods

Load M1 M2 M3 T Δ1 Δ2 Figure

case [kNm] [kNm] [kNm] [kNm] [mm] [mm]

V

# 1 176 78 135 20 -310 60 B.1

# 2 255 255 255 0 -250 -250 B.2

# 3 98 98 53 40 -370 370 B.3

H

# 1 184 26 131 0 148 B.4

# 2 158 158 157 0 296 B.5

# 3 210 210 105 0 0 B.6

Table 4.1: Static linear analysis of the BCS for vertical (V) and horizontal (H) loading

influence than the uniform loading on the perpendicular members. Thus, the BCS is loaded
with a distributed load — vertically or horizontally — on one side or on two opposite sides.
The former is called load case # 1. Loads in the same direction on opposite members, i.e.
in-phase, is called load case # 2, and loads in opposite directions, i.e. out-of-phase, is
called load case # 3. The maximum bending moment of the loaded member is called
M1, the maximum on the opposite member (loaded or not) is called M2 and the maximum
bending moment of the “nonloaded” members is called M3. The torsion of the “nonloaded”
members are called T (the loaded members have no torsion). The displacements of the
joints (corners) are also computed. For vertical loading, Δ1 is the displacement of the joints
of the loaded member and Δ2 is the displacement of the joints of the opposite member.
For horizontal loading, all joints have approximately the same displacement: Δ1.

The vertical distributed load is set to the amplitude of the Froude-Kriloff load for the
long wave length limit case of a 1 m wave (0.5 m amplitude), see Equation 3.25:

Fvert = kw,max · H

2
= 5.0 kN/m (4.1)

The horizontal distributed load is set to the amplitude of the mass load of TRW B, i.e. for
H = 1 m and CM = 1.1 (see Equation 3.32 and Table 3.14):

Fhor = CM · a2
π D2

4
ρw = 2.8 kN/m (4.2)

The results for vertical (V) and horizontal (H) loading are given in Table 4.1. Screen-
shots of all load cases together with the loading and the moment distribution are shown
in Appendix B. Reference to the relevant figure is given in the table for each load case.

Discussion

Comparing load case # 2 and 3 for vertical loading we see that an in-phase vs. out-of-phase
situation is very decisive for the static maximum moment. For the loaded and “nonloaded”
members, the ratios are 255 kNm

98 kNm
≈ 2.6 and 255 kNm

53 kNm
≈ 4.8, respectively. For the vertical case,

in-phase loading gives higher moment than out-of-phase loading for all members.
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4.2 Natural periods

For horizontal loading, this is only the case for the “nonloaded” members. The ratios
for maximum moment are 158 kNm

210 kNm
≈ 0.75 for loaded members and 157 kNm

105 kNm
≈ 1.5 for

nonloaded members. For the horizontal case the parallel members have a constant moment
distribution for out-of-phase loading and a linear distribution for in-phase loading. Thus,
the end points (and not the mid point) have the maximum moments.

For long waves the vertical loading on the members parallel to the wave direction will
also be important and superposed to the effects described above. Whereas the vertical
loading intensity is constant for the perpendicular members this is not the case for the
parallel members (for the linear case it will be sinusoidal).

The effect of in-phase vs. out-of-phase loading is discussed further in Section 7.4 for a
linear structure and regular waves, i.e. the sensitivity to wave period. In Section 9.1.1 the
sensitivity of wave period for a nonlinear structure is discussed, and, finally, and in Section
9.4 the sensitivity of peak period for a linear as well as a nonlinear structure is discussed.

4.2 Natural periods

The structural model of the BCS has no true rigid body motion in the numerical sense due
to the use of horizontal mooring springs and the vertical buoyancy springs. However, the
highest six natural periods of the BCS will have no deformation of the floater itself — only
the buoyancy and/or mooring springs. We will refer to these natural modes as rigid body
motions and use the terms typically used for the rigid body motions of floating structures:
heave, sway, surge, roll, pitch, and yaw.

The rigid body natural periods — both vertically and horizontally – are important for
several reasons:

• The natural periods can be located within an area of high wave energy.

• Rigid body motions are likely to be the dominant part of the total motion and are
thus important to quantify in order to understand the behavior of the structure.

• The (nonlinear) wave loading is dependent on the position, response, and accelera-
tion of the structure in relation to the waves. Load calculations based on the initial
location will be increasingly inaccurate with increasing response. Thus, the applica-
bility of a particular wave load model typically depends on the quality of assumptions
made in relation to structural response.

• Resonant behavior of the floater can lead to structural problems for other system
components, e.g. increased fatigue loading of mooring and netpen. Additionally, it
can have a negative impact on the working environment — both for personnel and
for equipment.

For small wave heights the response of the floater will be approximately linear. Al-
though realistic wave heights are not likely to be small enough for a linear assumption, it
is of interest to investigate the linear characteristics of the system as they will give a good
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Static Analysis and Natural Periods

Heave Sway/surge
TRW

TN [s] β [−] Δstat [m] TN [s] β [−] Δstat [m]

B 1.7 0.67 0.49 2.4 0.94 0.29

C 1.9 0.47 1.0 2.3 0.58 0.22

D 2.0 0.38 1.5 2.3 0.43 0.19

Hmax 2.1 0.31 2.9 2.3 0.34 0.22

Avrg. 1.9 0.46 1.5 2.3 0.57 0.23

Table 4.2: Natural period TN , the relative frequency β, and the quasi-static response Δstat

in heave and sway/surge.

TN [s]
Mode

Cm,0 Cm,1 Cm,2
Avrg.

Heave/Pitch/Roll 1.3 1.9 2.2 1.8

Sway/Surge 1.8 2.4 2.6 2.3

Yaw 1.5 1.7 1.8 1.7

Table 4.3: Natural period TN in heave/pitch/roll, sway/surge, and yaw. Three added mass
coefficients applied: Cm,0 = 0.0, Cm,1 = 0.63, and Cm,2 = 1.0 (see text for explanation of
Cm).

indication also of the nonlinear characteristics and the degree of nonlinear behavior to be
expected.

In this and the following sections we will discuss rigid body natural periods and
(the degree of) resonant response for vertical (heave/pitch/roll) and horizontal modes
(sway/surge/yaw), respectively.

In Table 4.2 fundamental linear dynamic parameters for both heave and sway/surge
are shown, i.e. the natural period TN , the relative frequency β, and the static response
Δstat, see Appendix F. In heave, the amplitude of the force is Fvert,a = kwζa, see Equa-
tion 3.33. The force amplitude in sway corresponds to the mass force, see Equation 3.32
and Table 3.14 and 3.15. The natural periods are not constant for the TRW because the
added mass varies with wave period.

In Table 4.3 the influence of added mass on the natural period in heave/pitch/roll,
sway/surge, and yaw is shown. Three Cm-values are used: Cm,0 = 0.0, Cm,1 = 0.63, and
Cm,2 = 1.0. The Cm,1-value is found by averaging the Cm,eq -values from Table 3.11 and
3.12. This is assumed to be a likely range of variation for added mass due to varying draft.

The natural periods in heave, pitch, and roll will be identical assuming linear water
plane stiffness and constant distributed total mass.
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4.3 Vertical resonance

Discussion

The Δstat-values (see Table 4.2) show that in the quasi static case (i.e. for long waves)
the heave response of a perpendicular pipe is approximately equal to the sea elevation
amplitude and the phase angle is approximately zero, i.e. it will follow the sea surface
elevation. The quasi static response in sway is approximately constant as the increase in
wave height is counteracted by a decrease in water particle acceleration.

The TRW periods (as well as the peak periods for irregular waves) are greater than
the natural periods in heave giving small β-factors and limited dynamic effects (β ≤ 0.67).
The natural period in sway is very close to the wave period of TRW B: βTRWB = 0.94.

Further, in Table 4.2 we see that the change in added mass dependent on wave period
yields a maximum natural period in heave which is 23% larger than the smallest values
(2.1 s vs. 1.7 s). The effect in sway is more limited, i.e. a change of only 4% (2.4 s vs.
2.3 s).

The effect of the varying added mass is large, see Table 4.3. The natural period increases
with 69% in heave, 44% in sway, and 20% in yaw when going from Cm,0 = 0.0 to Cm,2 = 1.0.

4.3 Vertical resonance

4.3.1 Qualitative evaluation

Perpendicular members of the BCS

For a single pipe floating in very long waves (i.e. very long wave periods) with a wave
direction perpendicular to its axis, the excitation period is much greater than the natural
period in heave and the pipe will follow the wave elevation as the dynamic effects can be
neglected (β ≈ 0, φ ≈ 0, DAF ≈ 1).

As opposed to the members which are oriented in the direction of the waves, the whole
length of the perpendicular members of the BCS will experience the same wave action and
are therefore likely to dominate the rigid body behavior of the system. Thus, for very
long waves the two cage members perpendicular to the wave direction will tend to follow
the wave surface elevation in the same way as the single pipe described above. The two
members can be excited in-phase, out-of-phase, or anything in between — determining the
relative distribution of heave vs. pitch/roll motion. If the excitation of the two perpen-
dicular members is in phase (e.g. λ = L/1, L/2, L/3, L/4 = 30 m, 20 m, 10 m, 7.5 m , see
Table 7.10) the cage will experience mainly heave response. If the waves are out-of-phase
(e.g. λ = L/0.5, L/1.5, L/2.5, L/3.5 = 60 m, 20 m, 12 m, 8.6 m , see Table 7.10) the system
will experience mainly pitch response.

For shorter waves a single perpendicular pipe can experience dynamic effects (β > 0.3,
φ �= 0, DAF > 1) in heave. For this case the dynamic effects will be superimposed on the
wave surface elevation. Damping is caused by potential damping from the floater and drag
damping from the netpen. The (total) damping ratio is assumed to be high (ξ > 20%) and
will limit the dynamic response significantly.
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Static Analysis and Natural Periods

TRW Potential damping Total damping

DAF Δv,r,min DAFm φ DAF Δv,r,min DAFm φ

B 1.62 0.29 2.40 28◦ 1.34 0.16 1.44 43◦

C 1.26 0.30 3.00 12◦ 1.18 0.22 1.52 23◦

D 1.16 0.29 3.78 7◦ 1.12 0.23 1.61 16◦

Hmax 1.10 0.38 4.45 4◦ 1.07 0.28 1.38 15◦

Table 4.4: Dynamic characteristics in heave for a pipe perpendicular to the wave direction.
Two levels of damping are considered: only floater (ξ = 11 − 21%) and total damping
(ξ = 33 − 39%). See text for explanation of symbols

In case of large response of a pipe relative to the surface elevation its cross section may
become completely dry or fully submerged. For both cases, this implies that the water
plane stiffness and the natural frequency in heave is zero (the system is inertia controlled
since the stiffness will be zero). Typically, for the BCS, different parts will experience
different submergence and the effect of changing water plane stiffness is harder to predict.

Parallel members of the BCS

Members in the direction of the waves can experience wave lengths from 1
3

to 21
3
-times their

own length for the TRW (i.e. λ = 10 m− 70 m vs. 30 m). Thus, the members are too long
to follow the wave surface elevation. Although a single parallel member will have the same
resonant heave/pitch/roll period as a perpendicular member, it is likely to have smaller
response as the wave loading will not be uniform. A parallel pipe is likely to experience
larger changes in draft because of the limited wave length. Thus, the change in water plane
stiffness can be more important.

4.3.2 Linear heave

In Table 4.4 dynamic characteristics in heave for a pipe perpendicular to the wave direction
are shown for two levels of damping: only floater damping and total damping (i.e. ξ =
11−21% and ξ = 33−39%, respectively, see Table 3.17). In heave, potential damping is the
only contribution to floater damping. Total damping also includes netpen damping. For
each damping level four different quantities are given: the actual dynamic amplification
factor DAF , minimum relative response amplitude9 Δv,r,min = Δstat · DAF − ζa, the
maximum dynamic amplification factor DAFm (see Equation F.11 in Appendix F), as
well as the phase angle between the loading and the response φ (see Equation F.7 of
Appendix F). The loading in heave is in-phase with the sea surface elevation ζ(t).

9For a phase angle different from zero, the relative response amplitude will be greater than the minimum
relative response amplitude.

62



4.3 Vertical resonance

Discussion

For a pipe perpendicular to the wave direction, Table 4.4 predicts that the response am-
plitude will be at least 29 cm and 16 cm larger than the wave surface elevation amplitude
applying total damping and potential damping, respectively. Further, the phase angle will
increase the relative response amplitude. The results imply that the change in draft of a
perpendicular pipe can give noticeable nonlinear stiffness effects.

4.3.3 Nonlinear heave

In linear potential theory, added mass coefficients, damping coefficients , and water plane
stiffness are assumed to be constant. For waves that are short enough to give dynamic
effects (typically β = ω/ωN > 0.3) the draft will vary and introduce nonlinear effects.

Let us first consider the effect of changing water plane stiffness, assuming added mass
and damping are constant. As the draft changes (i.e increases or decreases) relative to half
submergence, the water plane stiffness kw and the critical damping Bcr decreases, whereas
the damping coefficient ξ, the natural period TN , as well as the maximum response period
Tm increase.

As opposed to the simple relationship between draft and water plane stiffness, added
mass is more complex. Increased draft does not necessarily increase added mass or vice
versa.

The potential damping Bpot will be affected by changing draft. Additionally, the critical
damping Bcr is affected by changing water plane stiffness and added mass. Here, we will
assume that the absolute damping is constant and only investigate the effect of changes
in the critical damping. We assume that the relative damping at half submergence is
ξmin = B

Bcr
= 40% (i.e. approximately the average total damping in heave of 36%, see

Table 3.17). This is a minimum value since the critical damping is at its maximum and
the absolute damping is assumed constant.

In Table 4.5 resonance characteristics as functions of changing draft (i.e. water plane
stiffness) are shown. First, the water plane stiffness kw is given as a fraction of the maximum
water plane stiffness kw,max = 10.1 kN/m2. Next, we choose to illustrate the influence of
added mass fluctuations by applying three different constant values for Cm when calculating
the natural period in heave TN . In the table, natural periods are found for the following
added mass coefficients: Cm,0 = 0, Cm,1 = 0.63, and Cm,2 = 1.0 (see p. 60 and Table 4.3),
corresponding to total masses per length equal to 404, 888 and 1213 kg/m. A relative

damping coefficient is defined as ξ
ξmin

= Bcr,max

Bcr
=
√

kw,max

kw
. Using ξmin = 40% and the

established ξ/ξmin-ratio, we get: ξ = 40%
√

kw,max

kw
. The period which corresponds to

maximum response Tm (see Equation F.10 in Appendix F) is then found for the three
Cm-values.
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Static Analysis and Natural Periods

Draft kw

kw,max
TN [s] ξ

ξmin
Tm [s]

[m] [%] Cm,0 Cm,1 Cm,2 [-] Cm,0 Cm,1 Cm,2

0.5 100% 1.3 1.9 2.2 1.00 1.5 2.3 2.6

0.4 98% 1.3 1.9 2.2 1.01 1.5 2.3 2.7

0.3 92% 1.3 1.9 2.3 1.04 1.6 2.4 2.8

0.2 80% 1.4 2.1 2.4 1.12 1.8 2.7 3.1

0.1 60% 1.6 2.4 2.8 1.29 2.4 3.5 4.1

0.01 20% 2.8 4.2 4.9 2.24 ∞ ∞ ∞
Table 4.5: Natural period TN and maximum response period Tm in heave as a function of
draft. Three added mass coefficients are applied: Cm,0 = 0.0, Cm,1 = 0.63, and Cm,2 = 1.0.

Discussion

To asses to what degree the wave regime is likely to excite the heave (and pitch/roll)
rigid body mode we compare the periods of the TRW (2.5 s, 4.0 s, 5.3 s, and 6.7 s) with
the natural periods and maximum response periods. TRW B falls in the TN -interval of
Table 4.5 for d ≤ 10 cm. The other TRW fall in the TN -interval only for very small draft
(d ≈ 1cm).

The Tm are up to 46% higher than the correspending TN -values, but still only TRW B
falls in the Tm-intervals for d ≥ 10 cm.

It is of interest to note that the stiffness reduction and thus the change in natural
period is much slower than the draft reduction, i.e. the important interval for natural
frequencies is quite narrow. Assuming constant added mass, the natural period increases
by approximately 30% when the draft changes from 0.5 m to 0.1 m. On the other hand the
natural period assuming Cm = 1.0 is approxmately 70% higher than for Cm = 0.0. For Tm

the increase with draft is doubled (from 30% to approximately 60%) whereas the increase
with Cm is about the same as for TN (i.e. ≈ 70%).

The critical damping is reduced to ξ
ξmin

= 1/1.29 ≈ 77% of the maximum value due

to reduction in stiffness to 60%. A reduction in added mass from Cm = 1.0 to Cm = 0.0
reduces the critical damping to 1/

√
3 = 57%. Again, we see that the effect of water plane

stiffness and added mass fluctuations are significant and comparable.

It is reasonable to conclude that the fluctuations of stiffness and added mass are of
comparable importance. In the numerical analysis a constant Cm-value will be used. Due
to the sensitivity of natural period as well as critical damping with respect to Cm this is
likely to be a source of inaccuracy for computation of heave response.
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4.4 Horizontal resonance

4.4 Horizontal resonance

4.4.1 Qualitative evaluation

The horizontal response of the BCS is of particular importance for several reasons:

• A high magnitude of the horizontal response can lead to full submergence of the buoys
(on the windward side of the BCS and dry buoys on the leeward side). This may
alter the stiffness of the BCS significantly, see Section 2.2.2. This is an undesirable
situation and should be considered in design.

• The magnitude of the horizontal response velocity (compared to the water particle
velocity) is important for the influence of drag force and drag damping originating
from both the floater and the netpen, see Section 3.3.4.

• The wave loads are based on the initial horizontal location of the BCS. The quality
of this assumption decreases with increased horizontal response.

We assume that for perpendicular waves, only the two members of the BCS which are
perpendicular to the wave direction will be affected by horizontal wave forces.

Typically, the mooring is very stiff giving a relatively small quasi-static deformation
and a natural period in sway which is smaller than the maximum wave periods. Thus, the
system is stiffness controlled for the longest (i.e. highest) waves and resonant or inertia
controlled for shorter waves.

As for vertical resonance, the degree of in-phase loading on the two perpendicular
members is also important for horizontal rigid body excitation, see Section 4.1 and 4.3.
Out-of-phase loading will yield zero horizontal response. With wave forces acting on the
two perpendicular members (close to) in-phase and a wave period close to resonance the
response will grow and thus the importance of floater drag, floater potential damping, and
netpen drag damping will increase. As for vertical response, the (total) damping ratio is
assumed to be large (but smaller than in heave, i.e. ξ = 10 − 20%) yielding a relatively
small DAF.

Oblique waves can excite the yaw rigid body mode and twisting/torsional modes that
can be important. However, a quantitative assessment will not be attempted.

4.4.2 Linear sway

In Table 4.6 the dynamic characteristics of the TRW are shown for two levels of damping:
only floater damping and assumed total damping (i.e. ξ = 6 − 11% and ξ = 14 − 22%,
respectively, see Table 3.18). For each damping level four different quantities are given:
the actual dynamic amplification factor DAF , the response amplitude Δh, the response
amplitude/wave amplitude ratio Δh/ζa, as well as the phase angle φ between the loading
and the response φ (see Equation F.7 of Appendix F). The loading in sway is in-phase
with the horizontal water particle acceleration a2(t).

65



Static Analysis and Natural Periods

TRW Floater damping Total damping

DAF Δh Δh/ζa φ DAF Δh Δh/ζa φ

[-] [m] [%] [◦] [-] [m] [%] [◦]

B 4.24 1.24 247% 62◦ 2.92 0.85 170% 71◦

C 1.50 0.33 33% 6◦ 1.46 0.32 32% 14◦

D 1.23 0.23 15% 4◦ 1.22 0.23 15% 9◦

Hmax 1.13 0.25 9% 4◦ 1.12 0.25 9% 10◦

Table 4.6: Dynamic characteristics in sway/surge. Two levels of damping are considered:
floater damping (ξ = 6 − 11%) and total damping (ξ = 14 − 22%).

Discussion

The intervals of variation for DAF -values is from 1.13−4.24 when only floater damping is
included and 1.12 − 2.92 with total damping. The intervals of variation for the maximum
dynamic amplification factor DAFm (not included in the table) are 4.6−8.8 and 2.3−3.7 for
floater damping and total damping, respectively. TRW B (T = 2.5 s) in Table 4.6 stands
out from the others because it represents a response close to resonance, i.e. all values are
highest for TRW B. The magnitude of the Δh/ζa -ratio is much higher than for the other
waves (170% vs. less than 32%). The assumption of relative small response is justified for
TRW D and Hmax (Δh/ζa ≤ 15%) and probably also for TRW C (Δh/ζa ≤ 33%). This is
not the case for TRW B. When considering wave classes as such, it is important to notice
that wave class B, C, and D are all likely to contain seastates that give horizontal resonance,
e.g. for wave class C the seastate with Tp = 2.8 s and Hs = 0.7 m is quite common, see
Table 8.5. In general, a horizontal response velocity that is (at least) comparable with the
horizontal water particle velocity can not be excluded as a possibility. If this is the case,
the calculation of drag effects in Section 3.3.4 must be reconsidered.

The assumption of linear mooring behavior breaks down when the horizontal response
is greater than the elastic limit for the mooring, i.e. Δh,max = 0.35 m, see Table 2.7. From
Table 4.6 we see that this can be a problem for TRW B, i.e. in general for seastates causing
horizontal resonance.

The Δh -values that are found are considered to be upper limits as they are based
on the assumption that the horizontal forces on the floater are in phase. The possible
factor counteracting large horizontal response for irregular waves is the comparison of the
peak period Tp to the in-phase/out-of-phase wave periods, see Table 7.10. To estimate
the influence of this effect, an 1800 s analysis of the BCS exposed to irregular waves is
performed along the lines described in Chapter 9. Tp is set equal to 2.5 s (see Table 7.10),
i.e. the in-phase wave period which is closest to the natural period in sway (2.4 s, see
Table 4.2), and Hs is set equal to 1 m. The analysis gave a maximum horizontal response
of 1.21 m. For the closest out-of-phase wave period of 2.3 s a corresponding analysis gave
a maximum horizontal deflection of 1.11 m, i.e. for irregular waves the location of the
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4.5 Flexural natural periods

peak period compared to the in-phase/out-of-phase periods does not appear to be very
important. Thus, for seastates with a peak period close to the resonant period in sway
it is likely that the maximum horizontal response velocity and displacement will both be
comparable in magnitude to the water particle velocity and larger than the elastic limit for
mooring lines, respectively. However, the likely implications of a great horizontal response
discussed above, will not be considered further in the present thesis. The focus will instead
be on the effect of vertical wave loading.

4.5 Flexural natural periods

The flexural deformations will be much smaller than the rigid body deformation. Never-
theless, they can be important because of their influence on bending and torsion moments.

First, a single beam is analyzed by hand calculations to get an indication of the interval
that natural periods are expected to lie within. The natural period for axial and torsional
vibration can be found as:

TN,axial = 2π ·
√

mL2

EA
= 0.05 s (4.3)

TN,torsional = 2π ·
√

mL2

GIT
= 0.15 s (4.4)

No added mass is applied for axial and torsional vibrations.
In Table 4.7 the two lowest natural periods for a 2D pinned-pinned beam as well as a

2D free-free beam (the lowest natural period — i.e. # 1 — for the free-free beam is rigid
body motion) are found using the following formula, see e.g. (Bergan et al., 1986):

ωN = ω̄N ·
√

EI

mL4
(4.5)

To investigate the influence of added mass, the distributed mass m is found using
three alternatives for added mass coefficients: Cm = 0, 0.63, 1.0, yielding total masses of
m = 407 kg/m, 912 kg/m, 1210 kg/m.

To find the flexural natural periods of the BCS a linear eigenvalue analysis is performed,
i.e. solutions are found to the eigenvalue equation:

(K − ω2M)r = 0 (4.6)

For a numerical eigenvalue analysis of the whole structure the MATLAB version 6.5
(MathWorks, 2007) function eig (i.e. ωN

2 = eig(K,M) ) is used. The stiffness and
mass matrices are found by using the finite element method. The floater is modeled as
beams supported by springs. The pipes are modeled as traditional linear 3D beams, see
e.g. (Bergan et al., 1986). A lumped mass approach is chosen. For the translational and
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Beam Mode ω̄N TN

[-] Cm = 0 Cm = 0.63 Cm = 1.0

# 1 9.87 0.40 0.60 0.69
Pinned-pinned

# 2 39.48 0.10 0.15 0.17

# 2 22.37 0.18 0.29 0.31
Free-free

# 3 61.67 0.06 0.11 0.11

Table 4.7: Highest Natural Periods for 2D beams: pinned-pinned and free-free. Three
values of added mass coefficient Cm are applied.

Case kw

kw,max
Cm Natural periods TN [s]

[%] [-] #7 #8 #9 #10 #11 #12

#1 100% 0.63 0.98 0.76 0.60 0.57 0.31 0.31

#2 60% 0.63 1.04 0.76 0.60 0.59 0.32 0.32

#3 100% 0 0.65 0.64 0.40 0.38 0.21 0.21

#4 100% 1 1.13 0.82 0.70 0.66 0.36 0.36

Table 4.8: Natural periods for the BCS for different combinations of kw and Cm.

torsional DOFs the concentrated masses are found by row-wise summation, i.e. 1
2
·mL and

Ip

2A
·mL ≈ 0.13 m2 ·mL, respectively. The rotational terms are set to (see e.g. (Cook et al.,

2001)) 17.5L2

420
·mL = L2

24
·mL ≈ 0.04L2 ·mL. The added mass coefficient is used for transverse

displacements and bending DOFs (and not for axial displacements and torsional bending
DOFs). The element length is set to 1 m.

The twelve highest natural periods are found for four combinations of water plane
stiffness and added mass coefficient in order to investigate the importance of these values
for the natural periods. First two different water plane stiffnesses: kw = kw,max and
kw = 60%·kw,max (corresponding to 50 cm and 10 cm submergence, respectively) are applied
together with the added mass coefficient Cm = 0.63. Subsequently, kw = kw,max is applied
with the (assumed) two extreme added mass coefficients Cm = 0 and Cm = 1.0. The
results for the six smallest natural periods are shown in Table 4.8. The highest six natural
periods are all rigid body modes and the results are shown in Table 4.3 and 4.5.

To investigate the importance of element length, case # 1 is rerun with 0.5 m element
length. The changes in natural periods were negligible, and it is thus assumed that the
chosen number of elements does not influence the accuracy of the results.

The twelve natural modes for case # 1 are show in Appendix A.
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4.5 Flexural natural periods

Discussion

Modes # 7, 8, and 12 are symmetric or anti-symmetric about the diagonal axis and vibrate
out of and in the surface plane, respectively. Thus, they are likely to be excited by diagonal
waves. Modes 9, 10, and 11 on the other hand are symmetric or anti-symmetric about a
perpendicular axis and are likely to be excited by perpendicular waves.

Mode 9 has the closest resemblance to the first mode of the pinned-pinned beam of
Table 4.7 and as expected the natural periods are identical.

The dominating seastates will have peak wave periods considerably higher than the
natural periods of Table 4.8, see Table 8.3. Thus, the dynamic amplification of the moments
will typically be low, but not so low that it is without importance. The peak periods are
higher than the natural periods, but the wave spectrum may still contain energy at periods
close to the natural periods.

To illustrate the dynamic effects, the DAF (see Equation F.6 in Appendix F) is found
for a 1 DOF linear system with a natural period of 0.6 s and excitation periods from 1 s
to 4 s. Two levels of damping are employed: ξ = 1% and ξ = 20%. Although the typical
structural damping is from 0.5% to 5% (see Section 3.3.5), the high value is chosen to
make it possible to differentiate the two curves. We see from Figure 4.1 that the DAF
is low for the typical wave period interval and that the level of structural damping is of
little importance. Of course, from T = 1 s towards the natural period of 0.6 s the curves
will diverge considerably. The maximum DAF values are: DAFm = 2.5 for ξ = 20% and
DAFm = 5 for ξ = 1%, see Appendix F. A rule of thumb is that dynamic effects can be
ignored if β < 0.3, i.e. T > 2 s if TN = 0.6 s. From Figure 4.1 we see that DAF ≈ 1.1 for
T = 2.0 s.
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Figure 4.1: DAF for typical wave periods T and natural period TN = 0.6 s. Two levels of
damping: ξ = 1% and ξ = 20%.
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Chapter 5

STRUCTURAL DYNAMIC
ANALYSIS

5.1 Nonlinear time domain analysis

Dynamic analysis of marine structures are performed in the frequency domain and/or the
time domain. Of the two alternatives, the former is most prevalent in particular due to its
superior speed. However, nonlinearities can not be accounted for directly and the results
will be increasingly inaccurate as the importance of nonlinearities grow. For a system
with important nonlinearities, only a time domain analysis can be trusted. The major
drawback associated with nonlinear time domain analysis is the significant computation
time typically seen.

For a floating fish farm, nonlinearities are probably important and a nonlinear time
domain analysis is therefore the chosen method of approach in the present thesis. It is
assumed that a time domain analysis is realistic within an engineering context given the
ever increasing speed of computer calculations.

The finite element method (FEM) is today established as the dominant method for
performing structural analysis. Due to its proven track record, it was chosen as the tool
for discretization of the structure.

5.2 Linear dynamic analysis

5.2.1 Stiffness

The floater

Each pipe is subdivided into beam elements of equal length. The initial element length is set
to 1 m and the elements are linear. Assuming linear material behavior (i.e. small strains) is
believed to be reasonable as plastic behavior is of no concern in the present work. However,
rotations and displacements can possibly be so large that nonlinear elements should be
considered at a later stage. This work is limited to considering to what degree the observed
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displacements and rotations call for the use of nonlinear elements, see Section 7.2.2 and
7.6.

The mooring

As discussed in Section 2.2.2, the mooring is modeled by means of linear horizontal springs.
Each corner node of the BCS has one spring in each principal direction. The stiffness is
set to 142.0 kN/m, see Section 2.2.2.

The buoyancy springs

The buoyancy is modeled as vertical springs. The springs are nonlinear in the nonlinear
analysis. The maximum water plane stiffness is kw,max = 10.1 kN/m2.

The water plane stiffness of an element is lumped to its two nodes. Each spring of
element j has the stiffness: kspring

j = 1
2
kwlj . Typically, kw = kmax and lj = 1.0 m, i.e.

kspring
j = 5.0 kN/m. For the BCS all nodes will have two springs with this stiffness as each

node is shared by two beam elements.

5.2.2 Mass

Structural mass

The BCS has a total mass giving half submergence as the equilibrium position, i.e. mstruct =
403 kg/m. A lumped mass matrix is used with nonzero values only for the translational
DOFs.

Hydrodynamic added mass

Each element is given an added mass in the vertical direction equal to Cm,vert ρw
πD2

4
, and

correspondingly in the perpendicular, horizontal direction: Cm,hor ρw
πD2

4
. The Cm-values

for the TRW are given in Table 3.11 and 3.12. For reference they are repeated in Table 5.1.
The added mass is also lumped. DOFs for translation parallel with the beam axis as

well as rotations have no added mass.
The total mass matrix is:

m = mstruct + ma,hor + ma,vert (5.1)

5.2.3 Damping

Hydrodynamic damping

As for hydrodynamic added mass, hydrodynamic damping is applied only to the vertical
and the perpendicular horizontal DOFs. The damping is lumped.

The distributed hydrodynamic damping is found by dividing the B-values in Table 3.17
and 3.18 with 120 m and 60 m, respectively. The resulting values are shown in Table 5.1.
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5.2 Linear dynamic analysis

TRW Heave Sway

Bflo Btot Cm,eq Bflo Btot Cm,eq CM,eq

B 1.2 2.0 0.40 0.78 1.2 0.65 1.1

C 1.0 2.1 0.63 0.42 1.0 0.60 1.1

D 0.85 2.1 0.75 0.40 1.0 0.58 1.0

Hmax 0.75 2.6 0.85 0.58 1.5 0.56 1.0

Avrg. 0.95 2.2 0.66 0.55 1.2 0.60 1.1

Table 5.1: Distributed hydrodynamic damping and equivalent added mass coefficients in
heave and sway. For damping, both floater and total (i.e. incl. netpen) values are shown.
Unit for damping: [kNs/m2].

Structural damping

In addition to the hydrodynamic damping discussed previously, there will also be structural
damping present. The Rayleigh damping scheme is chosen to represent the structural
damping. The damping matrix10 B is then expressed as a linear combination of the (total)
mass M and stiffness matrices K:

B = αK + γM (5.2)

Damping constants11 α and γ are determined by choosing the fraction of critical damp-
ing (ξ1 and ξ2) at two different frequencies (ω1 and ω2) and solving simultaneous equations
for α and γ, see e.g. (Cook et al., 2001). ω1 is taken as the lowest natural frequency of the
structure, and ω2 is the maximum frequency of interest in relation to the loading. Using
the corresponding natural periods, these values are set to the maximum average natural
period from Table 4.3, i.e. 2.3 s, and the assumed lower limit of the wave spectrum, i.e.
0.1 s. In steel piping ξ ranges from 0.5% to 5%. Additionally, for structures with rigid body
motion it is important that the γ-value is not excessive; typically γ < 0.1 is acceptable.
Since buoyancy is modelled as springs, the BCS does not have rigid body motion per.se.
(the rigid body modes will appear in a natural frequency analysis with a nonzero natural
frequency). However, γ < 0.1 is adhered to since the motion can still be mass governed.
In Table 5.2 the chosen T -, ω-, ξ-, α-, and γ-values are shown. To indicate the relative
size of the three contributions to the damping (stiffness proportional structural damping,
mass proportional structural damping, and hydrodynamic damping), the respective nu-
merical values for the vertical DOF for an element length of L = 1 m are compared in
Table 5.3. Also, the expressions used are shown (abbreviated Exp.). The hydrodynamic

10In structural mechanics the damping matrix is usually named C and the restoring force (i.e. stiffness)
K, whereas in hydrodynamics damping is named B and restoring force C. To avoid misunderstandings B
is used for damping and K for restoring force.

11β is often used instead of γ, but since β has already been used for the frequency ratio γ is chosen here.
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T1 ω1 ξ1 T2 ω2 ξ2 α γ

2.3s 2.7 rad
s

2.0% 0.1s 62.8 rad
s

4% 0.0012 rad
s

0.100 rad
s

Table 5.2: Rayleigh damping constants and input values.

Stiffness prop. Mass prop. Hydrodynamic

Exp. Value Exp. Value Exp. Value

α 12EI
L3 1.2E07 Ns/m γ 1

2
(ma + ms)L 47 Ns/m 1

2
Btot L 1100 Ns/m

Table 5.3: Contributions to vertical DOF of the element damping stiffness (Ns/m = kg/s).
Lelt = 1 m and Cm = 0.6

damping is found by using Btot = 2.2 kNs/m2, see Table 5.1, i.e. the average value for
total damping in heave12. The hydrodynamic contribution is about 20 times greater than
the mass proportional, whereas the stiffness proportional is about 10000 times greater than
the hydrodynamic one.

The total damping matrix is:

B = Bstruct + Blin,hyd,hor + Blin,hyd,vert (5.3)

5.2.4 Load modeling

The dynamic loading consists of mass loading (i.e. in-phase with water particle acceleration
or sea surface elevation) in both directions and drag loading (i.e. in-phase with water
particle velocity) in the horizontal direction. Gravity load FG constitutes the static loading.
The buoyancy load FB is static in the linear analysis, but stepwise updated in the nonlinear
analysis. The element loading is lumped to the two nodes of each element. The lumped
value for element i is:

Fi =
1

2
qi(xi,0, yi,0, zi,0) · Li (5.4)

The distributed load qi,j (element i, time step j) is found for the midpoint of the element
at its static position (xi,0, yi,0, zi,0). The linear vertical load for element i is the sum of
gravity, (initial) buoyancy, and kw · ζ(t) (see Equation 3.33):

qvert,i,j = FG,distr + FBuoy,distr + Finrt,distr(t) = FG,distr + FBuoy,distr + kw · ζ(t) (5.5)

12The hydrodynamic damping generally depends on the wave frequency, but this is not reflected here
explicitly.
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5.3 Nonlinear dynamic analysis

The horizontal force is the sum of mass force and (linearized) drag force (see Equation
3.30):

qhor,i,j = Finrt,hor(t) + Fv,hor,lin(t) = CM,eq · ρw
πD2

4
a⊥(t) + Blin,horu⊥(t) (5.6)

a⊥ and u⊥ are the component of the horizontal water particle acceleration and velocity,
respectively, which are perpendicular to the element axis.

5.2.5 Time integration

The response of a fish farm system is found by time integration of the equation of motion,
discretized by means of the finite element method. The Newmark-β method (Newmark,
1959) is used for time integration. The linear algorithm presented by Chopra (2006) is
used. The coefficients are set to β = 0.25 and γ = 0.5 (i.e. constant average acceleration)
thus making the scheme implicit and unconditionally stable.

5.2.6 Choice of time step

The chosen parameters for the Newmark-β integration yield an implicit method — which
is always numerically stable (for a linear system). The time step is therefore chosen from
accuracy considerations alone. Cook et al. (2001) suggests a time step based on the lowest
period of interest in the loading or response of the structure Tu. From Table 4.8 we see
that the minimum natural period for the 12 highest natural periods of case #1 is 0.31 s.
Thus, we set Tu = 0.31 s. A minimum of 20 time steps per period should provide very
good accuracy for modes that participate dynamically in the response. A suggested time
step is then:

Δt =
Tu

20
= 0.015 s (5.7)

5.2.7 Disturbances from initial conditions

Initial conditions can introduce unwanted disturbances in the analysis. To minimize dis-
turbances the wave amplitude will be increased linearly from zero to the intended wave
amplitude over a prescribed length of time. The required ramp-up time is determined
based on observed response behavior.

5.3 Nonlinear dynamic analysis

Nonlinearities for a floating fish farm can arise both from hydrodynamic effects and struc-
tural behavior. As discussed in the previous chapter, the dominating nonlinear effect is
assumed to be nonconstant water plane stiffness.
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5.3.1 Nonconstant water plane stiffness

As for linear analysis, the buoyancy of an element is lumped to its two nodes, i.e. modeled
as two nonlinear springs. The instantaneous spring stiffness for each spring is kspring

i,j =
1
2
kw(di,j)li, making it a function of the instantaneous draft di,j. The draft is assumed to be

constant for the whole element, i.e. both the element and the free surface are approximated
as being horizontal. The draft is found for the midpoint of the element. The deflection is
the average of the vertical displacement of the two nodes, whereas the free surface elevation
is the elevation for the initial horizontal position of the element. Thus, nonlinearities due
to horizontal response of the element are not introduced. The draft di,j for element i at
time tj is calculated as (c.f. Equation 3.10):

di,j = w0 +
wnode1

i,j + wnode2
i,j

2
− ζ(xmidpoint

i,0 , ymidpoint
i,0 , tj) − r (5.8)

wi,0 is the initial vertical location of the midpoint of the element, typically wi,0 = 0 m.
wnode1

i and wnode2
i are the vertical response of node 1 and 2 of the element, respectively.

ζ(xmidpoint
i,0 , ymidpoint

i,0 , ti) is the free surface elevation at the initial location of the element

midpoint (xmidpoint
i,0 , ymidpoint

i,0 ) at time tj. The water plane stiffness kw as a function of draft
is found using Equation 3.8.

5.3.2 Nonlinear load

The vertical load is changed to reflect the nonconstant water plane stiffness. As shown in
Section 3.4.2, the distributed, incremental force is:

ΔFvert,i,j(ti) = kw,i · Δζi,j(ti) (5.9)

The incremental distributed vertical load is (cf. Equation 5.5):

qvert,i,j = FG,distr + FBuoy,distr + kw,i · Δζi(tj) (5.10)

5.3.3 Modified Newton-Raphson iteration

The algorithm chosen for the nonlinear case of Newmark-β is the well-known modified
Newton-Raphson iteration. The Newton-Raphson method was initially proposed by Newton
(1671) and Raphson (1690), and is described in (Mathworld, 2007).

The modified version of the method is used where the initial tangent stiffness is used
within each time step. The algorithm is e.g. described by Chopra (2006), Belytschko et al.
(2000), Langen and Sigbjörnsson (1999).

In the Newton-Raphson scheme, the residual (unbalance) ΔR(j + 1) of the equation of

motion of iteration j is used to refine the result u
(j)
i+1 for time step i + 1 until it reaches

the convergence criteria. As the nonlinearity is confined to the buoyancy springs, the
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residual can only be nonzero for the vertical DOFs and is calculated one DOF at a time.
ΔR(j+1), j ≥ 1 is the residual for iteration (j + 1) and DOF k, and is found as:

Δf (j) = f
(j)
S − f

(j−1)
S + (k̂T − kT )Δu(j) (5.11)

ΔR(j+1) = ΔR(j) − Δf (j)

When finding the solution for time step (i + 1), f
(j)
S for j ≥ 1 is the buoyancy force as a

function of draft, i.e. the known free surface elevation at time (i + 1) and the estimated
response for each vertical DOF k, correspondingly

5.3.4 Convergence criteria

A Euclidean norm is chosen as convergence criteria (Remseth, 1978):

ε =

√√√√ 1

N

N∑
i=1

∣∣∣∣ Δri

rj,ref

∣∣∣∣2 (5.12)

In Equation 5.12, Δri is the increment of displacement component number i
during the iteration cycle, while rj,ref is the reference value used for degrees of
freedom of type j. The norm ε gives an average measure of the rate of change
of displacements.

Termination of iterations according to this norm is based on a predefined limit,
ε̄. Iterations continue until the relation ε ≤ ε̄ is fulfilled. In addition, a maxi-
mum number of iterations is prescribed to terminate iterations even if the claim
on the displacement norm is not met.

The choice of reference value rj,ref and the limit value ε̄ must be seen in connection
with one another. Since only vertical forces can be nonzero in the residual, the reference
value is only set for vertical displacements. Although rotations will also occur, they are
assumed to be sufficiently accurate when the vertical displacements converge as the floater
sides have relatively many elements. We choose to set:

rvert,ref = 0.001m (5.13)

ε̄ = 1 (5.14)

Thus, the convergence is loosely defined as when the average incremental vertical dis-
placement is less than 0.001 m = 1 mm. The scheme is terminated after 10 iterations as
the maximum limit.

5.3.5 Choice of time step

For the nonlinear case no integration schemes can be proven to be unconditionally stable.
As a starting point the time step in Section 5.2.6 is used also for nonlinear analysis. In
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general, convergence difficulties might require a shorter time step for nonlinear than for
linear analysis. On the other hand, a longer time step is desirable to increase the analysis
speed, see Section 7.3.
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Chapter 6

SOFTWARE TOOLS AND
DEVELPMENT

6.1 FEM software options

Structural analysis and design of a floating fish cage is mathematically and numerically
intensive and complex to a degree that suitable computer software is an indispensable
remedy. Computer tools are beneficial for several reasons, e.g.:

• The highly complex nature of the structural system and its loading excludes, to a
large degree, hand calculations.

• Limited engineering experience, especially in more exposed areas of the sea, gives
poor guidance in relation to reliable design.

• Establishing and improving the methods of design in a research context requires
computer analysis.

• Employing design methods in a certification/engineering context will also require
computer analysis.

• Customized computer tools can be used in the (preliminary) design phase.

The finite element method (FEM) is today the dominating numerical method used for
structural analysis. Four general alternative strategies for finite element software intended
for the present purpose were identified:

1. Using a general finite element package (typically commercially available)

2. Using and possibly extending a purpose built finite element program

3. Developing a finite element program from scratch

4. Developing a finite element program from a framework available as source code
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There is an abundance of general purpose finite element software commercially avail-
able, e.g. ABAQUS (Simulia, 2007), ANSYS (Ansys, 2007). Among their advantages are
an emphasis on support and documentation, a well tested code, and easy (if not necessarily
inexpensive) availability. General purpose FEM software has been used in the analysis of
fish farms, see e.g. (Jensen et al., 2007). However, it was found to be hard to identify a
program that was particularly well suited for analysis and design of floating fish farms.
Existing computer tools typically lack functionality for the special needs of the structural
and loading system for a fish farm (i.e. hydrostatic and hydrodynamic loads on floating,
slender members) and/or advanced analysis options for marine structures, i.e. irregular
waves, and this is typically coupled with limited expandability.

Over the last decade, efforts have been made to establish specialized finite element
programs suitable for analysis of floating fish cages, typically based on existing software, e.g.
RIFLEX (Ormberg, 1991), AquaFE (Gosz et al., 1996), AquaSim (Berstad and Tronstad,
2005), MOSES (Ultramarine, 2007). These tools aim at amending what the general purpose
codes lack in specialized functionality. The price to pay is typically a more poor support,
documentation, testing of the code, and a small user base. Similar to their general purpose
big brothers, they are typically neither readily available as source code. A Norwegian
aquaculture certification company is currently using three different analysis software as
they have not found that any single alternative provides the functionality they need for
structural analysis of floating fish cages (Roaldsnes, 2007).

Developing a specialized finite element program from scratch was assumed to require an
unrealistic amount of resources. Building on a general finite element framework available
as source code, however, was assumed to be a realistic approach, depending on the amount
of work required to go from a general framework to a specialized application. A number
of frameworks have been developed and are mostly in academic use, see e.g. OpenSees
(2007), OOFEM (2007). Their main advantage is full source code availability in addition
to being developed with expandability in mind.

The author has previous knowledge and experience with an object-oriented (OO) FEM
framework specialized for structural mechanics developed at the University of Washington,
Seattle, USA, see (Thomassen, 1985). After a (re)evaluation of the latter framework it was
chosen13 without a more thorough assessment of the alternatives. The most recent version
of the framework has been developed by Jang (2007) during his PhD work. The source
code used as the starting point for the development of the floating fish farm prototype was
based on a version of the framework dated February, 2005.

6.2 The framework

The framework is fully object-oriented (OO) and is programmed in C++. The framework
follows the lines of OO implementation of structural engineering described in (Miller, 1991),
(Miller, 1993).

13A decisive factor for the choice was the fact that the framework was under active parallel development
and actively supported by the people behind the framework.
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6.3 The prototype

Among the strengths of the framework are its joint emphasis on extensibility, user
experience and computational efficiency. It also has a focused and limited scope. The area
on which the framework (and its predecessors) stands apart from most alternatives is its
capabilities for providing live modeling in the following sense:

... the prototype supplies a functional and realistic interactive and visual
test environment. The prototype implementation is not just a command line
based conventional procedural program. It interacts with end-users through
a graphical user interface, and enables them to see the results immediately
after they change material properties, loading conditions, boundary conditions,
topology, and so on. The target range of problems are those that are amenable
for quasi-realtime analysis.

6.3 The prototype

The floating fish cage prototype shall be used for time domain analysis of the BCS and
shall have two principal features:

• Fully interactive, quasi real-time modeling and investigation of the structure

• High speed analysis to facilitate time domain analyses covering the whole scatter
diagram

The first feature takes advantage of the live modeling capabilities of the framework.
A screenshot of the prototype graphical user interface (GUI) is shown in Figure 6.1. The
GUI is made up of three main parts: the input pane, the visualization pane and the output
pane. MFC (Microsoft, 2008) is used to build the GUI, whereas OpenGL (OpenGL, 2008)
is used for visualization. The structural model and the wave loading parameters are defined
through the input pane and immediately reflected in the visualization pane. The speed
of the dynamic (linear or nonlinear) analysis is set as a factor of the real time, i.e. a
simulation can progress faster, slower or in real time. The structure is visualized according
to the visualization parameters given by the user. In addition to the structural model,
the visualization pane of the GUI contains a graph which plots a response quantity chosen
by the user, e.g. a moment or displacement component. The output pane contains the
maximum values observed and the time of occurrence for a list of response quantities.
This mode is intended for preliminary deign and investigation of the floating fish cage.
The structure will typically be observed for up to a couple of minutes. One or more input
parameters can then be changed before a new simulation is run.

The second feature is intended for design limit state verification. Analysis durations of
the order of hours for each seastate are typically required, i.e. tens of hours in total for all
necessary seastates. For this kind of analysis, the analysis speed (expressed as the ratio
of computer time to real time) is of paramount importance, and real time capabilities are
of less interest. The operational requirement in this respect for the prototype was that
the necessary results could be generated at an adequate speed. After some optimization
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Figure 6.1: Screenshot of the prototype GUI

82



6.4 Use and extensions of the framework

of the element length and the time step (see Section 7.3), the linear analyses of the BCS
were observed to require a computer time approximately equal to the real-time duration,
whereas the nonlinear analyses required a computer time six times longer than the real time
duration. For the typical (real-time) analysis duration of half an hour, this was considered
acceptable. No other optimization (e.g. compiler settings or in the source code) have been
introduced to achieve increased computation speed in the prototype. Whereas the focus of
the framework used was to investigate and expand the limits for the structure complexity
(i.e. number of DOFs) in a real-time environment, the goal for the second feature above
is to achieve a computation speed that is acceptable in an engineering sense. However,
it is reasonable to assume that the optimization measures will also give a faster solution
for each time step in a dynamic analysis with less DOFs. Based on the findings by Jang
(2007), there is reason to assume that increase in speed (maybe by orders of magnitude) is
possible by optimization of the source code and compiler settings. Additionally, switching
to a modern high-performance PC is also likely to give considerable speed gains14. In
particular, TDA lends itself well to benefit from multiple core processors that are becoming
standard in new PCs. Jang (2007) measured that real-time behavior for a linear, static 3D
frame structure was possible with more than 18000 DOFs (in comparison, the BCS has
486 DOF). It appears realistic that optimization can lead to significant gains in relation
to TDA of floating fish cages along several axes of interest:

• Increase the speed

• Increase the number of DOFs

• Decrease the time step

• Introduce an improved nonlinear model (e.g. with respect to geometry and hydro-
dynamic coefficients)

6.4 Use and extensions of the framework

The framework had the capabilities of linear, dynamic analysis. Further, although the
framework had several solution algorithms, only Gaussian elimination was used as the
structure has relatively few DOFs. Extension of the framework was thus foremost needed
in the following areas:

The floating fish cage structure A new class defines the structure and loading. A
specialized spring has been introduced to represent buoyancy as a linear or nonlinear
spring.

Nonlinear dynamic analysis Nonlinear dynamic analysis has been implemented (see
Section 5.3).

14All analyses in the present thesis have been run on a 4 year old laptop PC with a Pentium 4 2.80GHz
processor and 512 MB RAM.
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Name Description

dat2tp Extracts turning points from data, optionally rainflowfiltered.

tp2rfc Finds the rainflow cycles from the sequence of turning points.

cc2dam Calculates the total Palmgren-Miner damage of a cycle count.

Table 6.1: WAFO functions used in the fatigue analysis

Wave model Regular and irregular long-crested waves with arbitrary direction have been
implemented. The irregular wave simulation includes horizontal velocity and accel-
eration.

Hydrodynamic model The hydrodynamic model contains added mass, damping, and
coefficients for horizontal wave force.

Visualization Live visualization of the BCS and the waves have been implemented. Load-
ing and moments can also be shown.

Results recording The output of a simulation is the time history of the chosen response
parameter for the chosen location. The history is written to a binary file.

6.5 Additional software used

The software prototype described in the previous section is used to produce moment histo-
ries for the critical locations. The stress histories are written to file. Based on the moment
histories the fatigue analyses are performed using MATLAB (MathWorks, 2007) and the
toolbox WAFO, see (Brodtkorb et al., 2000), (WAFO, 2007). The WAFO functions that
have been used are listed and briefly described in Table 6.1.

The FFT simulation (see p.115) was performed by means of the FFT libray fftw
(FFTW, 2008).
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Chapter 7

REGULAR WAVE PARAMETER
STUDY

In this chapter we will use both the linear and nonlinear models defined in the previous
chapters in a parameter study applying long-crested regular waves. Regular waves analyses
are considered to be well-suited for a relative comparison of various effects. The results
are also quite transparent with respect to the relation between sea elevation and response
magnitudes.

The main objectives of this chapter are three fold:

• Compare results of the linear analysis with the “hand-calculations” presented in
Chapter 3. This will verify a correct implementation of the linear model in the
software tool.

• Compare results of nonlinear analyses with the linear analyses for small amplitude
waves. Again, good consistency will verify a correct implementation of the nonlinear
model.

• Investigate when the nonlinear results diverge from the linear results. This will
illustrate the importance of the included nonlinear effects.

First, the suggested analysis procedure is investigated. Next, in Section 7.2 a single
cylinder is analyzed. The remaining sections of this chapter deals with the BCS.

7.1 Analysis procedure

Steady-state results are the focus of this parameter study. For the linear system, regular
waves will cause a periodic loading (i.e. sinusoidal) — both vertically and horizontally.
Thus, the steady-state response will be sinusoidal with a period equal to the wave period.
A periodic behavior is also expected for the nonlinear system. However, this can not be
proven in advance to always be the case. Further, a non-sinusoidal response is expected as
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the nonlinear effects increase. Our main interest will be the respective maximum absolute
values of the steady state responses.

Linear and nonlinear analyses will be run for both a single cylinder and the BCS. A
single cylinder is included to examine the isolated effect of the perpendicular and parallel
sections of the BCS, respectively. The single cylinder case will also be compared to the
“hand-calculations” of Chapter 3. Accordingly, the single cylinder will be analyzed in
waves perpendicular and parallel to its axis. The BCS will be analyzed in perpendicular
waves and in 45◦ oblique waves.

Initially, the analysis will be run with uniform time step and element length: Δt =
0.015 s and Lelt = 1 m (i.e. 30 elements pr. side and 120 elements for the BCS). The time
step is chosen in accordance with Section 5.2.6 and 5.3.5. However, in Section 7.3 we will
investigate the effects of changing time step and element length for the BCS.

7.1.1 Verification of steady state conditions

As steady-state response is the focus of this parameter study, we want to eliminate the
transient effects from our results. Damping will gradually remove transient effects. Thus,
maximum values will be collected for a time period (i.e. the recording period) at the end
of the analyses. Additionally, the wave amplitude will be gradually increased from zero
to its maximum over a given time period (the ramp-up period) to remove transient effects
from the presented results.

We start the parameter study by evaluating the lengths of the ramp-up, recording,
and analysis periods. (i.e. whether the periods are sufficiently long). Initially, we assume
that a ramp-up period equal to the maximum wave period of the TRW is sufficient, i.e.
tramp−up = 6.7 s. Initially, the length of the recording period is set to trec = 10 s (i.e.
approximately one-and-a-half times the maximum wave period) and the total analysis
period is set to ttot = 30 s.

For all the TRW we run linear and nonlinear analyses for a perpendicular cylinder. For
each TRW we use the damping and added mass coefficients specified in Table 5.1. The
maximum vertical response Δv and the maximum relative response Δv,r is found for the
total analysis period (30 s) and the recording period (last 10 s). The former results are
labeled Tot in the table and the latter Rec. Both the maximum values and the corre-
sponding times of occurrence are recorded, see Table 7.1. Linear and nonlinear analyses
are performed and labeled L and NL, respectively.

Discussion

Table 7.1 shows very good agreement between corresponding maximum values for the
total period and for the recording period. The maxima of the recording period varies from
87%− 100% of the corresponding maxima of the total analysis period. The differences are
due to transient effects. For most cases the total maxima occur approximately within one
period after the ramp-up period. This is a good indication that the duration of the ramp-
up, the analysis, and the recording intervals are sufficiently long. Only for the nonlinear
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7.2 Single cylinder

TRW
Δv Δv,r

Tot Rec Tot Rec

[m] [s] [m] [s] [m] [s] [m] [s]

B
L 0.68 8.4 0.68 20.9 0.47 7.5 0.46 21.4

NL 0.67 9.7 0.67 22.2 0.54 16.4 0.54 20.1

C
L 1.19 7.3 1.19 21.3 0.49 7.8 0.47 21.9

NL 1.23 25.4 1.23 25.4 0.67 28.1 0.67 28.1

D
L 1.68 12.2 1.68 20.1 0.51 7.6 0.48 21.0

NL 1.76 12.3 1.76 20.2 0.71 10.8 0.71 21.4

Hmax
L 3.05 8.6 3.04 22.1 0.82 6.8 0.79 23.3

NL 2.43 9.4 2.10 23.0 2.83 11.1 2.76 24.5

Table 7.1: Maximum vertical response Δv and maximum relative response Δv,r for perpen-
dicular cylinder. Maximum values are found for the total analysis period of 30 s (labeled
Tot) and for the last 10 s (labeled Rec). Both absolute value and time of occurrence is
recorded. The units are meters and seconds for each pair of results, respectively.

analysis applying TRW C, the maximum value occurs close to the end and this indicates
that a longer analysis period is appropriate. However, as it is observed that the maximum
value is approximately equal to the previous maximum of the time series, the analysis time
is not increased.

The initially suggested periods — tramp−up = 6.7 s, trec = 10 s, and ttot = 30 s — will be
kept for the rest of this chapter. Also, we will report only the relevant absolute maximum
values in the recording period (and not the corresponding time of occurrence).

7.2 Single cylinder

A single floating cylinder is analyzed to investigate the isolated behavior of a perpendicular
and a parallel cylinder. The perpendicular cylinder will also be compared to the results
of the hand-calculations in Chapter 3 as a verification of the software implementation of
linear analysis.

Both cylinder directions will be analyzed linearly and nonlinearly, and the nonlinear
results will be compared to linear results.

7.2.1 Perpendicular cylinder

For the perpendicular cylinder (cylinder axis perpendicular to wave direction, see Fig-
ure 7.1) we focus on the vertical and horizontal displacement and the moment about the
vertical axis.
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Figure 7.1: Cylinder axis perpendicular to wave direction. Horizontal line is z = 0 m.
Screenshot from prototype.

Vertical response

All nodes will have virtually the same vertical loading and displacement, thus moments
about the horizontal axes will be negligible. As explained in Section 3.4.1 the only non-
linear effect included in the nonlinear analyses is nonconstant water plane stiffness. The
importance of this effect will depend on the relative displacement and thus on the wave
height and wave period.

Based on the linear results of Table 7.1, we can compare the maximum values Δv to
the respective wave amplitudes ζa, see Table 7.2. In the Table we also compare relative
response Δv,r to Δfull and find the wave height that gives zero water plane stiffness Hfull

(i.e. full submergence or dry cylinder) for the linear system. Δfull is the relative response
required for full submergence or dry cylinder, i.e. Δfull = 0.5 m. Hfull is the wave height
for a given wave period required for full submergence or dry cylinder, i.e. whereas Δfull is
a constant, Hfull depends wave period. Using a TRW wave height H and the respective
linear Δv,r-value, we get:

Hfull = H · Δv,r

Δfull

= H · Δv,r

0.5 m
(7.1)

Using Equation 3.25 as the vertical load, the maximum static deflection is Δstat = ζa.
Thus, we can find the dynamic amplification factor based on the numerical results DAFnu:

DAFnu =
Δv

Δstat
=

Δv

ζa
(7.2)

I.e. DAFnu is equal to Δv

ζa
of the first column in Table 7.2 and these numbers can be

compared with the DAFs based on hand-calculations of Table 4.4.
In Table 7.3 absolute maximum vertical displacement Δv and relative displacement Δv,r

are recorded for the TRW periods and a nonlinear system. For each period, several wave
heights H are applied. The wave heights are chosen as a percentage of the respective TRW
wave heights — from 50% to 175%. For TRW B H = 1.4 m yields maximum steepness,
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7.2 Single cylinder

TRW Δv

ζa

Δv,r

Δfull
Hfull

B 135% 91% 1.1m

C 119% 94% 2.1m

D 112% 95% 3.1m

Hmax 107% 158% 3.6m

Table 7.2: Linear analyses results for a perpendicular cylinder applying the TRW. Vertical
response.

and this value is thus used instead of the 150%-value of 1.5 m (and marked with a * in
the tables). Correspondingly, the 175% wave height level is not used for TRW B. The
purpose is to indicate when and to what degree nonlinear effects become important. In
Table G.1 the corresponding differences between linear and nonlinear results are given, i.e.:
nonlinear−linear

linear
. In Figure 7.2 the Δv and Δv,r results are shown for TRW C — both linear

and nonlinear.

Horizontal response

No nonlinearities have been introduced in the horizontal direction. Thus, nonlinear analy-
ses should give identical results to linear analyses in the horizontal direction. This has been
verified. Further, it has been verified that the horizontal results are linear with respect to
wave height.

We want to compare linear horizontal response from numerical analyses for the per-
pendicular cylinder with the hand-calculations for the BCS. The equivalent horizontal
added mass coefficient is increased to give a total horizontal mass for the pipe of half
the total horizontal mass of the BCS. The horizontal Cm,eq-factors of the TRW are then:
Cm,eq = 1.2, 1.1, 1.1, 1.1, respectively, see Table 7.4. As the (horizontal) mooring stiffness
is also half the value of the BCS, the maximum rigid body responses are expected to be
the same as in Table 4.6.

The perpendicular horizontal displacement will vary slightly along the length of the
cylinder (the rigid body displacement contribution will dominate over the flexural dis-
placement contribution). As explained in Section 3.3.4 the horizontal wave loading is
dominated by the mass loading and it is the only loading included for these analyses. The
maximum total horizontal response Δh (due to mass force) at one end and at the middle is
presented in Table 7.4. We also record the maximum bending moment about the vertical
axis Mb,v at the middle. Δh for the end point is compared to the rigid body amplitude
Δh,hand from hand-calculations in Table 4.6.
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H
Href

50% 75% 100% 125% 150% 175%

B

H [m] 0.50 0.75 1.0 1.25 1.4∗

Δv [m] 0.34 0.51 0.67 0.72 0.73

Δv,r [m] 0.24 0.37 0.54 0.79 0.91

C

H [m] 1.00 1.50 2.00 2.50 3.00 3.50

Δv [m] 0.60 0.90 1.23 1.30 1.31 1.32

Δv,r [m] 0.24 0.38 0.67 1.32 1.71 2.04

D

H [m] 1.50 2.25 3.00 3.75 4.50 5.25

Δv [m] 0.84 1.27 1.76 1.86 1.86 1.87

Δv,r [m] 0.25 0.39 0.71 1.81 2.39 2.89

Hmax

H [m] 2.85 4.28 5.70 7.13 8.55 9.98

Δv [m] 1.54 2.08 2.10 2.10 2.10 2.13

Δv,r [m] 0.45 1.67 2.76 3.64 4.46 5.26

Table 7.3: Maximum vertical response Δv and maximum relative response Δv,r for nonlin-
ear analysis of perpendicular cylinder.

TRW Cm,eq
Mid point End point

Δh Mb,v Δh
Δh

Δh,hand

[-] [m] [kNm] [m] [%]

B 1.2 0.97 936 0.86 101

C 1.1 0.39 384 0.35 109

D 1.1 0.26 266 0.22 97

Hmax 1.1 0.27 334 0.24 97

Table 7.4: Linear analyses results for a perpendicular cylinder applying the TRW. Hori-
zontal responses.
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Figure 7.2: Wave height H vs. Δv and Δv,r for TRW C
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Figure 7.3: Wave direction parallel to the pipe axis. Screenshot from prototype.

Discussion

From Table 7.2 we see that the maximum vertical displacements from linear analyses
vary from 107% to 135% of the corresponding TRW wave amplitudes. As expected the
percentage decrease with increasing wave period as the natural period is short (≈ 2 s).
The relative displacement Δv,r varies from 91% to 95% of Δfull for TRW B-D and is
considerably higher for TRW Hmax: 158%. This shows that full submergence is to be
expected for all TRW. Thus, the nonlinear effects are expected to be considerable. The
comparison of dynamic amplification factors show very good agreement. This is a good
indication of correct software implementation of the linear analysis.

The nonlinear analysis (see Table 7.3 and Figure 7.2) show that the vertical response
increases approximately until the cylinder becomes fully submerged. Increased wave height
after this point will not increase the vertical response. This is as expected because the
vertical load (i.e. buoyancy) will not increase after full submergence. Figure 7.2 shows
that the relative response Δv,r approaches the linear (absolute) response curve after full
submergence.

Nonlinear effects are more pronounced for Δv,r than for Δv. The likely reason for this
is that nonlinearity also leads to a non-sinusoidal response and this is only reflected for
Δv,r. From Table G.1 we see that nonlinear effects can be of importance even for wave
height of 50% of the TRW wave height.

From Table 7.4 we see that the horizontal displacement and moment Mb,v are biggest
for TRW B as its wave period is closest to the natural periods, see Table 7.4. The maximum
moment is 33% of the Mel.

Δh of the end point show good correspondence with the hand-calculations of Table
4.6: Δh

Δh,hand
varies from 97 to 109%. Again, this is a good indication of correct software

implementation of the linear analysis.

7.2.2 Parallel cylinder

For a parallel cylinder (cylinder axis is parallel to the wave direction, see Figure 7.3) we
focus on pitch angle θ, bending moment Mb,h (b stands for bending) about the perpendicular
horizontal axis at the midpoint, and vertical deflection of the mid- and endpoint. There
is no horizontal response as there are no horizontal forces. Likewise, moments about
the vertical axis and horizontal parallel axis (i.e. torsion) are zero. In Table 7.5 maximum
values for pitch angle θ, moment Mb,h, vertical deflection Δv, and relative vertical deflection
Δv,r of the midpoint of the cylinder are presented for the linear system. As for Table 7.2
Δv

ζa
, Δv,r

Δfull
, and Hfull are also included. In Table 7.6 the same results are shown for an end
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7.2 Single cylinder

TRW Δv
Δv

ζa
Δv,r

Δv,r

Δfull
Hfull Mb,h θ

[m] [-] [m] [-] [m] [kNm] [◦]

B 0.02 3% 0.51 102% 1.0 37 0.5

C 0.17 17% 1.16 232% 0.9 458 1.5

D 0.67 45% 0.87 174% 1.7 466 5.2

Hmax 2.22 78% 0.91 181% 3.1 421 8.1

Table 7.5: Mid point of parallel cylinder. Linear analyses.

TRW Δv
Δv

ζa
Δv,r

Δv,r

Δfull
Hfull

[m] [-] [m] [-] [m]

B 0.20 41% 0.67 134% 0.7

C 0.64 64% 1.49 298% 0.7

D 2.34 156% 2.16 336% 0.7

Hmax 4.03 141% 2.35 26% 1.2

Table 7.6: End point of parallel cylinder. Linear analyses.

point, except for the moment (which is zero) and pitch angle (which is the same as for the
midpoint).

The results from the nonlinear analyses are presented in Table 7.8 and G.2 for the
midpoint and Table 7.9 and G.3 for the endpoint. The presentation of the results follows
the lines described for Table 7.3 and G.1 except that Mb,h and θ are included for the
midpoint. The units used are listed in Table 7.7.

Discussion

From Table 7.5 we see that for the mid point both Δv and Δv

ζa
increase sharply with TRW.

The pitch angle also increases, whereas pitch angle normalized with wave height ( θ
H

) has
its maximum for TRW D. As expected, short wave lengths give small (relative) vertical
displacement and pitch angle. The highest values are found for wavelengths around twice
the cylinder length (i.e. TRW D and Hmax). The maximum moment normalized with wave
height occurs for TRW C, see Table 7.5. This is probably due to the TRW C wave period

Symbol H Δv Δv,r Mb,h Pitch

Unit [m] [m] [m] [kNm] [◦]

Table 7.7: Units for the following tables.
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H
Href

50% 75% 100% 125% 150% 175%

B

H 0.50 0.75 1.00 1.25 1.40*

Δv 0.01 0.01 0.02 0.02 0.02

Δv,r 0.26 0.38 0.51 0.63 0.71

Mb,h 18 24 28 33 34

Pitch 0.4 0.6 0.9 1.0 1.0

C

H 1.00 1.50 2.00 2.50 3.00 3.50

Δv 0.04 0.09 0.11 0.18 0.20 0.22

Δv,r 0.56 0.79 1.04 1.29 1.52 1.74

Mb,h 178 177 190 207 214 215

Pitch 2.9 3.2 3.4 3.4 1.0 4.6

D

H 1.50 2.25 3.00 3.75 4.5 5.25

Δv 0.45 0.82 1.01 1.10 1.00 0.90

Δv,r 0.36 0.68 0.87 1.09 1.31 1.52

Mb,h 139 148 141 121 114 120

Pitch 4.2 5.5 6.6 7.1 8.4 8.8

Hmax

H 2.85 4.28 5.70 7.13 8.55 9.98

Δv 1.26 1.63 1.49 1.45 1.44 1.43

Δv,r 0.64 1.75 2.84 3.69 4.49 5.26

Mb,h 120 109 112 114 114 116

Pitch 5.5 5.8 7.0 7.3 7.5 7.7

Table 7.8: Parallel cylinder. Nonlinear analyses. Mid point
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H
Href

50% 75% 100% 125% 150% 175%

B

H 0.50 0.75 1.0 1.25 1.4∗

Δv 0.10 0.16 0.22 0.26 0.26

Δv,r 0.34 0.52 0.72 0.88 0.95

C

H 1.00 1.50 2.00 2.50 3.00 3.50

Δv 0.38 0.60 0.71 0.77 0.78 0.77

Δv,r 0.84 1.35 1.68 1.94 2.15 2.37

D

H 1.50 2.25 3.00 3.75 4.50 5.25

Δv 1.29 1.77 1.86 1.95 2.13 2.21

Δv,r 1.28 2.36 2.90 3.36 3.96 4.49

Hmax

H 2.85 4.28 5.70 7.13 8.55 9.98

Δv 2.05 2.22 2.36 2.43 2.48 2.51

Δv,r 1.68 2.77 3.85 4.73 5.54 6.34

Table 7.9: Parallel cylinder. Nonlinear analyses. End point

being closer to the natural periods in bending than TRW D and Hmax.

For the nonlinear analysis we see the same pattern as for the perpendicular cylinder:
the response levels off around a wave height close to the respective TRW wave heights.
TRW C has the highest maximum moment of approximately 215 kNm, i.e. 7% · Mel,
whereas TRW D has the highest pitch angle of approximately 8◦. The maximum pitch
angle is so small that nonlinearities due to rotations are expected to be of minor importance
(cp. Section 5.2.1).

7.3 Sensitivity to time step and element length

For the single cylinder, nonlinear analysis can be performed in real time on the PC used in
the present work, whereas the linear analysis can be performed approximately three times
faster than real time. Thus, the chosen time step and element length do not cause incon-
venient analysis durations for the parameter study. However, for the BCS the nonlinear
analysis speed is decreased to approximately a sixth of the speed for the single cylinder,
and it is of practical interest to consider increasing the time step and/or increasing the
element length to reduce the computation time.

From a theoretical point of view it is also of interest to investigate the sensitivity of
both time step and element length. The results should have converged with respect to both
time step and element length to be reliable. The chosen method for time integration —
Newmark-β, see Section 5.2.5 — is unconditional stable (i.e. for a linear analysis increased
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time step can only cause inaccuracy and not instability15).

To investigate the sensitivity of the time step we will look at the effect of increasing
the time step ten times (from 0.015 s to 0.15 s) for the midpoint of a parallel member.
The TRW B wave period of 2.5 s is chosen, and will be combined with two wave heights:
H = 1.0 m and H = 1.4 m, i.e. the TRW B and maximum wave heights, respectively. For
H = 1.0 m the difference between using Δt = 0.015 s and Δt = 0.15 s is less than 1%.
Likewise, the differences for the linear anlyses for H = 1.4 m are less than 1%. For the
nonlinear analyses the differences are less than 3% except for the torsional moment which
is 16% bigger for Δt = 0.15 s than for Δt = 0.015 s. It is also observed that the plot of the
torsional moment is clearly more jagged for the greater time step. Based on the above, a
nonlinear analysis with a time step of five times the original time step is run for H = 1.4 m,
i.e. Δt = 0.075 s. This yields negligible difference also for the moments (less than 3%).

To investigate the sensitivity of the element length we consider the effect of increasing
the element length from 1 m to 3 m. A time step of 0.015 s, the TRW B wave period of
2.5 s together with the maximum wave height of H = 1.4 m are used for both cases. For
the linear analyses the differences are negligible except for torsional moment and pitch
angle where the longer element length yields 9% higher and 14% smaller results than for
the reference length, respectively. For the nonlinear analyses the longer element yields
approximately 15% bigger moments about both horizontal axes (the other differences are
negligible). Based on these results an element length of 1.5 m is tested. The maximum
difference is 3%. Finally, an analysis using Δt = 0.075 s and Lelt = 1.5 m also yields a
maximum difference of 3%. Thus, we choose to perform the regular wave BCS analyses
with Δt = 0.075 s and Lelt = 1.5 m. This combination gives approximately real time speed
for the nonlinear analysis.

7.4 Sensitivity to wave period in a linear analysis

As discussed in Section 4.1 (static analysis), the response of the BCS exposed to a perpen-
dicular regular wave is very sensitive to the wave period. We will continue the discussion
by looking at linear analysis results for regular waves. However, first we will identify the
points of expected min/max values. In-phase loading occurs when the ratio of the mem-
ber length and the wave length is close to an integer, whereas out-of-phase loading occurs
when the ratio is half-way between two integers. The wave lengths and wave periods of
the expected max/min points (in-phase/out-of-phase) are given in Table 7.10.

For vertical loading, in-phase loading yield maximum moments at the midpoints for all
members, see Section 4.1 and Figure B.2. On the other hand, out-of-phase loading also
results in maximum moments at the midpoints for the perpendicular members, but at the
quarter points for the parallel members, see Figure B.3. In Figure 7.4, the maximum linear
bending moment about the horizontal axis Mb,h (i.e. the amplitude) for the midpoints of
the perpendicular and parallel members are shown as a function of wave period. The ratios

15For a nonlinear analysis stability is not guaranteed.
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7.5 Sensitivity to damping

30 m
λ

[-] 1 2 3 4 5 6 7 8 9 10

λ [m] 30.0 15.0 10.0 7.5 6.0 5.0 4.3 3.8 3.3 3.0

T [s] 4.4 3.1 2.5 2.2 2.0 1.8 1.7 1.5 1.5 1.4

30 m
λ

[-] 0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5

λ [m] 60.0 20.0 12.0 8.6 6.7 5.5 4.6 4.0 3.5 3.2

T [s] 6.2 3.6 2.8 2.3 2.1 1.9 1.7 1.6 1.5 1.4

Table 7.10: Wave lengths and wave periods for in-phase (upper half) and out-of-phase
(lower half) loading

of maximum and minimum values are 280 MPa
97 MPa

= 2.9 and 483 MPa
15 MPa

= 32.2 for perpendicular
and parallel members, respectively.

Discussion

Comparing Figure 7.4 to Table 7.10, we see that the max/min points of the figure cor-
respond very closely to the predicted max/min points of the tables. The max points are
approximately 10% higher than the static maxima of Table 4.1, and this is probably due to
dynamic amplification. The minimum values for the perpendicular cylinder are also very
close to the static values. The minimum points of the parallel cylinder are even smaller
than the static results. This is because the static results apply to the end points of the
parallel members.

As the wave length approaches 30 m (i.e. a wave period of 4.4 s) and beyond, the loading
on the parallel members becomes more uniform and thus more important. The pattern for
T < 4 s is broken. In particular for the parallel members themselves the superposition of
loading results in a maximum moment almost twice the previous maxima. When the wave
length continues to increase the loading of the whole BCS becomes more uniform and the
moments decrease. For very long waves the moments will be zero.

In Section 9.1.1, nonlinear analyses are compared to linear results for regular waves.

7.5 Sensitivity to damping

As noted previously (see Section 3.3.6), the damping levels are considered to be very un-
certain. It is therefore of interest to investigate the effect of increased and decreased levels
of damping as compared with the levels assumed. With reference to the linear TRW B
analysis, see Table 7.13, we double and halve both the vertical and the horizontal linear
damping levels, see Table 7.11. The total vertical (heave) and horizontal (sway) damping
levels of TRW B are Bv = 2.0 kNs/m2 and Bh = 1.2 kNs/m2, respectively, see Table 5.1.
This is case # 1 in Table 7.11. The maximum vertical response Δv, the maximum hori-
zontal response Δh, the maximum relative vertical response Δv,r, the maximum bending
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Figure 7.4: The amplitude of bending moments about the horizontal axis Mb,h for mid
points of the perpendicular and parallel members as a function of wave period T . Wave
height: H = 1 m. Linear analysis.
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7.6 Perpendicular wave direction

Case Bv Bh Δv Δh Δv,r Mb,h Mb,v

[kNs
m2 ] [kNs

m2 ] [m] [m] [m] [kNm] [kNm]

# 1 2.0 1.2 0.37 0.88 0.34 260 291

# 2 1.0 1.2 0.45 0.88 0.22 262 291

# 3 4.0 1.2 0.24 0.88 0.43 256 291

# 4 2.0 0.6 0.37 1.6 0.34 257 565

# 5 2.0 2.4 0.37 0.45 0.34 257 123

Table 7.11: Sensitivity of linear damping. Linear analysis. Midpoint of perpendicular BCS
member.

moment about the horizontal axis Mb,h, and finally the maximum bending moment about
the vertical axis Mb,v are included in Table 7.11. The results are for the midpoint of the
perpendicular cylinder.

Discussion

We see from Table 7.11 that the vertical damping has a strong influence on the vertical
displacements (Δv and Δv,r), but not on the bending moment about the horizontal axis
Mb,h. The horizontal damping has a strong influence on both the horizontal displacement
Δh and the bending moment about the vertical axis Mb,v. Thus, the level of damping
can influence the moment values both directly (as was the case for vertical damping) and
indirectly through the translational response. For a nonlinear analysis, the translational
response will change the hydrodynamic load effects. Results from nonlinear analyses with
double and half the vertical damping are shown in Table 7.12. Mb,h is influenced, but not
significantly. Further, both increasing and decreasing the damping reduces the moment,
which shows that it is harder to predict the effect of changing parameters in a nonlinear
analysis.

The difference of influence on the moment is assumed to be due to the difference in the
horizontal vs. the vertical spring supports. Whereas the horizontal springs are concentrated
at the corners, the vertical springs are distributed.

7.6 Perpendicular wave direction

For waves acting perpendicular to the BCS we will collect the same results as for the
single cylinder. Additionally, for the member perpendicular to the wave direction, moment
values will be collected. The linear results for the perpendicular and parallel members of
the BCS are presented in Table 7.13 and 7.14, respectively. The nonlinear analysis results
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Case Bv Bh Δv Δv,r Mb,h

[kNs
m2 ] [kNs

m2 ] [m] [m] [kNm]

# 1 2.0 1.2 0.39 0.44 220

# 2 1.0 1.2 0.59 0.40 205

# 3 4.0 1.2 0.22 0.47 215

Table 7.12: Sensitivity of linear damping. Nonlinear analysis. Midpoint of perpendicular
BCS member.

TRW Δv Δh Δv,r Mb,h Mb,v Mtot
Δv

ζa

Δv,r

Δfull
Hfull

B 0.37 0.88 0.34 260 291 390 74 68 1.5

C 0.73 0.29 0.47 392 149 394 73 94 2.1

D 1.58 0.14 1.09 732 143 745 105 218 1.4

Hmax 3.33 0.07 1.47 732 188 740 117 294 1.9

Table 7.13: Midpoint of perpendicular BCS member. Linear analyses. Maximum values
for the TRW.

are presented in Table 7.15 and G.4 for the perpendicular member and in Table 7.16 and
G.5 for the parallel member.

Discussion

From the linear results (see Table 7.13 and 7.14) we see that the wave length is decisive
for the importance of heave vs. pitch response. Inspecting the θ and Δv

ζa
parameters of

the parallel member (see Table 7.14) we can conclude that TRW B and C give rise to
much heave and little pitch. TRW D gives rise to little heave and much pitch, whereas

TRW Δv Δh Δv,r Mt Mb,h Mb,v Mtot θ Δv

ζa

Δv,r

Δfull

B 0.32 0.85 0.75 23 292 27 293 0.2 63 151

C 0.51 0.28 1.48 89 795 52 797 1.4 51 296

D 0.03 0.13 1.51 56 1180 60 1180 6.2 2 302

Hmax 1.55 0.07 1.39 31 1150 96 1150 11.8 54 278

Table 7.14: Midpoint of parallel BCS member. Linear analyses. Maximum values for the
TRW.
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7.6 Perpendicular wave direction

TRW H
Href

25% 50% 75% 100% 125% 150% 175%

B

H 0.25 0.50 0.75 1.00 1.25 1.40*

Δv 0.09 0.19 0.29 0.39 0.44 0.45

Δv,r 0.09 0.18 0.29 0.44 0.63 0.74

Mb,h 64 125 179 220 249 259

Mtot 96 190 280 362 429 462

C

H 0.50 1.00 1.50 2.00 2.50 3.00 3.50

Δv 0.19 0.40 0.63 0.81 0.83 0.82 0.81

Δv,r 0.12 0.26 0.44 0.76 1.22 1.58 1.89

Mb,h 94 168 231 246 273 294 313

Mtot 95 172 241 256 309 330 349

D

H 0.75 1.50 2.25 3.00 3.75 4.50 5.25

Δv 0.40 0.84 1.26 1.45 1.57 1.63 1.63

Δv,r 0.28 0.64 1.52 2.15 2.66 3.22 3.67

Mb,h 172 239 284 337 352 461 478

Mtot 176 246 290 350 375 491 522

Hmax

H 1.43 2.85 4.28 5.70 7.13 8.55 9.98

Δv 0.84 1.70 1.92 2.00 2.05 2.09 2.13

Δv,r 0.39 1.32 2.40 3.38 4.23 5.03 5.81

Mb,h 167 248 304 284 308 330 351

Mtot 169 248 308 302 341 381 421

Table 7.15: BCS, midpoint of perpendicular member. Nonlinear analyses. Href is the wave
height of the corresponding TRW (first column), i.e. 1.0 m, 2.0 m, 3.0 m, and 5.7 m, see
Table 3.3.
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TRW H
Href

25% 50% 75% 100% 125% 150% 175%

B

H 0.25 0.50 0.75 1.00 1.25 1.40*

Δv 0.08 0.16 0.27 0.37 0.43 0.44

Δv,r 0.19 0.38 0.57 0.74 0.82 0.83

Mt 5 10 13 14 18 22

Mb,h 72 140 200 248 281 285

Mtot 72 141 201 249 283 288

θ 0.1 0.1 0.2 0.3 0.3 0.3

C

H 0.50 1.00 1.50 2.00 2.50 3.00 3.50

Δv 0.13 0.32 0.54 0.64 0.65 0.65 0.65

Δv,r 0.37 0.79 1.21 1.45 1.55 1.66 1.81

Mt 21 34 36 41 48 53 55

Mb,h 187 284 347 412 446 458 463

Mtot 187 285 348 414 450 464 471

θ 0.4 0.8 1.4 1.7 1.6 1.5 1.4

D

H 0.75 1.50 2.25 3.00 3.75 4.50 5.25

Δv 0.01 0.06 0.18 0.34 0.46 0.26 0.22

Δv,r 0.38 0.77 0.99 1.39 1.91 2.46 2.84

Mt 14 28 40 39 36 34 38

Mb,h 275 368 361 410 409 584 638

Mtot 276 368 363 410 410 586 640

θ 1.5 3.2 4.9 6.0 7.0 7.3 7.2

Hmax

H 1.43 2.85 4.28 5.70 7.13 8.55 9.98

Δv 0.39 0.92 1.20 1.00 0.95 0.93 0.92

Δv,r 0.35 0.70 1.76 2.79 3.64 4.43 5.19

Mt 8 20 25 33 32 29 31

Mb,h 263 310 347 337 329 344 366

Mtot 264 310 350 344 342 364 393

θ 3.0 5.3 6.3 7.2 7.4 7.5 7.6

Table 7.16: BCS, midpoint of parallel member. Nonlinear analyses. Href is the wave height
of the corresponding TRW (first column), i.e. 1.0 m, 2.0 m, 3.0 m, and 5.7 m, see Table
3.3.
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7.7 Oblique wave direction

TRW Hmax results in much heave and much pitch. There is no clear connection between
the relative importance of heave vs. pitch and the magnitudes of the bending moments.

The maximum pitch angle of 11.8◦ is slightly greater than for the single cylinder (see
Section 7.2.2), but it is still so small that nonlinearities due to rotations are expected to
be of minor importance.

The perpendicular members have no torsion whereas its two bending components are
both of importance. From Table 7.13 we see that bending about the vertical axis Mb,v

show a decreasing trend, whereas bending about the horizontal axis Mb,h, and the to-
tal moment Mtot show an increasing trend with TRW. The maximum magnitudes are
291 kNm, 732 kNm, and 745 kNm, respectively.

For the parallel member, bending about the horizontal axis Mb,h is the dominating
moment component. From Table 7.14 we see that its maximum value of 1180 kNm is
found for TRW D (i.e. 41% · Mel). The maximum torsion Mt and bending about the
vertical axis Mb,v are 89 kNm (TRW C) and 96 kNm (TRW Hmax), respectively.

As for the single cylinder, the nonlinear analyses of the BCS (see Table 7.15 and 7.16)
show that the responses reach finite limits when parts of the structure are fully sub-
merged/dry. Full submergence is first observed over a large interval: between 25% and
125% of the TRW wave height. The effect of submergence is not as predictable as for the
single cylinder. The levels can be stable, reach a maximum and (slowly) decrease, or have
a slow rate of increase. In Figure 7.5 the linear and nonlinear bending moments about the
horizontal axis Mb,h are shown for the TRW C wave period. Both the perpendicular and
the parallel members are included. As in Figure 7.2 the response magnitudes “saturate”
at approximately the TRW waveheight (i.e. 2 m). We see that the linear moment for the
parallel cylinder is about twice the linear moment for the perpendicular moment. The
difference for the nonlinear case is smaller — the moment at the midpont of the parallel
cylinder is approximately 50% higher.

The most important nonlinear moment component — bending about the horizontal
axis — has maximum nonlinear magnitudes of 468 kNm for the perpendicular member and
640 kNm for the parallel member (both for TRW D). The maximum values are highest for
the parallel member for all TRW.

7.7 Oblique wave direction

Oblique waves are likely to introduce different loading patterns and will therefore be inves-
tigated separately in this section. It is assumed that the effect of oblique waves will reach
its maximum for waves with a 45◦ direction. Thus, this is the only direction considered
here. In the subsequent chapters we will only consider perpendicular waves, and therefore
the presented results for oblique waves will be less elaborate than for perpendicular waves
in the previous section. Only TRW D will be considered, and only for the TRW wave
height. Further, only the moment components are investigated.

As all members are expected to experience similar response histories (due to symmetry)
only one member will be considered. However, we will look at five points from the corner
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Figure 7.5: Bending moment about the horizontal axis Mb,h for the midpoint of the per-
pendicular and the parallel cylinder. TRW C wave period: T = 4.0 s.
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7.7 Oblique wave direction

Dist 0% 5% 10% 25% 50%

Mb,h,lin [kNm] 1020 1010 971 734 386

Mb,h,nlin [kNm] 382 378 366 279 143

Table 7.17: BCS, TRW D, and 45◦-waves. Bending about the horizontal axis at different
distances from the corner. Linear and nonlinear analysis.

to the midpoint. The distances from the corner are the following fractions of the member
length: 0%, 5%,10%, 25%, 50%. The maximum torsional moment is the same for all points
— for both linear and nonlinear analysis. The respective magnitudes are: 1020 kNm for
linear analysis and 382 kNm for nonlinear analysis. The bending about the vertical axis
is linear and has a maximum value of 71 kNm observed at the corner. The bending about
the horizontal axis Mb,h varies along the length of the member. The variation is shown in
Table 7.17.

Discussion

45◦ oblique waves will increase the maximum level of torsion considerably for the whole
BCS, whereas the bending maximum moments will be smaller. As opposed to perpendic-
ular waves the corners have the highest total moment. The maximum torsion is the same
for the whole length of the member whereas the bending moment about the horizontal axis
will have a maximum at the corners and a minimum at the midpoint. The magnitudes
at the corners are the same for the two moment components of importance. The bending
about the vertical axis is small for the whole length of the member.
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Chapter 8

FATIGUE ANALYSIS
PROCEDURE

The fatigue phenomenon is characterized by the growth of cracks exposed to cyclic stresses,
which over time can lead to structural failure. The definition of fatigue as stated by ASTM
(2000), follows:

The process of progressive localized permanent structural change occurring
in a material subjected to conditions that produce fluctuating stresses and
strains at some point or points and that may culminate in cracks or complete
fracture after a sufficient number of fluctuations.

Fatigue analysis and design of marine steel structures has been performed for many
years and is an area of continuing research. For references on fatigue design of marine
structures see e.g. (Almar-Naess, 1999), (Berge, 2004a), (Berge, 2004b), (Etube, 2001),
(Moan, 2001). For references on metal fatigue in general see e.g. (Bannantine, 1989),
(Larsen, 1990), (Schijve, 2001), (Stephens, 2001), and (Wirsching et al., 2006).

Norwegian offshore petroleum activities have been known to be particularly vulnerable
to fatigue due to the severe winter storms of the North Sea (Almar-Naess, 1999). Despite
this knowledge the disastrous collapse of the Alexander Kielland oil platform in the North
Sea in 1981 is believed to have been caused by fatigue failure, see e.g. (Accident commision,
1981) and (Moan et al., 1981).

Also for floating fish farms made of steel, fatigue is believed to be a serious problem.
Ormberg (1991) found very low fatigue life when performing a simplified fatigue analysis for
a steel fish farm that collapsed in 1989. Ormberg notes that his findings were in line with
the results from inspection and metallurgical analysis, but also suggests that a stochastic
wave approach would give better estimates of fatigue life (i.e. less conservative).16 15
years later, in an overview report of the research status in aquaculture from the Norwegian
Research Council, Lien et al. (2006) concluded that fatigue problems are probably the
reason behind many structural failures of steel plants.

16A stochastic wave approach is a part of the methodology which is suggested and implemented in this
thesis.
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It is not surprising that a floating fish farm is vulnerable to fatigue. Marine structures in
general are exposed to the perpetual action of the waves. With a wave climate of shorter
wave lengths and wave periods, the typical number of stress fluctuations for fish farms
can be even larger than for traditional open ocean marine structures, thus increasing the
number of stress fluctuations (though not necessarily the stress range level). As a contrary
effect, expected longer periods of calm weather in sheltered waters will contribute to fewer
stress fluctuations than for open ocean conditions. Assuming a constant wave period of
2.5 s (as for TRW B) during one year yields 1.26·107 wave fluctuations (and during 20 years
yields 2.52 · 108 wave fluctuations). As the nonlinear response is generally not sinusoidal,
the frequency of stress fluctuations can be even higher than this (i.e. possibly more than
one maximum/minimum per wave period).

Fatigue cracks of a steel structure normally originates at welds due to weaknesses such
as notches and initial defects. It is typically expected that (micro) cracks always exist
in a (welded) steel structure and that cracks will grow. Due to the high uncertainties
(still) involved in fatigue design, a numerical approach is often (and should be according
to (Standard Norge, 2004)) complemented with inspection and maintenance requirements.

Fatigue design of marine structures can be described as first identifying the critical
details of the structure and then ensuring that the critical details will survive the expected
stress history (yielding a stress range distribution) throughout the structure’s planned
lifetime. It is not our goal to present a fatigue design procedure that is fundamentally
new, but rather to suggest how important aspects of state-of-the-art fatigue design can
be introduced for floating fish cages in steel, show an example of such an analysis, and
demonstrate that with a customized software tool the analysis procedure is realistic on a
modern PC with respect to computation time.

This chapter will be used to first give an outline of a fatigue design methodology of
particular relevance for this thesis. Then, we will describe how the methodology is applied
for the BCS in the parameter study. The parameter study itself is presented in Chapter 9.

8.1 Loading

8.1.1 The stress range history

The loading in fatigue design is the stress history over the lifetime of the critical detail —
often expressed in terms of an (approximated) standard long-term distribution of stress
ranges (e.g. the Weibull distribution). However, the stress history in combination with a
cycle counting algorithm can be used directly, see Section 8.4.1. The latter approach is the
more accurate as it forms the basis for the standardized long-term distribution. In (Moan,
2001) three alternatives for establishing load histories are listed with increasing accuracy
and complexity:

• Assume that stress ranges follow a two-parameter Weibull distribution (see Section
8.3.3).

108



8.1 Loading

• Frequency Domain Analysis (FDA) for each sea state to determine response variance
and assume narrow-band response, implying Rayleigh distribution of stress ranges.

• Time Domain Analysis (TDA) combined with rainflow counting of cycles for a rep-
resentative set of sea states that are found to contribute most to the fatigue damage.

Further, Moan (2001) notes that stochastic approaches (i.e. irregular waves) should be
applied to dynamically sensitive structures, and finally:

More complete time domain approaches may especially be necessary in case
of strong nonlinearities (e.g. associated with local splash zone behavior), at
least to calibrate simpler methods.

For a linear analysis, the FDA and the TDA give the same results (if the response
is narrow banded, see above). Typically, the FDA is more convenient. However, in the
present thesis such analysis is not included because a TDA was used for the nonlinear case
and hence the stress range distribution is investigated explicitly. The main advantage of
including FDA in this thesis would have been as a check of the linear TDA results.

8.1.2 Irregular waves

Although we will perform simplified fatigue analyses based on regular waves (see Sec-
tion 9.1), the emphasis in this chapter is on irregular waves. Irregular waves based on
linear theory is commonly used as a more realistic description of ocean waves. The use
of irregular waves has been described by many authors, see e.g. (Faltinsen, 1990), (Goda,
2000), (Hudspeth, 2006), (Myrhaug, 2003), and (Ochi, 2005). Simulation of linear irregular
waves is typically based on a wave spectrum together with a scatter diagram. The former
gives a statistical description of each seastate, and the latter gives the relative occurrence
of seastates. The use of a scatter diagram in the fatigue design criteria is described in
Section 8.3.2, and the use of irregular waves for fatigue analysis of the BCS is described in
Section 8.4.1.

8.1.3 The relevant stress component

The location of the stresses of interest in a fatigue analysis is that of the identified criti-
cal detail. However, the stress situations encountered are often so complex that it is not
obvious which stress component and direction that should be used. Most often the max-
imum principal stress range is used as a basis for both the amplitude and the direction
(Almar-Naess, 1999).

When using an SN approach (see the next section), it is of importance which factors
that shall be taken into consideration when calculating the stress range. In general, the
SN-curves include the effect of local stress concentration due to the joints (i.e. welds)
themselves and the weld profile. Other effects, such as local stress concentration and
fabrication misalignment, must be considered explicitly, see (Almar-Naess, 1999), (DNV,
2005). This is typically done by finding a stress concentration factor (SCF).
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8.2 Resistance

Two methods are prevalent for deciding and describing the resistance of a critical detail:

• SN approach

• Fracture mechanics (see e.g. (Almar-Naess, 1999))

In this thesis only the SN approach will be considered. This is the simpler approach and
is most common in use, see (Moan, 2001), (Almar-Naess, 1999), (DNV, 2005).

SN approach

In the SN approach fatigue tests of structural details are used to define relationships
between the number of fluctuations N that a specimen can endure at a stress level S, and
this relationship is called an SN curve. The SN curve is assumed to be (bi-)linear in a log-
log plot, typically with log S (S = Δσ) on the vertical axis and log N on the horizontal.
In DNV-RP-C203 (DNV, 2005) the basic design SN curve is given as:

log N = log ā − m log Δσ (8.1)

N = predicted number of cycles to failure for stress range Δσ

Δσ = stress range

m = negative inverse slope of SN-curve

log ā = intercept of log N-axis for SN-curve

Equation 8.1 can also be expressed on the following two forms:

N · (Δσ)m = ā (8.2)

log Δσ = − 1

m
log N +

1

m
log ā (8.3)

To classify different structural details, families of SN curves are defined, see e.g. Ta-
ble 8.6. It is common that an SN curve is bilinear with a higher m-factor for the high cycle
region. Typically, the family of SN curves have the transition point at the same number
of cycles (e.g. N = 107) and thus at different levels of stress range. SN curves can even be
horizontal beyond the transition point, i.e. stress ranges below the corresponding level do
not contribute to the fatigue damage.
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8.3 Design criteria

8.3 Design criteria

8.3.1 Miner-Palmgren law

The design criteria for fatigue design using SN curves is based on the assumption of
linear cumulative damage, known as the Miner-Palmgren law (or Palmgren-Miner), see
(Palmgren, 1924) and (Miner, 1945). The fatigue damage D is then typically expressed as
(see (DNV, 2005)):

D =
k∑

i=1

ni

Ni

=
1

ā

k∑
i=1

ni · (Δσi)
m ≤ η (8.4)

D = accumulated fatigue damage

ā = intercept of the design SN curve with the log N axis, see Table 8.6

m = negative inverse slope of the SN curve, see Table 8.6

k = number of stress blocks

ni = number of stress cycles in stress block i

Ni = number of cycles to failure at constant stress range Δσi

η = usage factor

= 1/ Design Fatigue Factor (DFF) from OS-C101 Section 6

DFF=1, 2, or 3.

From Equation 8.4 we see that the damage for one cycle DN=1 with stress range Δσ is:

DN=1 =
(Δσ)m

ā
(8.5)

Moan (2001) writes that a usage factor in the range of 0.1 to 1.0 is typically used
together with the Miner-Palmgren rule. The section discussing the design fatigue factor
in DNV-OS-C101 (DNV, 2004) is quoted in Appendix C, and according to this the floater
should be given a DFF of 2 or 3, i.e. η = 1

2
or η = 1

3
, respectively. NS 3472 (Standard Norge,

2001) specifies that η = 1.0 is the typical value to be used, but that other values can be
specified in relevant codes and rules.

The fatigue life L is the ratio of the duration for which the stress ranges are referred to
(typically the design fatigue life L0) and the corresponding fatigue damage DL0 :

L =
L0

DL0

(8.6)

8.3.2 Fatigue analysis using a scatter diagram

For a linear structural system in a regular wave (with a given wave period T and wave
height H), the stress range Δσ will be constant and there will be one stress range per wave
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period. The number of seconds per year t1y and cycles per year n1y are:

t1y = 365 d/y · 24 h/d · 3600 s/h = 3.1536 · 107 s (8.7)

n1y =
t1y

T
(8.8)

The damage for 1 year Dsc,1y and the corresponding fatigue life Lsc is then:

Dsc,1y =
n1y

N
=

n1y

10log ā−m log Δσ
(8.9)

Lsc =
1y · η
Dsc,1y

=
N · η
n1y

· 1y =
10log ā−m logΔσ · T · η

t1y
· 1y (8.10)

For a nonlinear system, the response will typically be periodic with a period equal to
the wave period (as was observed for all nonlinear analyses in Chapter 7), but there can
be more than one stress cycle over a wave period, and the damage DN=1 must be found
for each stress range.

For irregular waves the stress fluctuation will be non-periodic — for a nonlinear as
well as for a linear system. Fatigue analysis based on irregular waves typically uses a sea
elevation spectrum in conjunction with a scatter diagram describing the relative occurrence
of seastates, see Section 8.1.2.

A stress history is found by a time domain analysis for one seastate sc (see Table 8.5
for the BCS scatter diagram) of duration t. The irregular stress history is transformed to
a stress range distribution using a cycle-counting technique — e.g. rainflow counting, see
p. 122 — to allow for the use of the Miner-Palmgren rule. The damage Dsc,t caused by a
stress history from a TDA of seastate sc and duration t resulting in nsc,t (cycle counted)
stress ranges Δσi can then be found by summing the damage of the individual cycles:

Dsc,t =

nsc,t∑
i=1

(Δσi)
m

ā
(8.11)

The corresponding fatigue life Lsc (assuming only seastate sc) is:

Lsc =
t · η
Dsc,t

(8.12)

With psc being the percentage of occurrence of the seastate sc, we can now find the
damage Dsc,L0caused by seastate sc over the design fatigue life L0:

Dsc,L0 =
psc · L0

Lsc
= psc · Dsc,t · L0

t · η (8.13)

The total DL0 damage over the design fatigue life L0 and the corresponding fatigue life
L are then:

DL0 =
∑
sc

Dsc,L0 (8.14)
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8.3 Design criteria

L =
L0 · η
DL0

(8.15)

8.3.3 Simplified fatigue analysis

The Weibull distribution has been used to model the long-term distribution of stress ranges
of offshore structures as well as the basis for simplified methods. The 2-parameter Weibull
probability density function of stress ranges Δσ can be expressed as:

p(Δσ) =
h

q
·
[
Δσ

q

]h−1

· exp

[(
−Δσ

q

)h
]

(8.16)

where q is the scale parameter and h is the shape parameter. A damage calculation based
on application of the Weibull distribution is often used as the basis for a simplified fatigue
analysis, see e.g. (Almar-Naess, 1999), (Moan, 2001), (DNV, 2005). The fatigue damage
D can then be expressed as:

D =
n0

ā
· qm · Γ(1 +

m

h
) (8.17)

where ā and m are the SN parameters. n0 is the number of cycles (during the period that
is being considered). The scale parameter q can be replaced by the maximum stress range
Δσ0 (i.e. the level expected to be exceeded once for a total of n0 cycles) by:

q =
Δσ0

(ln n0)1/h
(8.18)

Correspondingly, Δσ0 can be found as:

Δσ0 = q · (ln n0)
1/h (8.19)

We then get the following expression for the damage:

D =
n0

ā
· (Δσ0)

m

(ln n0)m/h
· Γ(1 +

m

h
) (8.20)

Using Equation 8.15 we can then express the fatigue life L as:

L =
L0 · ā · (ln n0)

m/h · η
n0 · Δσm

0 · Γ(1 + m
h
)

(8.21)

The fatigue damage is very sensitive to the shape parameter h and it should be estimated
from TDA procedures, see Figure 9.20 and e.g. (Moan, 2003). The fatigue damage can then
be found based on the maximum stress range and the number of cycles for the structure
in question. The short- and long-term distribution of stress ranges and the application of
the simplified method are investigated in Section 9.8.
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The equivalent stress range Δσeq is defined as the constant stress range that yields the
same fatigue damage as a given stress range distribution. Using Equation 8.4 and 8.20 we
get the following expression for Δσeq :

Δσeq =
Δσ0

(lnn0)1/h
·
[
Γ(1 +

m

h
)
] 1

m
(8.22)

8.4 Fatigue design of the BCS

Based on the general outline of fatigue design given in the previous sections, the details of
the fatigue design performed for the BCS are given in the present section.

The design working life — and thus the design fatigue life — is set to 20 years. This
is consistent with both NS 9415 (Standard Norge, 2003) (minimum 10 years) and NS-EN
1990 (Standard Norge, 2002b) (minimum 15 years), see Appendix C in the present thesis.

8.4.1 Loading

Long-crested uni-directional waves

We assume that the BCS geographical location has a wave climate with a single dominating
wave direction and that the BCS has an orientation perpendicular to this direction. Thus,
long-crested (i.e. one-dimensional) waves simulated from a wave (elevation) spectrum
S(ω) will be used in the TDA. We assume that this can be realistic for a Norwegian
fjord with a principal direction. Thus, it is a reasonable first implementation of irregular
waves, although a short-crested (two-dimensional) approach is more general and should be
implemented at a later stage.

Wave elevation spectrum: JONSWAP

The (modified) Pierson-Moskowitz spectrum and the JONSWAP spectrum
(Hasselmann et al., 1973) are commonly used for fully developed seas and for limited fetch,
respectively. As waves in a Norwegian fjord typically will have limited fetch and not be
fully developed, the JONSWAP spectrum will be used in this thesis.

The (five parameter) JONSWAP spectrum is given as (see e.g. (Holthuijsen, 2007),
(Young, 1999)):

S(ω) = α
g2

ω5
exp

[
−5

4

(ωp

ω

)4
]

γ
exp

[
− 1

2

(
ω−ωp
σωp

)2
]

(8.23)

σ = σa for ω ≤ ωp

= σb for ω > ωp

where ωp and α are scale parameters, and the other three parameters γ, σa, and σb are
related to the shape of the spectrum. ωp is the peak frequency. The peakedness parameter
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8.4 Fatigue design of the BCS

γ is the ratio of the maximum value of the JONSWAP spectrum to the maximum value of
the corresponding PM spectrum, i.e. for γ = 1 the JONSWAP spectrum is equal to the
PM spectrum.

The ITTC version of the JONSWAP spectrum

As the parameters of the JONSWAP spectrum depends on the seastate (i.e. Hs and Tp)
Equation 8.23 is not easily applicable within an engineering context.

In this thesis we choose to use the one-dimensional JONSWAP spectrum recommended
by the 17th ITTC, given as (Faltinsen, 1990):

S(ω) = 155
H2

1
3

T 4
1 ω5

exp

(−944

T 4
1 ω4

)
3.3Y (8.24)

where

Y = exp

(
−
(

0.191ωT1 − 1

2
1
2 σ

)2
)

(8.25)

and

σ = 0.07 for ω ≤ 5.24/T1 (8.26)

= 0.09 for ω > 5.24/T1

T1 is the mean wave period: T1 = 2πm0

m1
. The peakedness factor γ in Equation 8.24 is set

to 3.3, which is its mean value. For γ = 3.3 the relation between mean wave period T1 and
spectral peak period Tp is: T1

Tp
= 0.834.

The use of the JONSWAP spectrum with peakedness factor γ = 2.5 is recommended
in Section 5.11.4 of NS 9415 (Standard Norge, 2003) (see also Appendix C.1 in the present
thesis). However, a peakedness factor according to Equation C.1 is prescribed in Sec-
tion 5.4.2 of NS 9415, see Appendix C.1 of the present thesis. Equation C.1 yields an
interval of γ-values from 2.4 to 4.8 for the Hs and Tp combinations of the scatter diagram
that will be used in the fatigue analysis, see Table 8.5. Due to the conflicting γ-values of
NS 9415 and its lack of references, we choose to use the ITTC recommendation (γ = 3.3).
On a general level it is noted that it is probably possible to make a better estimate for the
parameterization of the JONSWAP spectrum, but this is not investigated further in this
thesis.

Wave component simulation

Surface elevation as well as wave particle velocity and acceleration for linear irregular waves
can be simulated using the surface elevation spectrum. The simulation method used in this
work is based on the work by Rice (1944), Rice (1945) which is the so called Deterministic
Spectral Amplitude model (DSA). The simulation is most effectively done using FFT, see
e.g. (Cooley and Tukey, 1965), (Cooley et al., 1969). Ocean wave simulation is discussed
e.g. by (Borgman, 1967) and (Morooka and Yokoo, 1997).
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The minimum frequency component can for a PM spectrum be set to ωmin = π
T2

, i.e.
Tmax = 1.42 · Tp (Faltinsen, 1990). As a JONSWAP spectrum is more peaked than a
PM spectrum, this provides a conservative value for a JONSWAP spectrum. In the FFT
simulation, the minimum frequency is 0 (i.e the maximum period is ∞).

The maximum frequency (i.e. minimum period) is harder to establish as the wave
energy drops off more slowly for larger frequencies. The time step Δt used in the simulation
determines the cut-off level (maximum frequency) for the spectrum:

ωmax =
π

Δt
(8.27)

Tmin = 2 · Δt (8.28)

The simulations will be done with a time step equal to the time step of the numerical
integration of the equation of motion: Δt = 0.075 s, i.e. the cut-off level for the spectrum
is: ωmax = 41.9 rad/s, correspondingly Tmin = 0.15 s.

Horizontal wave particle velocity and acceleration in addition to wave surface elevation
are simulated according to the wave load model presented in Chapter 3. For velocity and
acceleration the simulation is valid for a particular depth (as opposed to surface elevation).
However, as explained in Section 3.2.4, velocity and acceleration are simulated at only one
depth: z = 0 m (i.e. the surface). Simulations are made for each nodal position in the
wave direction, i.e. typically for 21 points along the wave direction.

Hs/Tp -scatter diagram based on wind speed distribution

Establishing a wave scatter diagram requires in general a significant effort in terms of time
and resources, and this is also the case for relevant fish farm locations. Thus, using a
scatter diagram is not customary procedure in the design and certification of floating fish
farms. A simplified method applying regular maximum waves is the dominating (if not
the only?) approach used in practice.17 Undoubtedly, generating a scatter diagram based
on measurements at or near the location in question is the most trustworthy and accurate
approach in order to establish a scatter diagram to be used in design. In the absence of
on-site measurements there are several numerical approaches to estimate a scatter diagram.
However, no methodology for generating a scatter diagram is given in NS 9415.

Here, we will suggest and describe a simplified method based on wind speed distribution
together with fetch F and the significant wave height/peak period relationships.

The suggested approach in effect assumes that the wind always blows in the direction
of the assumed principal direction of the fjord (perpendicular to the BCS).

Distribution of wind speed

The 10 minutes mean wind at 10 m above the sea surface/ground Ū10 is often assumed to
be (2-parameter) Weibull distributed, see e.g. (Myrhaug, 2006), (Børresen, 1987), (DWIA,

17The author is not aware of structural analysis based on a scatter diagram for a floating fish farm.
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Description Symbol Value

Scale parameter q 9.985

Shape parameter h 1.926

Mean wind speed Ū10,mean 8.85 m/s

Median wind speed Ū10,med 8.3 m/s

Table 8.1: 2-parameter Weibull distribution assuming a 6 hour observation interval, 50-year
wind speed of Ū10 = 35 m/s, and 1-year wind speed Ū10 = 28 m/s.

Figure 8.1: Weibull distribution of the mean wind velocity

2007). In NS 9415 ( Section 5.5.2 and Appendix A) the 50-year and 1-year wind speeds
are given as 35 m/s and 28 m/s, see Appendix C.1.1 in the present thesis.

Combining the conservative (as most fish farm locations are somewhat sheltered) 1- and
50-year values with a 2-parameter Weibull distribution and an assumed observation interval
of 6 h we can find the shape and scale parameters of the assumed Weibull distribution, see
Table 8.1. Using DWIA (2007) we can plot the distribution, see Figure 8.1, and find the
mean and median wind speed, see Table 8.1.

To generate a wave scatter diagram from the wind speed distribution we start by making
a wind speed scatter diagram. We divide the wind speed in nine intervals, see Table 8.2.
The midpoints of the inner seven intervals are 5 m/s apart: 5, 10, 15, 20, 25, 30 and
35 m/s. An alternative approach to arrive at wind speed intervals would have been to
use the 12 intervals of the Beaufort scale, giving a finer “grid” and direct Beaufort scale

117



Fatigue Analysis Procedure

Sc.# Interval psc Num Return Period

0 ≤ 2.5 6.7% 1959 4d

1 〈2.5, 7.5] 37.1% 10831 16h

2 〈7.5, 12.5] 34.8% 10159 17h

3 〈12.5, 17.5] 16.2% 4718 37h

4 〈17.5, 22.5] 4.4% 1288 6d

5 〈22.5, 27.5] 0.8% 219 33d

6 〈27.5, 32.5] 0.08% 24 305d

7 〈32.5, 37.5] 0.006% 2 12y

8 > 37.5 0.0003% 0.1 246y

Table 8.2: Relative occurrence of the nine wind speed intervals.

correspondence18. A discretization even finer than the Beaufort scale could also have been
considered. As an initial approach the coarse discretization was chosen as it is the least
comprehensive and thus a good starting point.

Using the Weibull distribution we can find the relative frequency of occurrence for the
respective wind speed intervals, see Table 8.2. The number of occurrences assuming a
6 hours observation interval over a 20 year period (totally 29200 observations) are also
included.

The distribution of wind speed has a typical shape. In DWIA (2007) a general descrip-
tion is given:

If you measure wind speeds throughout a year, you will notice that in most
areas strong gale force winds are rare, while moderate and fresh winds are quite
common19.

The distribution described in table 8.2 comply with the description of general wind speed
distribution cited above: the moderate and fresh breeze interval (i.e. [5.5 m/s, 10.7 m/s])
appears to be common whereas the strong gale interval (i.e. [20.8 m/s,∞〉) is rare.

From Wind Speed Distribution to 1D Scatter Diagram

Using Equation 3.3 and 3.4 we have found Hs and Tp for the wind speed midpoints of
Table 8.2. Midpoint wind speeds Ū10 and corresponding Hs/Tp-values are shown in Table
8.3 for wave classes B, C, and D. The fetch values for the three wave classes are taken from
Table 3.3 and are 1.2 km, 4.8 km, and 10.9 km, respectively. The frequency of occurrence
for the Hs/Tp -pairs is assumed to be the frequency of occurrence for the corresponding

18The complete Beaufort scale is given in Appendix E.
19In Appendix E and Table 8.3 of the present thesis the term breeze is used instead of wind and violent

severe gale instead of strong gale.
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Ū10 -values of Table 8.3. The Beaufort number and Beaufort description for the interval in
which the respective wind speeds fall are also given in Table 8.3.

Effectively, we get a one dimensional scatter diagram since there is a one-to-one rela-
tionship between Hs and Tp. A typical, full-scale scatter diagram is two dimensional, i.e.
there are many seastates with the same Hs, but different Tp and vice versa. Looking at the
scatter diagram example in Appendix D for the North Sea, we can observe a clear difference
in the distribution of observations between the Hs vs. the Tp interval. All Tp -values have
the maximum number of observations for low Hs-values: 1 − 3 m, whereas the maximum
number of observations for Hs -values occurs for increasing values of Tp. This gives rise to
the typical triangular shape of the scatter diagram. Further, it can be observed that for any
given Hs -value, the Tp -value with maximum number of observations has approximately
the same number of observations for larger as for smaller Tp -values, i.e. symmetry. E.g.
for Hs = 6 m, the maximum number of observations has occurred for Tp = 12 s and there
were 1770 observations for lower Tp values vs. 2000 observations for higher Tp values. For
a given Tp -value, there are much more observations for Hs -values which are larger than
the Hs-value with the maximum number of observations. E.g. for Tp = 12 s, the maximum
number of observations occurred for Hs = 3 m and there were 2053 observations for lower
Hs values vs. 5720 observations for higher Hs values.

Finding a 1D scatter diagram as described above is assumed to be similar to summing
all observations for each Hs value and connecting it to the Tp-value with the maximum
number of observations20. This is a special case of a procedure (often called blocking)
to simplify the scatter diagram where its cells are grouped into blocks. The cells of each
block have similar response characteristics. This procedure is described and used e.g. in
(Karunakaran, 1993). Using this approach, a scatter diagram as given in Appendix D is
changed (i.e. “blocked) into the 1D scatter diagram showed in Table 8.4. Based on visual
assessment of the histogram of Hs it appears to be similar to a Rayleigh distribution. When
fitting the Hs -histogram to a Weibull distribution a shape parameter of 2.41 was found.
In example studies from (Karunakaran, 1993) each block typically contains the whole Tp

interval (the interval is divided in two for low Hs values due to resonant contributions),
whereas the Hs interval (from 1 m to 18 m) is divided into eight blocks.

We want to compare the two approaches to get to a 1D scatter diagram: directly
from the wind distribution vs. by blocking a 2D scatter diagram as described above. In
Figure 8.2, first the normalized significant wave height is plotted against the normalized
number of observations. Then, the Hs values are normalized with the corresponding max-
imum Hs.

We see from the plots that the shape of the corresponding normalized plots (in the lower
part of the figure) are similar. It is thus assumed that the two approaches lead to similar
1D scatter diagrams and that constructing a 1D scatter diagram from the wind distribution
is a reasonable simplified approach if resonant contributions are not important. In the next
chapter we investigate the fatigue lifetime sensitivity to Hs and Tp at different levels. In

20It is noted that the opposite approach would not give a usable result as the maximum number of
observations all occur for the smallest Hs-values.
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Figure 8.2: Distribution of Hs from wind vs. from 2D scatter diagram.
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Ū10 [m/s] 5 10 15 20 25 30 35

Beaufort # 3 5 7 8 10 11 12

Wave Descr- Gentle Fresh Near Gale Storm Violent Hurri-

class iption breeze breeze gale storm cane

B
Hs 0.1 0.2 0.4 0.5 0.7 0.8 1.0

Tp 1.1 1.5 1.8 2.0 2.2 2.4 2.5

C
Hs 0.2 0.4 0.7 1.0 1.3 1.6 2.0

Tp 1.8 2.4 2.8 3.2 3.5 3.8 4.0

D
Hs 0.3 0.6 1.1 1.5 2.0 2.5 3.0

Tp 2.4 3.2 3.7 4.2 4.6 5.0 5.3

Table 8.3: Hs and Tp values for wave classes B, C, and D. Units for Tp and Hs are [s] and
[m], respectively.

Hs [m] 1 2 3 4 5 6 7

Tp [s] 7 8 9 10 11 12 13

# obs. 8636 32155 25792 15442 9118 4839 2329

Hs [m] 8 9 10 11 12 13 14

Tp [s] 13 13 14 14 15 15 16

# obs. 1028 419 160 57 19 6 1

Table 8.4: Hs and Tp values for a 1D scatter diagram resulting from transforming the 2D
scatter diagram of Appendix D (from the Northern North Sea).

particular, if the sensitivity of Tp is low the 1D scatter diagram is assumed to give results
comparable to the 2D scatter diagram.

Wave class C

The analyses from here on are restricted to wave class C in order to limit the extent of the
analyses required as well as the results presented.

The wave scatter diagram for wave class C is shown in Table 8.5. The wave length
λ corresponding to a regular wave period T = Tp is included (see Section 3.1.3). The
minimum wave length is 5.1 m, i.e. λ

D
> 5 and it is reasonable to neglect wave diffraction

effects for all relevant seastates, see Section 3.2.3 and Equation 3.11. The ratio between the
BCS length and the wave length (30m

λ
) are also included because the extent to which the

loading of the perpendicular members are in-phase is very important for the reaction forces,
see Section 7.4 and 9.4. Finally, the peakedness parameter γ-values according to Equation
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Sc. # 1 2 3 4 5 6 7

Hs [m] 0.2 0.4 0.7 1.0 1.3 1.6 2.0

Tp [s] 1.8 2.4 2.8 3.2 3.5 3.8 4.0

psc [%] 37.1 34.8 16.2 4.4 0.8 0.08 0.006

λ [m] 5.1 9.0 12.2 16.0 19.1 22.5 25.0
30m

λ
[-] 5.93 3.34 2.46 1.88 1.57 1.33 1.20

γ5.4.2 [-] 2.4 3.1 3.5 3.9 4.2 4.5 4.8

Table 8.5: 1D scatter diagram. Hs and Tp values corresponding to a fetch of 4.8 km (wave
class C).

C.1 are also given (see previous discussion in this section). The variance of the surface
elevation σ2

ζ has been found by integrating the spectrum using the MATLAB (MathWorks,

2007) function quadl. The standard deviation σζ =
√

σ2
ζ was as expected found to be 25%

of the significant wave height Hs (independent of Tp), see e.g. (Faltinsen, 1990).

Cycle Counting: Rainflow

In this thesis rainflow counting will be used for cycle counting. The rainflow counting
algorithm was developed by Matsuishi and Endo (1968) and is still a very popular cycle
counting algorithm for fatigue analysis. Details of the rainflow counting algorithm can be
found in (Brodtkorb et al., 2000) and in Section 6.5.

8.4.2 Resistance

Classifying the identified critical details according to the correct SN curve is an important
task when using the SN approach in design. However, in the present thesis we will not
try to categorize actual details of the BCS to particular SN curves. Instead, a critical
location is assumed, and fatigue design is performed using a selection of SN-curves for
the obtained stress histories at this structural location. The reasons for this approach are
threefold. Firstly, we have neither defined the BCS to the necessary structural detail level
nor gained access to the details of an actual fish farm of the BCS-type. Secondly, and more
importantly, this approach gives a more clear picture of the interval of fatigue design life
given by the family of SN curves. Finally, the principal goal is to present a methodology
for fatigue design and give an example of application rather than to evaluate particular
structural details.

We will refer to the structural codes NS 3472 (Standard Norge, 2001) and DNV-RP-
C203 (DNV, 2005), published in 2001 and 2005, respectively, for fatigue design. SN curves
are given for details in air, in seawater with cathodic protection, and in seawater with
free corrosion (i.e. without cathodic protection). As floating fish farms with steel in direct
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contact with seawater typically have cathodic protection, the curves for cathodic protection
are used. The NS 3472 and DNV-RP-C203 curves are identical except for the B1 and B2
curves. In the current version of DNV-RP-C203 the slope has been changed to m = 4.0 to
be more in line with fatigue test data for the base material.

In both codes curves for details in air and in seawater with cathodic protection are
bilinear. The transition points are 107 cycles in air and 106 cycles in seawater with cathodic
protection. The m-factor for high cycle fatigue is 5 in either case. The SN curves for
seawater without cathodic protection are not bilinear. In both codes a fatigue stress range
limit ΔfD is given for the curves in air and in seawater with cathodic protection. For
variable amplitude loading the fatigue capacity can be assumed to be sufficient if the
maximum stress range is smaller than the fatigue stress range limit: Δσ0 < ΔfD. The
ΔfD-values for details in air and in seawater with cathodic protection are the same for
corresponding curves. The values are found by using N = 107 in Equation 8.3 and the m
and log ā-values for details in air (i.e. the curve parameters for air are also used to find
ΔfD for details in seawater with cathodic protection):

log ΔfD =
log āair − 7

mair
(8.29)

The m-, log ā-, and ΔfD-values of DNV-RP-C203 are listed in Table 8.6. We have
also included ΔσN=106 , the fatigue limit at N = 106 which is the transition point, i.e. the
crossing point between the curve with m = 3 or 4 and the curve with m = 5.

C2 and F

In order to get a more perspicuous and compact presentation we will restrict the results
from the numerical parameter study to two SN curves. Using additional curves are assumed
not to yield further insight or understanding at this point. The chosen curves are: C2 and
F, i.e. the fifth and eighth curve from the “top”, respectively. The curves are chosen with
the intention to represent a surviving detail and a failing detail, respectively, and thus
approximately represent the limits of a realistic interval of curves.

Assuming a constant stress range over the lifetime of a structure we can find the stress
range capacity for the selected SN curves, see Table 8.7. We find the number of stress
cycles assuming that the period of the stress fluctuations is the peak period corresponding
to the median wind speed (see Table 8.1), i.e. T = 2.2 s, combined with lifetimes of 1, 10,
and 20 years (i.e. 3.15 · 107 s, 3.15 · 108 s, and 6.31 · 108 s, respectively).

Stress ranges below the respective values must dominate the stress range distribution in
order for the fatigue strength to be sufficient. The stress ranges are very small compared
to the yield stress. Further, the ΔfD-values of Table 8.6 (58 and 42 MPa) are much
higher than the corresponding stress ranges for 10 and 20 years and very close to the
values for 1 year. This is as expected as the ΔfD-values are based on N = 107, which
is approximately the number of stress cycles in one year. A wave period of 3.15 s gives
exactly 107 fluctuations during 1 year (and for a constant stress range the corresponding
capacities are the ΔfD-values of Table 8.6).
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# SN-curve N ≤ 106 N > 106 ΔfD ΔσN=106

m1 log ā1 log ā2 [MPa] [MPa]

#1 B1 4.0 14.917 17.146 107 170

#2 B2 4.0 14.684 16.856 94 148

#3 C 3.0 12.192 16.320 73 116

#4 C1 3.0 12.049 16.081 66 104

#5 C2 3.0 11.901 15.835 58 93

#6 D 3.0 11.764 15.606 53 83

#7 E 3.0 11.610 15.350 47 74

#8 F 3.0 11.455 15.091 42 66

#9 F1 3.0 11.299 14.832 37 58

#10 F3 3.0 11.146 14.576 33 52

#11 G 3.0 10.998 14.330 29 46

#12 W1 3.0 10.861 14.101 26 42

#13 W2 3.0 10.707 13.845 23 37

#14 W3 3.0 10.570 13.617 21 33

Table 8.6: SN-curves in seawater with cathodic protection (DNV, 2005). m2 = 5.0.

Lifetime 1 year 10 years 20 years

SN-curve C2 F C2 F C2 F

Δσ [MPa] 54 39 34 24 30 21

Table 8.7: Stress range capacities for SN-curves C2 and F assuming wave period T = 2.2 s
and varying lifetimes: 1 year, 10 years , and 20 years.
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Δσ [MPa] 10 20 30 40 50 60 70 80 90 100

C2 4771y 149y 20y 4.7y 1.5y 224d 104d 53d 29d 20d

F 860y 27y 3.5y 307d 100d 40d 21d 14d 10d 7d

Table 8.8: Fatigue lives for SN curves C2 and F assuming fluctuation period T = 2.2 s.

For a design fatigue life of 20 years the stress range capacities are approximately one
third of the ΔσN=106-values of Table 8.6. Thus, very few stress cycles are expected to be
above the ΔσN=106-values over a 20-year period and only considering the extrapolated high
cycle fatigue curve (with m=5) will be acceptable in most cases (considering only one of
the two fatigue curves will aways be conservative).

Table 8.8 gives the fatigue lives for the two SN curves and realistic stress range levels:
Δσ = 10 MPa to 100 MPa assuming a constant stress range. Again, a period of 2.2 s is
assumed. The ratio of fatigue life is 5.5 for the N > 106 curves and 2.8 for the N ≤ 106

curves (i.e. the C2 curve yields 5.5 times and 2.8 times longer fatigue life than curve F,
respectively). We see that the fatigue lives in the right half of Table 8.8 are very short, and
this indicates that the details can endure very short durations of stresses at these levels.
The table also illustrates that for an SN curve with m = 5, doubling the stress level Δσ
e.g. from 40 to 80 MPa will reduce the life time by a factor of 25 = 32: 4.7 y

53 d
≈ 32.

Critical structural locations

Stress histories are of relevance for positions with maximum moments for perpendicular
waves, i.e. at the mid-section of the perpendicular and parallel members. This implies
that we assume that critical details are located at these positions. With maximum mo-
ment fluctuations, these are locations where one would strive not to place weak details.
However, it is not unrealistic that a weld is placed at or close to these locations e.g. for
design or production related reasons. Additionally, these locations will probably provide a
conservative fatigue life estimate for other locations along the members.

When computing the principal stress, only bending stress will be considered. It is
reasonable to assume that the stresses due to shear and axial forces will be of considerably
less importance as this is a typical beam structure. Also, torsion stresses are neglected as
we have shown previously that stresses due to torsion moments are considerably smaller
than due to bending moments for perpendicular waves. Further, we assume that the detail
in question is located at the top point of the cross section, i.e. at the point of maximum
bending stress for bending moment about the horizontal axis. We focus on this moment
component because it exhibits nonlinear effects. The mid sections of the BCS and the top
point of the cross section are shown in Figure 8.3. This figure is based on Figure 2.7.

No stress concentration factor (SCF) is applied, although it might be appropriate to
apply a SCF depending on the local design. Not applying a SCF (> 1) can be nonconcer-
vative.
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Figure 8.3: Left: Mid-sections of the BCS. Right: Top point of cross section.
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8.5 Summary: Suggested methodology

# Description Reference

1 Critical details (with respect to fatigue life) and the Section 8.4.2

appropriate SN curves are identified.

2 A scatter diagram and wave spectrum is established for Section 8.4.1

the relevant geographical location.

3 TDAs are performed for all sea states of importance. Chapter 5

4 Time histories are recorded for relevant reaction forces of the Section 8.4.1

cross section at the identified critical points and transformed Section 8.1.3

to stress histories.

5 Damage per seastate is established for all seastates by using Section 8.3.2

the relevant SN curves and rainflow counting.

6 Summation of damage for all seastates of the scatter diagram Section 8.3.2

whereby the fatigue life can be estimated.

Table 8.9: The principal steps for fatigue design of a floating fish cage.

8.5 Summary: Suggested methodology

In the previous chapter it was demonstrated that a floating fish farm can be dynamically
sensitive and is expected to be influenced by nonlinearities. Thus, a TDA is the appropriate
approach for fatigue design of floating fish farms (see Section 8.1). The TDA is described
in Chapter 5. Although generally accepted as the most accurate methodology, TDA with a
nonlinear system and applying irregular waves has gained limited ground in practice. The
primary reason for this is the computer resources required — both software and hardware.
Nevertheless, this is the preferred method in the present thesis based on the belief that the
advances in computer technology will merit such a computationally demanding approach.

The six principal steps suggested for fatigue design of a floating fish farm are listed in
Table 8.9.

Application of this procedure will be further illustrated in relation to the parameter
study for the BCS presented in the next chapter.
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Chapter 9

FATIGUE ANALYSIS
PARAMETER STUDY

As noted in the previous chapter we will perform the parameter study for a fish farm
in a wave class C location (see p.121) and for SN-curves C2 and F (see p.123). The
waves are assumed to be long-crested and perpendicular to the BCS. The critical details
are assumed to be at the top points of the mid-sections of the members. In the regular
wave parameter study in Chapter 7, added mass and damping coefficients determined as
functions of wave period (see Section 3.3.2) for the TRW were used. For irregular waves it is
common to base the coefficients on the peak period Tp of the spectrum. As a simplification
the hydrodynamic coefficients are kept constant for all seastates in this chapter, and the
coefficients of TRW B are used (i.e. for T = 2.5 s, see Table 5.1). T = 2.5 s was chosen
because it is close to the middle of the wave period interval for a wave class C location (i.e.
from 1.8 s to 4 s, see Table 8.5). From Figure 3.2 we see that a constant value appears to
be a good approximation for added mass in sway and damping in heave, and not as good
for damping in sway and added mass in heave.

9.1 Regular waves

First, we will perform a simplified fatigue analysis based on regular waves. The two main
objectives of starting with regular waves is to be able to compare results using the MATLAB
library WAFO (see Section 6.5) with fatigue analysis performed by hand calculations (i.e.
not using WAFO) as well as to illustrate the sensitivity of the wave period and wave height
when using regular waves in a fatigue analysis. Thus, the hand calculations are used as
a verification of correct use of the WAFO functions and of the fatigue life calculations
implemented in the MATLAB m-file.

The procedure for deterministic (i.e. regular wave) fatigue analysis presented here is not
intended or recommended to be used for design. More elaborate and accurate approaches
have been presented by other authors, see e.g. (Sheehan et al., 2006). As opposed to the
single height/period combination for each seastate used in the present work, Sheehan et al.
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Constant Hs Constant Tp

Sc. # Hs [m] Tp [s] Hs [m] Tp [s]

2 0.4 1.8-2.8 0.2-0.7 2.4

3 0.7 2.4-3.2 0.4-1.0 2.8

4 1.0 2.8-3.5 0.7-1.3 3.2

5 1.3 3.2-3.8 1.0-1.6 3.5

Table 9.1: Wave period and wave height combinations used to investigate sensitivity of
peak period and significant wave heigth.

(2006) employed 20 or more wave height/wave period combinations for each seastate. The
(single) wave height used to represent a particular seastate is set equal to the significant
wave height of the corresponding seastate. This choice can both over- and under predict
the reference fatigue life (found from irregular wave analysis), see Figure 9.6. Using the
estimate for maximum wave height (H = 1.9 · Hs, see Equation 3.1) instead of H = Hs

is relevant for an ultimate limit state, but is likely to underestimate the fatigue life, see
Section 9.4. In an example given by Sheehan et al. (2006) less than half a percent of
the regular wave fluctuations are for regular waves with wave heights higher than the
corresponding significant wave height interval. (However, the fatigue damage caused by
these waves will be greater.)

9.1.1 Sensitivity to wave period in a nonlinear analysis.

In Section 7.4 a strong sensitivity to wave period for the response obtained from linear
analyses was demonstrated. Now, we continue to pursue this effect by looking at the wave
period sensitivity for a nonlinear analysis as compared to a linear analysis. We look at
different wave heights since the nonlinear effects in general will increase with wave height.
The analyses are restricted to the critical point of the perpendicular member and are
related to seastates assumed to have the greatest influence: sc. # 2,3,4, and 5, see Table
8.5. For each seastate the (regular wave) wave height H is set equal to the significant wave
height Hs (see above) and we consider the corresponding wave period interval ranging from
the peak period value of the seastate below to the peak period value of the seastate above,
see columns for Constant Hs in Table 9.1. Although Hs and Tp are used as symbols in
Table 9.1, the values are used for regular wave height H and period T

In Figure 9.1 the stress ranges Δσ are plotted versus the wave period T for each of
the four wave period intervals with their respective (constant) wave height H . The pair
of graphs for linear and nonlinear analysis have similar shape, but they move apart with
increasing wave height (i.e. increasing nonlinear effect). The wave height for the four pairs
of linear/nonlinear curves are 0.4 m, 0.7 m, 1.0 m, and 1.3 m, see Table 9.1. The numerical
values are given in Table G.6 to G.9 of Appendix G.
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Figure 9.1: Linear and nonlinear stress ranges Δσ for the wave period interval and wave
height combinations of Table 9.1, columns for Constant Hs.
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Discussion

From Figure 9.1 we see that the nonlinear and linear results are very similar for the lower
two wave heights, i.e. the nonlinear effects are minor. For the largest two wave heights
variation with wave period is very similar for the linear and nonlinear analysis, but the
nonlinear stress range seems to reach a limit — i.e. increasing the wave height from 1 m to
1.3 m does not seem to increase the stress range (in the T = 3.2 s to 3.5 s interval the graphs
overlap and are hard to tell apart in the figure). As the nonlinear effect is stronger for the
in-phase intervals than for the out-of-phase intervals, the sensitivity for a nonlinear analysis
is lower than for a linear analysis. E.g. for H = 1.3 m and T = 3.2 s − 3.8 s, the ratios
of the maximum value and the minimum value are 86 MPa

33 MPa
= 2.6 and 56 MPa

29 MPa
= 1.9. Thus,

when using the above ratios (2.6 and 1.9) as a measure of sensitivity, we conclude that
the sensitivity to wave height is significant also when nonlinear effects become important.
However, the sensitivity is a bit smaller than for linear analysis. The sensitivity of fatigue
life, Lsc, based on stress range will be significantly increased due to the logarithmic nature
of the SN curve, see Figure 9.6 and Table G.6 to G.9.

We conclude that the strong sensitivity of wave period renders regular waves (i.e. a
deterministic approach) less suitable for structural design in general and fatigue design in
particular for the present class of structures.

The sensitivity to peak period Tp for irregular waves is investigated in Section 9.4.

9.1.2 Analysis based on scatter diagram

Fatigue analysis based on irregular waves and a scatter diagram was presented in Sec-
tion 8.3.2. For regular waves we will simplify this procedure by assuming a constant stress
range Δσ. For the hand calculations, the moment amplitude Ma at the critical point about
the horizontal, perpendicular axis is found. The constant stress range Δσ is then:

Δσ = 2 · Ma

Wel
(9.1)

The stress range frequency for the hand calculations was set equal to the wave frequency.
To find Ma-values to be used in the the hand calculations, time domain analysis with 30 s
duration were run, whereas 120 s time series were used as input for the WAFO analysis.
The longer durations were chosen to diminish start and end effects. As expected, the
WAFO results were very similar to those from the hand calculations: the differences were
less than 5%. Thus, the WAFO results are not presented.

We will use seven wave height/wave period combinations corresponding to the Hs/Tp -
pairs of the scatter diagram established previously, see Table 8.5. The wave height is set
equal to the significant wave height: H = Hs, and the wave period is set equal to the peak
period: T = Tp.

The results for the assumed critical detail at the midpoint of the perpendicular cylinder
are shown in Table 9.2. The fatigue life Lsc (in years) and damage over the design fatigue
life Dsc,L0 for each “seastate” sc (i.e. each of the seven H/T-combinations in Table 8.5) are
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9.1 Regular waves

Sc. # 1 2 3 4 5 6 7

L

ΔσL [MPa] 14 15 18 68 45 53 100
Δσ
H

[MPa/m] 70 38 36 68 35 33 50

C2
Lsc 714 641 306 0.48 4.11 2.03 0.10

Dsc,L0 0.01 0.01 0.01 1.83 0.04 0.01 0.01

F
Lsc 129 116 55 0.09 0.74 0.37 0.04

Dsc,L0 0.06 0.06 0.06 9.5 0.20 0.04 0.03

NL

ΔσNL [MPa] 14 15 17 54 33 46 63
ΔσNL

ΔσL
[%] 100 100 94 79 73 87 63

C2
Lsc 2367 2491 1537 5 59 9 3

Dsc,L0 0.01 0.01 0.01 0.58 0.01 0.00 0.00

F
Lsc 140 147 91 0.3 3.5 0.8 0.2

Dsc,L0 0.05 0.05 0.04 3.21 0.04 0.02 0.01

Table 9.2: Fatigue life time and damage for critical point on perpendicular cylinder. Reg-
ular waves. SN-curves C2 and F.

presented for SN curve C2 and F. The Dsc,L0 -values are found taking the relative frequency
of occurence for the respective seastates into account, see Table 8.2. Both linear (L) and
nonlinear (NL) analyses are performed. For the nonlinear results the ratio between Δσ
and the wave height is also included to indicate the “power” of the wave height. For the
linear results the ratio between the nonlinear and the linear Δσ is included to indicate the
degree of nonlinear effects.

The corresponding results for the assumed critical location at the midpoint of the
parallel cylinder are shown in Table 9.3. The presentation of results follows the lines
described for the perpendicular cylinder above.

In Table 9.4 the results from Table 9.2 and 9.3 are summarized: the total damage over
the design life of the structure, i.e. Dsc,L0, and the fatigue life L are presented for both of
the SN curves as well as for the linear and nonlinear case.

Discussion

The stress levels arising from a regular wave are strongly dependent on degree of in-phase
loading of the perpendicular members of the BCS (see Section 7.4 and 9.1.1), and this is
the reason that fatigue damage in Table 9.2 is dominated by one H/T combination: sc. #
4: H = 1.0 m, T = 3.2 s.

From the Δσ/H-rows of Table 9.2 and 9.3 we see that the relative stress level is relatively
high for sc. # 4, and this is combined with a high frequency of occurrence.
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Sc. # 1 2 3 4 5 6 7

L

ΔσL [MPa] 13 18 12 57 11 117 202
Δσ
H

[MPa/m] 72 42 17 57 9 71 101

C2
Lsc 1049 266 2665 1.13 3958 0.06 0.01

Dsc,L0 0.01 0.03 0.00 0.78 0.00 0.28 0.10

F
Lsc 189 48 480 0.20 714 0.02 0.00

Dsc,L0 0.04 0.14 0.01 4.32 0.00 0.77 0.27

NL

ΔσNL [MPa] 13 17 8 44 10 62 103
ΔσNL

ΔσL
[%] 98 93 70 76 86 53 51

C2
Lsc 1147 383 16225 4.3 8335 0.9 0.1

Dsc,L0 0.01 0.02 0.00 0.20 0.00 0.02 0.01

F
Lsc 207 69 2925 0.78 1503 0.16 0.03

Dsc,L0 0.04 0.10 0.00 1.13 0.00 0.10 0.04

Table 9.3: Fatigue life time and damage for critical point on parallel cylinder. Regular
waves. SN-curves C2 and F.

Perpendicular Parallel

SN L [year] D20y [-] L [year] D20y [-]

C2
Linear 10 1.9 17 1.2

Nonlinear 32 0.62 77 0.26

F
Linear 1.9 11 3.6 5.6

Nonlinear 5.9 3.4 14 1.4

Table 9.4: Resulting fatigue life L and fatigue damage over 20 years D20y for critical point
on perpendicular cylinder. Regular waves. SN-curves C2 and F.
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9.2 The irregular wave implementation

9.1.3 Maximum stress range

The most common simplified method for fatigue design is based on an estimate of the
maximum stress range and an assumed Weibull shape parameter, see Section 8.3.3 and
Equation 8.20. It is therefore of interest to make an estimate of the long-term maximum
stress range Δσ0. In Section 9.1.1 it was shown that there is a very strong sensitivity to
the (regular) wave period. This is the case for both linear and nonlinear analysis, but for
increasing wave heights the sensitivity is strongest for the linear analysis.

To estimate the 20-year maximum stress range we use the 20-year significant wave
height based on the 20-year wind speed Ū10,20y. From Table 8.2, Ū10,20y is approximated to
32.5 m/s. Ū10,20y = 32.5 m/s yields Hs,20y = 1.8 m and Tp,20y = 3.9 s using Equation 3.3 and
3.4. According to NS 9415 the maximum wave height is then Hmax,20y = 1.9·1.8 m = 3.4 m,
see Equation 3.1. This wave height is used for linear and nonlinear analyses for the whole
wave period interval of wave class C (see Table 3.1): Tp = [2.5 s, 5.1 s]. To investigate
the trend for higher wave periods the upper limit of the interval is increased to 7 s. In
Figure 9.2 the maximum stress ranges Δσ0 for the linear and nonlinear analyses are plotted
against wave period for H = 3.4 m. The nonlinear results have a trend which is similar
in shape to the linear, but at a level of approximately half the linear one. The nonlinear
maximum stress range varies from 30 to 80% of the linear case. The nonlinear results are
also more irregular for the lower wave periods.

Although the nonlinear time series appears to be quite broad banded (see Figure 9.3),
hand-calculations based on Section 9.1.2 give the same results for fatigue life and maximum
stress range as WAFO analyses of the time series. Thus, the maximum stress range has
the same period as the waves and completely dominates the fatigue damage.

The largest and smallest maximum stress range for the various analyses are given in
Table 9.5. Additionally, the ratios of the maximum value to the minimum value

Δσ0,max

Δσ0,min

and the linear value to the nonlinear value
Δσ0,L

Δσ0,NL
are given. We see from the table that

the maximum stress range is approximately three times the minimum, and that the linear
stress range is 2.1 and 2.4 times the nonlinear. Thus, for both linear and nonlinear analyses
the maximum stress range is very sensitive to the wave period. Increasing the stress range
by a factor of three will — assuming constant stress range — decrease the fatigue life by
a factor of 35 = 243, assuming m = 5. The difference of maximum stress range of a linear
and a nonlinear analyses is roughly a factor of two corresponding to a factor of 25 = 32 for
the fatigue damage, see Equation 8.20.

9.2 The irregular wave implementation

In Section 7.2.1 we performed a check of the implementation of the linear structure and
regular waves. Here, the irregular wave implementation is scrutinized by calculating the
variance of vertical and horizontal response and comparing it to the direct integration of
the response spectrum. As in Section 7.2.1, a single cylinder perpendicular to the wave
direction is used because it can be modeled as a 1 DOF system, vertically or horizontally.
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Figure 9.2: Δσ0 for linear and nonlinear analyses using regular waves with H = 3.4 m.

Figure 9.3: Time history of bending moment about the horizontal axis for midpoint of
perpendicular member. Nonlinear analysis, regular waves with H = 3.4 m and T = 3.1 s.
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9.3 Sensitivity to analysis duration

Δσ0,max Δσ0,min
Δσ0,max

Δσ0,min

Linear 244 MPa 85 MPa 2.9

Nonlinear 116 MPa 36 MPa 3.2
Δσ0,L

Δσ0,NL
2.1 2.4 X

Table 9.5: Largest and smallest maximum stress range Δσ0 for linear and nonlinear anal-
yses. Regular waves: wave height H = 3.4 m, wave period T = 2.5 s − 7 s.

σηvert σηhor

Analytical 0.226 m 0.230 m

TDA 0.219 m 0.227 m

Diff. −3% −1%

Table 9.6: Comparison of standard deviations for vertical and horizontal displacement from
analytical analyses and TDA.

From e.g. Newland (2005) we know that for a linear system the integral of a spectrum is
equal to the variance:

σx
2 =

∞∫
0

Sx(ω)dω (9.2)

The response spectrum Sx(ω) can be found by using the wave elevation spectrum and
the relevant transfer functions. We use the hydrodynamic coefficients of TRW C21 and an
Hs/Tp-pair corresponding to Ū10 = 15 m/s, i.e. Hs = 0.7 m, Tp = 2.8 s, see Table 8.5. In
Table 9.6 the standard deviation for vertical and horizontal displacement (i.e. σηvert and
σηhor

) are found analytically and from a TDA. The TDA has a total duration of 900 s,
and as before the first 20 s are discarded. The correspondence between the analytical
and numerical results are very good, and this indicates that irregular waves have been
implemented properly.

9.3 Sensitivity to analysis duration

In this section we will investigate the required analysis duration for convergence of (the
stochastic variable) fatigue life Lsc. Since regular waves yield a periodic response with a
period equal to the wave period, only the maximum stress over a wave period is typically22

21This is the only section where the coefficients for TRW C are used, otherwise the coefficients for TRW
B are used

22Nonlinear analysis can have more than one pair of extreme points over a wave period.
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of interest and can be found by a short analysis (e.g. 30 s as previously). For irregular
waves the response will not be periodic, and a much longer analysis must be performed for
the results to converge. However, since fatigue life is typically less dependent on the very
rare maximum stress ranges and more dependent on the medium-to-high stress ranges that
occur often, the required duration is expected to be shorter than what would be required
in order to find a reliable extreme value.

To evaluate the required analysis duration we have performed three sets of eight TDAs
with a duration of 1800 s = 1

2
h, 3600 s = 1 h, and 7200 s = 2 h. Each stress time history

is first rainflow counted (to obtain a list of stress ranges Δσ). Fatigue life Lsc and seven
different statistical parameters are found based on each list. These eight parameters are:
fatigue life for a C2 detail Lsc,C2, median stress range Δ̃σ, mean stress range μΔσ , coefficient
of variation for the stress range COVΔσ, maximum stress range Δσ0, average stress range
period TΔσ, and finally the scale and shape parameters for a fitted Weibull distribution,
i.e. q and h, respectively. (TΔσ is the ratio of TDA duration and the number of stress
ranges observed.) For each time duration we then have eight sets of these parameters, and
for each parameter the expected value E and the COV are found based on the eight values,
see Table 9.7.

The analysis is performed for the Hs/Tp combination of sc. #3 (corresponding to a
wind speed of 15 m/s), i.e. Hs = 0.7 m and Tp = 2.8 s. The stress histories are generated
for the critical point of the perpendicular cylinder. Both linear and nonlinear analysis are
performed.

A number of half-hour analyses are also performed for the critical point of the parallel
cylinder, see Table 9.8.

Discussion

Based on the results presented above, the following conclusions are drawn:

• The coefficient of variation is considerably higher for fatigue life Lsc and maximum
stress range Δσ0 than for the other parameters presented.

• Doubling the analysis duration leads to a reduction of COV for fatigue life of roughly
one third.

• For the perpendicular cylinder the COV for linear analysis are typically higher than
for the nonlinear analysis. The opposite is the case for the parallel cylinder.

• The perpendicular and the parallel cylinders give very similar results, both in terms
of expected values and coefficients of variation.

• The COV of the fatigue life and maximum stress range are sufficiently low for the
shortest analysis duration (i.e. 1800 s) to be used in the subsequent fatigue analyses.
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t Lsc,C2 Δ̃σ μΔσ COVΔσ Δσ0 TΔσ q h

[h] [year] [MPa] [MPa] [%] [MPa] [s] [-] [-]

1
2

L
E 11.2 4.2 11.1 120 70.4 0.88 8.47 0.685

COV 8.3 3.3 0.8 0.9 8.9 0.8 2.0 1.7

N
E 15.7 4.0 10.6 118 62.1 0.86 8.13 0.686

COV 6.5 3.9 0.9 0.9 6.1 1.2 1.2 0.9

1

L
E 11.4 4.1 11.0 120 71.8 0.88 8.47 0.688

COV 6.1 3.1 1.1 0.7 3.3 1.1 1.5 0.4

N
E 16.1 4.0 10.5 119 67.0 0.86 8.08 0.692

COV 4.4 3.7 0.9 0.9 2.6 1.1 1.8 1.1

2

L
E 11.3 4.1 11.0 120 73.8 0.87 8.44 0.683

COV 4.8 1.4 1.1 0.3 6.3 0.8 1.2 0.5

N
E 16.3 4.1 10.5 118 67.4 0.86 8.12 0.692

COV 2.9 1.8 0.6 0.6 3.0 0.6 0.7 0.8

Table 9.7: Expected value E and COV found for eight parameters based on eight rainflow
counted stress time histories for each duration t. Perpendicular cylinder. Sc. # 3: Hs =
0.7 m, Tp = 2.8 s.

Lsc,C2 Δ̃σ μΔσ COVΔσ Δσ0 TΔσ q h

[year] [MPa] [MPa] [%] [MPa] [s] [-] [-]

L
E 14.0 4.8 11.2 114 66.7 0.93 9.12 0.707

COV 8.5 2.0 1.6 0.9 6.2 1.0 1.4 2.3

NL
E 17.3 4.4 10.6 116 63.5 0.89 8.40 0.693

COV 11.1 4.4 1.7 1.3 8.3 1.3 2.7 2.2

Table 9.8: Expected value E and COV found for eight parameters based on eight rainflow
counted stress time histories. Parallel cylinder. Sc. # 3: Hs = 0.7 m, Tp = 2.8 s. Analysis
duration t = 1800 s.
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9.4 Sensitivity to peak period

In Section 9.1.1 we found that the response to regular waves was extremely sensitive to the
wave period. Now, we investigate the dependence of peak period Tp for the perpendicular
member and the irregular wave analyses. The stronger the dependence on the peak period
Tp is, the finer the Tp-axis of the scatter diagram should be subdivided. Sc. # 2-5 are
the entries of the scatter diagram which are most important for the fatigue damage, see
Table 9.12 (sc. # 1, 6, and 7 could also have been included for completeness). Similar
to regular waves, for each seastate we consider the peak period interval from the value
which applies for the seastate below to the value which applies for the seastate above, see
Table 9.1. A subdivision of 0.1 s is used. Additionally the max/min points of Table 7.10
are included. The results can be found in Appendix G, Table G.10 to G.13. The max-
imum stress range Δσ0,sc, fatigue life Lsc are included for linear and nonlinear analyses.
Additionally, the ratios of nonlinear and linear results are presented.

The results from the tables are shown in Figure 9.4 and 9.5. The plots show that the
relationship between Tp and fatigue life is approximately linear. Thus, linear curve fitting is
performed for all curves using the least squares method. The resulting lines Lsc = a ·Tp + b
are included in the plots and the linear coefficients a and b are presented in Table 9.9.
The ratios of the slope parameter a to the reference fatigue life Lsc,ref of the respective
seastate are also included. This percentage tells how much the fatigue life Lsc is expected
to increase with an increase in the peak period of 0.1 s (thus the multiplication by 0.1 s).
0.1 s is chosen as it is considered to be a convenient level of granularity when discussing
the peak period and because it gives manageable a·0.1 s

Lsc
-values. The linear and nonlinear

Lsc,ref -values for sc. # 2-5 used when calculating the a·0.1 s
Lsc,ref

-values are (see Table G.10 to

G.13):

• Lsc,L,ref = 117.6 y, 11.4 y, 1.5 y, and 0.92 y

• Lsc,NL,ref = 138.0 y, 16.1 y, 4.3 y, and 2.4 y

Alternatively, the linear and nonlinear Lsc,ref -values based on linear regression could
have been used (see the diagonals of Table 9.10 and 9.11):

• Lsc,L,ref = 125 y, 10.1 y, 2.2 y ,and 0.79 y

• Lsc,NL,ref = 150 y, 14.2 y, 4.9 y, and 2.5 y

The corresponding sets of values are very similar (this can also be seen from Figure 9.4
and 9.5). Thus, the choice of which set to use is of relatively little importance.

The following is given as an example of the interpretation of Table 9.9. For sc. # 4
(Hs = 1.0 m and Tp = 3.2 m) an increase in peak period from to 3.2 to 3.3 m is expected
to increase the fatigue lifetime Lsc with 7.5% for linear analyses, i.e. from 1.5 y to 1.6 y.
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Figure 9.4: Peak period Tp vs. fatigue life Lsc for significant wave height Hs = 0.4 m.
Broken line is a linear regression fit, see Table 9.9

Sc.# Linear Nonlinear

Tp a b a·0.1 s
Lsc,ref

a b a·0.1 s
Lsc,ref

[s] [year/s] [year] [%] [year/s] [year] [%]

2 1.8 − 2.8 117 -155 9.9 140 -186 10

3 2.4 − 3.2 5.3 -4.6 4.6 9.9 -13.5 6.1

4 2.8 − 3.5 1.2 -1.5 7.5 3.7 -7.1 8.7

5 3.2 − 3.8 1.1 -3.0 12 2.6 -6.5 11

Table 9.9: Linear regression parameters a and b for lifetime Lsc of SN-curve C2 as a function
of peak period Tp ( Lsc = a ·Tp + b) and ratio of slope parameter a to the reference lifetime
Lsc,ref . Results for both linear and nonlinear analyses are included.
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Figure 9.5: Peak period Tp vs. fatigue life Lsc for three levels of Hs: 0.7 m, 1.0 m, and
1.3 m. Broken lines are linear regression fits, see Table 9.9.
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9.5 Sensitivity to significant wave height

Discussion

The sensitivity to peak period Tp for irregular waves is much weaker than the sensitivity
to wave period T for regular waves, see Section 9.1.1. Instead of being determined by the
degree of in-phase loading, irregular waves exhibit a systematic linear increase in fatigue
life with peak period. However, it seems like the increase in fatigue life is slower when
approaching an in-phase period (e.g. in the 2.8 s − 3.1 s interval) as compared to the
opposite case (e.g. in the 2.5 s − 2.8 s interval). This is probably because the increase of
in-phase loading is counteracting the effect of increasing period.

We can now compare the results for regular waves (see Section 9.1.1) and irregular
waves (this section) to illustrate the difference in effect on fatigue life due to wave period T
of regular waves vs. peak period Tp for irregular waves. As an example, we look at regular
waves with a wave height of H = 0.7 m and wave period T in the interval from 2.4 s to
3.2 s (see Figure 9.1 and Table G.7 in Appendix G). This is compared to irregular waves
with significant wave height Hs = 0.7 m and peak period Tp in the interval from 2.4 s to
3.2 s (see Figure 9.5 and Table G.11 in Appendix G). The fatigue life times are shown in
Figure 9.6. Due to the large variation of lifetimes for regular waves compared to irregular
waves, the logarithmic value of the fatigue life Lsc is plotted. The figure illustrates the
large variation in fatigue life values from a regular wave analysis compared to an irregular
wave analysis. The latter appears by comparison to be virtually independent of the peak
period (although Figure 9.5 shows that the fatigue life approximately doubles over the
interval Tp = 2.4 s− 3.2 s). As indicated on p.129, using one regular wave to represent one
seastate can not be expected to give a good estimate of fatigue life.

The equivalent stress range, see Equation 8.22, is the value that a regular wave stress
range should have to yield the same fatigue damage as the irregular wave approach. Assum-
ing 2 s period of fluctuation (i.e. n0 = 3.15 · 108), and a Rayleigh stress range distribution
(i.e. h = 2) the ratio of equivalent stress range Δσeq to maximum stress range Δσ0 is:
Δσeq

Δσ0
= 29%. Looking at Figure 9.6 we see that regular and irregular analyses yield the same

damage between T = 2.6 s and 2.7 s. The ratios of regular wave stress range and irregular
wave maximum stress range for these periods are (see Table G.7 and G.11): 44.9 MPa

69 MPa
= 65%

and 28.7 MPa
66 MPa

= 43%, respectively. The ratio found above falls slightly outside this interval.
This can be due to several factors, e.g. there are more fluctuations in the irregular analysis
and that the stress ranges are not (perfectly) Rayleigh distributed.

If a wave height of H = Hmax = 1.9 · Hs = 1.3m were used instead of H = Hs, the
maximum and minimum stress ranges on the 2.4 s − 3.2 s interval for the linear analysis
would be 47.7 MPa and 90.6 MPa. These values yield fatigue lives of approximately 2
years and less than 0.1 year, i.e. an underestimated fatigue life for all wave periods.

9.5 Sensitivity to significant wave height

As Figure 9.4 and 9.5 indicate a strong sensitivity to significant wave height, this is further
investigated in the present section. As in the previous section, sc. # 2-5 are considered,
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Figure 9.6: Wave period T or peak period Tp vs. the logarithm of fatigue life Lsc for
H = 0.7 m and Hs = 0.7 m, respectively. Results for both linear and nonlinear analyses
are shown.
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9.6 Peak period vs. significant wave height sensitivity

Hs Tp [s]

[m] 1.8 2.4 2.8 3.2 3.5 3.8

0.2 X 4441 X X X X

0.4 55 125 172 X X X

0.7 X 8.0 10.1 12.2 X X

1.0 X X 1.7 2.2 2.5 X

1.3 X X X 0.47 0.79 1.12

1.6 X X X X 0.29 X

Table 9.10: Fatigue life Lsc found by means of linear regression. Linear structural analysis.
X designates no analysis performed.

but now Tp is kept constant. Hs varies from the Hs -value of the scatter entry below to the
Hs -value of the scatter entry above, see Table 9.1, e.g. from 0.2 m to 0.7 m for sc. #2.

The maximum stress range Δσ0,sc, the fatigue life Lsc for linear and nonlinear analyses
as well as the ratio of nonlinear to linear results for either category are included in Table
G.14 - G.17 in Appendix G. The fatigue life is plotted in Figure 9.7.

Discussion

As opposed to the linear behavior observed for constant Hs (see Figure 9.4 and 9.5), the
curves for constant Tp are visually assessed to be parabolic. The fitted linear relationship
between peak period and fatigue life causes the relative reduction in fatigue life to decrease
with increasing peak period. The (approximate) parabolic relationship between Hs and
fatigue life causes the relative reduction in fatigue life with increasing Hs to decrease, e.g.
for Tp = 3.2 s the reduction per 0.1 m increase goes from 9.6 y−17.7 y

17.7 y
= −46% for Hs = 0.7 m

to 1.8 y−2.3 y
2.3 y

= −22% for Hs = 1.2 m, see Table G.16.

9.6 Peak period vs. significant wave height sensitivity

The linear and nonlinear results in Table G.10 to G.13 (Appendix G) are summarized
in Table 9.10 and 9.11, respectively. The fatigue lifetimes for SN-curve C2 are presented
for the Tp-values of the scatter diagram, and the respective significant wave heights Hs.
The values for the linear regression are used (see Table 9.9 and the broken linear lines of
Figure 9.4 and 9.5), except for the two extreme combinations Hs = 0.2 m/Tp = 2.4 s and
Hs = 1.6 m/Tp = 3.5 s for which the analysis results are presented directly, as these are the
only analyses for the respective Hs-levels. An X in the tables indicates that no analysis
has been performed for this Hs/Tp -combination. These combinations are considered very
unlikely.
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Figure 9.7: Hs vs. fatigue life Lsc for four different values of Tp

Hs Tp [s]

[m] 1.8 2.4 2.8 3.2 3.5 3.8

0.2 X 4217 X X X X

0.4 66 150 206 X X X

0.7 X 10.2 14.2 18.2 X X

1.0 X X 3.4 4.9 6.0 X

1.3 X X X 1.8 2.5 3.3

1.6 X X X X 1.4 X

Table 9.11: Fatigue life Lsc found by means of linear regression. Nonlinear structural
analysis. X designates no analysis performed.
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9.7 Analysis based on scatter diagram

For both the linear and nonlinear case we see that for a given Hs the fatigue life increases
with peak period. The increase is typically between 30 and 100% from one level to the
next. The increase in fatigue life with decreasing Hs is stronger for both the linear and
the nonlinear analyses. The effect is strongest from 0.7 to 0.4 m with a 15-fold increase.
Comparing the linear to the nonlinear results, we observe that there is a clear difference
between the results for Hs = 0.4 m and 0.7 m on one side and Hs = 1.0 m and 1.3 m on
the other. For the former interval the nonlinear fatigue lifetimes are roughly 50% higher
than the linear. For the latter interval the differences are roughly between 200% and 300%.
These results are probably due to the increase in nonlinear effects with increasing wave
height and conform to previous results.

Discussion

The investigation of the sensitivity of fatigue life to peak period and significant wave height,
respectively, leads to the following conclusions:

• The sensitivity to Hs is more important than the sensitivity to Tp, thus a subdivision
of the Hs axis in the scatter diagram is most important.

• As the sensitivity to Hs is more important than the sensitivity to Tp, the 1D scatter
diagram approach based on Hs, see Section 8.4.1, is likely to be a better approxima-
tion than if a 1D approach based on Tp was applied.

• The results indicate that a further subdivision of the scatter diagram should be
considered for Hs (and in particular for the interval from 0.7 m to 1.0 m). The same
interval would be identified also based only on the D/Dtot-ratios of Table 9.12 because
sc. # 3 and 4 yield the highest relative damage.

9.7 Analysis based on scatter diagram

Fatigue analyses according to Section 8.5 are performed here for irregular waves, see Ta-
ble 9.12 and 9.13. The presentation follows the lines for regular waves, see Table 9.2 and
9.3, but Δσ

H
and ΔσNL

ΔσL
have been replaced with

Lsc,NL

Lsc,L
, i.e. the ratio of nonlinear and linear

fatigue life of the respective seastates.
In Table 9.14 the results from Table 9.12 and 9.13 are summarized, cf. Table 9.4.

Additionally, the maximum stress range Δσ0 (over the design fatigue life, typically 20
years) is presented for the linear and nonlinear case. Δσ0 is conservatively set as the
maximum stress range of the sc. #7 (Hs = 2.0 m and Tp = 4.0 s) simulation, i.e. the
50-year storm.

Discussion

As opposed to the regular wave analyses (see Table 9.2 and 9.3), the fatigue life has a
continuous reduction with increasing seastate, and is thus probably a more realistic result.
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The reduction in fatigue life is by a factor approximately varying from 2 to 15, with the
highest factor for the lowest seastates. For higher seastates the decrease in fatigue life from
one seastate to the higher is smaller for nonlinear analysis than for linear analysis. This is
in accordance with previous observations.

For the perpendicular cylinder, the fatigue damage is highest for sc. # 3 and 4, but sc.
# 2, 5 and 6 also have noticeable contributions. For linear analyses the fatigue damage is
more skewed towards the higher seastates than for nonlinear analysis.

For the parallel cylinder the damage for both linear and nonlinear analysis are more
skewed towards the higher seastates than the respective analysis for the perpendicular
cylinder. Comparing Δσ0,sc and fatigue life, we see that the perpendicular cylinder has the
highest Δσ0,sc and lowest Lsc for sc. # 1-3, whereas the opposite is the case for sc. # 5-6.
This confirms the observation from Figure 7.4 that the parallel members have a strong
increase in the moment about the horizontal axis for high seastates (i.e. wave lengths over
20 m for the regular wave case).

Table 9.14 shows that the fatigue life is similar for the perpendicular and the parallel
members: the fatigue life of the perpendicular cylinder is approximately 20-30% higher
than for the parallel cylinder. The fatigue life of the nonlinear approach is approximately
twice the fatigue life of the linear approach. For the C2 detail, the fatigue life is sufficient
(i.e. more than 20 years) according to the nonlinear approach, but not sufficent for the
linear approach. For the F detail, neither the linear nor the nonlinear approach gives a
sufficent fatigue life.

Comparing the summary Tables 9.4 and 9.14 we see that the results are relatively
similar. However, whereas the regular wave approach predicts lower fatigue life for the
perpendicular cylinder, it predicts higher fatigue life for the parallel cylinder. As concluded
in Section 9.1.2, the simplified regular wave approach is very sensitive to the wave period
and it is a coincidence whether the agreement with the irregular wave approach is good or
if the results are higher or lower.

9.8 Statistical properties of stress range distributions

As stated in Section 8.1.1, the state-of-the-art of the SN approach to fatigue life analysis
is a TDA combined with cycle counting. Thus, this was the basis of the analyses of
Section 9.7. Nevertheless, it is of interest to investigate the statistical properties of the
stress range distributions, e.g. in order to:

• Estimate the short- and/or long term distribution that can be used for simplified
methods, and evaluate the applicability of simplified methods.

• Get a better understanding of the underlying processes that cause the stress range
distributions and thus the fatigue damage.

• Evaluate the quality and plausibility of the generated stress range histories.
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9.8 Statistical properties of stress range distributions

Sc. # 1 2 3 4 5 6 7

L

Δσ0,sc [MPa] 24 46 72 106 115 150 190

C2
Lsc 1709 119 14 1.5 0.86 0.35 0.08

Dsc,L0 0.00 0.06 0.28 0.58 0.18 0.05 0.01

F
Lsc 308 22 2.5 0.28 0.15 0.06 0.01

Dsc,L0 0.02 0.32 1.31 3.15 0.97 0.26 0.08
Dsc,L0

Dtot
[%] 0 5 21 51 16 4 1

NL

Δσ0,sc [MPa] 24 40 67 76 85 94 104

C2
Lsc 1991 138 16 4.3 2.4 1.7 0.90

Dsc,L0 0.00 0.05 0.20 0.20 0.06 0.01 0.00

F
Ls 359 25 2.8 0.8 0.4 0.3 0.2

Dsc,L0 0.02 0.28 1.16 1.14 0.35 0.05 0.01
Lsc,NL

Lsc,L
[-] 1.2 1.2 1.2 2.8 2.8 4.9 10.5

Dsc,L0

Dtot
[%] 1 9 39 38 11 2 0

Table 9.12: Fatigue life time for critical point on perpendicular cylinder. Irregular waves.
SN-curves C2 and F

Sc. # 1 2 3 4 5 6 7

L

Δσ0,sc [MPa] 23 39 69 98 163 201 296

C2
Lsc 2236 147 14 1.9 0.49 0.07 0.01

Dsc,L0 0.00 0.05 0.24 0.47 0.31 0.25 0.10

F
Ls 403 26 2.5 0.34 0.09 0.01 0.00

Dsc,L0 0.02 0.26 1.31 2.63 1.71 1.37 0.53
Dsc,L0

Dtot
[%] 0 3 17 34 22 18 7

NL

Δσ0,sc [MPa] 22 37 62 81 102 124 128

C2
Lsc 2622 177 16 3.7 1.3 0.43 0.22

Dsc,L0 0.00 0.04 0.20 0.24 0.12 0.04 0.01

F
Ls 473 32 2.9 0.67 0.23 0.08 0.04

Dsc,L0 0.02 0.22 1.12 1.32 0.65 0.21 0.03
Lsc,NL

Lsc,L
[-] 1.2 1.2 1.2 2.0 2.6 6.5 17.8

Dsc,L0

Dtot
[%] 0 6 31 37 18 6 1

Table 9.13: Fatigue life time for critical point on parallel cylinder. Irregular waves. SN-
curves C2 and F
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Perpendicular Parallel

SN L [year] D20y [-] Δσ0 [MPa] L [year] D20y [-] Δσ0 [MPa]

C2
Linear 18 1.1 190 14 1.4 296

Nonlinear 38 0.53 104 31 0.64 128

F
Linear 3.3 6.1 X 2.6 7.8 X

Nonlinear 6.7 3.0 X 5.6 3.6 X

Table 9.14: Fatigue life L, fatigue damage over 20 years D20y, and maximum stress range
Δσ0 for critical point on perpendicular and parallel cylinder. Irregular waves. SN-curves
C2 and F.

Linear Nonlinear

# t Lsc Δσ0,sc q h t Lsc Δσ0,sc q h

[h] [year] [MPa] [-] [-] [h] [year] [MPa] [-] [-]

1 0.5 10.6 79 8.51 0.698 0.5 16.5 65 8.23 0.682

2 2 10.8 78 8.55 0.685 2 16.7 66 8.08 0.696

3 10 11.3 82 8.39 0.687 10 15.6 69 8.18 0.693

Table 9.15: Properties of three linear and three nonlinear stress range histo-
ries/distributions used for initial statistical evaluation. Sc. #3: Hs = 0.7 m, Tp = 2.8 s.
Perpendicular cylinder. SN curve C2.

In this section we investigate the statistical properties of the stress range histories
through Weibull plots, histograms, damage plots, and finally estimation of short- and long
term distributions and evaluation of its applicability in relation to simplified methods.

As a basis for evaluation we will first use the stress range histories of three different
analysis durations: 1

2
h, 2 h and 10 h for a linear structure and 1

2
h, 2 h and 6 h for a

nonlinear structure. The fatigue life Lsc, the maximum stress range Δσ0,sc, and the Weibull
parameters q and h of the six stress range histories/distributions are shown in Table 9.15.
The results apply to a perpendicular cylinder and the SN curve C2.

9.8.1 Weibull probability paper

The stress range corresponding to a narrow-band Gaussian response in a single seastate
can be described by a Rayleigh distribution when this stress range is taken to be twice
the amplitude, see e.g. (Moan, 2001). Figure 9.8 and 9.9 show 10 seconds plots23 of
time vs. bending moment resulting from linear and nonlinear analysis, respectively, for
the present structure. The irregular wave histories both correspond to sc. # 3, but they

23The figures are screenshots from the prototype software.
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9.8 Statistical properties of stress range distributions

Figure 9.8: 10 seconds of the time vs. bending moment history for a linear analysis in sc.
# 3 waves.

Figure 9.9: 10 seconds of the time vs. bending moment history for a nonlinear analysis in
sc. # 3 waves.

are not identical. The figures illustrate that the response is not narrow-banded: high-
frequency small amplitude stress fluctuations seem to be superimposed on the dominating
low-frequency response. Thus, the short term distribution is not expected to be Rayleigh
distributed. The Rayleigh distribution can be seen as a special case of the empirical (2- or
3-parameter) Weibull distribution, see e.g. (Walpole et al., 2006), (Leira, 2000). In partic-
ular, the Weibull distribution has been used to model the long-term distribution of stress
ranges of offshore structures as well as the basis for simplified methods, see Section 8.3.3.
Probability paper is often used to visually evaluate the degree of fit to a particular distri-
bution. The six stress range histories described in Table 9.15 have been plotted in Weibull
probability paper, see Figure 9.10.

Visual inspection of the plots indicate a fairly good fit, i.e. based on Weibull paper
the Weibull distribution appears to be reasonable. The points representing the smallest
and greatest stress ranges deviate most from the fitted linear line. The points to the far
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Figure 9.10: Weibull plots of the stress range histories described in Table 9.15
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9.8 Statistical properties of stress range distributions

left (representing the smallest stress ranges) are below the fitted linear line, whereas the
points to the far right (representing the greatest stress ranges) are above the line. The
shape of the corresponding linear and nonlinear plots are very similar. Increasing analysis
duration gives smaller minimum values. (However, in spite of the good fit we will see in
Section 9.8.3 that the Weibull distribution gives poor results for estimation of fatigue life
as well as maximum stress range.)

9.8.2 Stress range histograms and damage plots

Investigating the histograms of the stress range histories will indicate which (if any) prob-
ablity distributions that can be expected to fit. Histograms are shown for the six analyses
of Table 9.15 on the left side in Figure 9.11 and 9.12. The intervals of the histograms have
equal length and the number of intervals are the value of the maximum stress range Δσ0

(measured inn [MPa]), i.e. each interval has a width of approximately 1MPa and there
are approximately 70 − 80 intervals.

Based on the total number of observations n and the SN curve for detail C2, the fatigue
damage due to each interval is found, see Equation 8.4 and 8.5. The damage is normalize
to a one year duration (by multiplying with 24h/day and 365 days/year and dividing
by the duration in hours). The damage per year for all intervals of the histograms are
plotted and titled “Damage plots” on the right hand side of the corresponding histograms
in Figure 9.11 and 9.12.

Discussion

At first glance the histograms seem to be similar to a Weibull distribution dominated by
very small stress ranges (< 5 MPa) and with a shape parameter smaller than 1 (i.e. no
peaks). However, at closer inspection, a local minimum for stress ranges in the 5−20 MPa
interval and a subsequent local maximum — not in accordance with a Weibull distribution
— can be observed. In Figure 9.13 the stress ranges smaller than 7 MPa are removed
from the 10 h linear histogram (i.e. # 3, see Table 9.15), and we see that the transition
from the sharply decreasing trend of the stress range to the slowly increasing trend is
rather clearly defined (at approximately 12 MPa). By visual inspection of the distribution
from the transition point onwards (≈ 12 MPa − 80 MPa) they appear to be consistent
with Weibull distributions with a shape parameter h greater than 1 (possibly close to a
Rayleigh shape with h = 2). Thus, it is hypothesized that the stress range distribution is
a superposition of two processes: a high frequency Weibull process with shape parameter
smaller than one and small stress ranges and a low frequencies Weibull process with shape
parameter h greater than one. In the preceding section, first, Weibull distributions are
fitted to the complete histograms. Secondly, parts of the histograms (with the lowest
stress range levels removed) are fitted to Rayleigh distributions, see Figure 9.14 to 9.17.

The damage plots of Figure 9.11 and 9.12 showed that for the C2-curve stress ranges
below 20 MPa gave very little damage. Thus, the small stress ranges of the high-frequency
process is probably of limited importance for the fatigue damage.
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Figure 9.11: Histograms and damage plots for linear analysis
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Figure 9.12: Histograms and damage plots for nonlinear analysis
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Figure 9.13: Histogram for Δσ > 7 MPa for linear analysis of 10 h duration.

The fatigue damage plots display a clear peak around 30− 50 MPa. On the lower side
of this peak the plot is very smooth. However, for the higher stress range intervals the
damage plot is very jagged. This is because the number of observations in each interval of
the histogram gets very low and a neighboring interval can be doubled or halved. As each
observation at these stress range levels gives a noticeable fatigue damage, the jaggedness
is more visible in the damage plot than in the histograms.

By increasing the analysis duration the jaggedness is reduced and it is assumed that
results will converge towards a smooth curve for very long durations. Despite the observed
jaggedness of the shortest duration, it was found in Section 9.3 that the total fatigue
damage is relatively stable, i.e. even the considerable jaggedness of a 1

2
h analysis duration

is likely to produce reasonable results for fatigue life. The jaggedness of the linear analyses
seem to be more pronounced that for the nonlinear analyses. This is in agreement with
the observation of higher fatigue life COV for linear analyses, see Table 9.7.
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9.8 Statistical properties of stress range distributions

t TΔσ Lsc,W Δσ0,W Δσc Lsc,R Δσ0,R

[h] [s] [year] [MPa] [MPa] [year] [MPa]

L 10 0.87 0.51 262 5.4 11.8 80

N 6 0.86 0.65 249 5.2 15.3 76

Table 9.16: Properties of estimated Weibull and Rayleigh distributions for the # 3 time
histories of Table 9.15.

9.8.3 Short-term distributions

To investigate the effect of alternative approaches for computation of short-term distribu-
tions, we start by using all stress ranges and fitting a Weibull distribution using WAFO,
i.e. the same basis as for the Weibull plots in Section 9.8.1. The # 3 stress range histories
of Table 9.15 (i.e. longest analysis durations and thus smoothest histograms) are used in
a case study, i.e. q = 8.39 and h = 0.687 for the linear case and q = 8.18 and h = 0.693
for the nonlinear case. The estimated fatigue life Lsc,W and maximum stress range Δσ0,W

based on these Weibull distribution are shown in Table 9.16. The estimated Weibull dis-
tribution is plotted together with the histogram curve in Figure 9.14 for the linear case.
In the upper half, the whole curve is plotted. In the lower half, only the high stress range
part is plotted in order to magnify the interval most important for fatigue damage. The
Weibull curve is obtained by finding the probability of each interval value (i.e. 0.5 MPa,
1.5 MPa etc.) using Equation 8.16. The probability is then multiplied by the width of
the category (i.e. 1 MPa) and the total number of observations of the histogram. The
corresponding plots for the 6 h nonlinear stress history are shown in Figure 9.15.

From the figures we see that the Weibull distributions underestimates the histogram for
the stress range interval approximately from 20 to 50 MPa, whereas the lower and higher
intervals are overestimated. The corresponding underestimation of the reference fatigue life
found in Table 9.14, seems reasonable as the high stress range is most important for fatigue
damage (i.e. the overestimation for the upper stress range interval is more important than
the underestimation for the middle interval for the fatigue life).

To find a distribution more suitable for estimating fatigue life, we try to approximate
the assumed Rayleigh process for high stress ranges, see Section 9.8.2. By removing stress
ranges below a cut-off limit Δσc , the shape parameter of the estimated Weibull distribution
will increase. The cut-off limit that yields a shape parameter of h ≈ 2, i.e. a Rayleigh
distribution, is identified. The cut-off level increases with seastate. The cut-off limits
of the stress range histories are given in Table 9.16. Plots for the Rayleigh distribution
corresponding to Figure 9.14 and 9.15 are shown in Figure 9.16 and 9.17. This time the
estimated distribution shows a very close fit to the histogram for Δσ > 20 MPa, i.e. the
interval that gives fatigue damage. Not surprisingly, the calculated fatigue life Lsc,R and
maximum stress range Δσ0,R (see Table 9.16) are also very close to the reference values in
Table 9.15 (based on rainflow counting).

The same analyses that were performed for the long duration analyses of sc. # 3 are
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Figure 9.14: Histogram plots and Weibull plots for stress range distributions from linear
analyses. Sc. # 3 (Hs = 0.7 m, Tp = 2.8 s). Analysis duration 10 h. The lower figure is an
expansion of the high stress range interval (30 MPa − 90 MPa) of the upper figure.
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Figure 9.15: Histogram plots and Weibull plots for for stress range distributions from
nonlinear analyses. Sc. # 3 (Hs = 0.7 m, Tp = 2.8 s). Analysis duration 6 h. The lower
figure is an expansion of the high stress range interval (30MPa − 80 MPa) of the upper
figure.
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Figure 9.16: Histogram plots and Rayleigh plots for stress range distribution from linear
analysis (corresponding to Figure 9.15). Cut-off limit Δσc = 5.2 MPa, see Table 9.16.
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Figure 9.17: Histogram plots and Rayleigh plots for stress range distribution from nonlinear
analysis (corresponding to Figure 9.14). Cut-off limit Δσc = 5.4 MPa, see Table 9.16.
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now performed for the 1800 s duration stress histories that were the basis for Table 9.12.
These results are given in Table 9.17. Based on the shape and scale parameters together
with the average period we estimate the maximum stress range Δσ0,sc,W and the fatigue life
Lsc,W for each of the seven seastates using Equation 8.19 and 8.20. The ratios of Δσ0,sc,W

and Lsc,W to Δσ0,sc and Lsc from Table 9.12 are then found. Based on the estimated
Rayleigh distribution, the maximum stress range Δσ0,sc,R and fatigue life Lsc,R are also
estimated. The results are summarized in Table 9.18.

The observations made for the long analysis durations for sc. # 3 above also hold for
the 1800 s duration.

We see that the maximum stress ranges based on the Weibull distributions are approx-
imately twice the reference values (directly from rainflow counting, see Table 9.12) and
the fatigue life are from 4 to 20% of the reference values. This means both the maximum
stress range and the fatigue damage are vastly overestimated using the short term Weibull
distributions. Thus, the estimated short term Weibull distributions are not well suited for
a fatigue life analysis, despite an apparently good fit on Weibull paper (see Figure 9.10).

For the Rayleigh distribution, the results are very close to the reference values which
are obtained by cycle counting: both Δσ0,sc,R and fatigue life Lsc,R are within 10% of the
simulation results.

In Table 9.18 the fatigue life and damage based on the Rayleigh and Weibull short-
term distributions are given, cf. Table 9.14. The ratio of the fatigue life to the respective
reference values are also included. The fatigue life based on Rayleigh distributions are
estimated as 35 and 19 years, for nonlinear and linear analyses, respectively. These values
correspond to 93% and 113% of the fatigue life found directly from the rainflow count. The
fatigue lives based on Weibull distributions are vastly underestimated.

9.8.4 Long-term distribution

The long-term stress range distributions for a fatigue analysis of marine structures are
often assumed to be Weibull distributed, see Section 8.3.3. Here, we will combine the
stress histories of the different seastates to estimate the Weibull parameters of the long
term distribution. From the wind scatter diagram (Table 8.2), we see that 93.2% of the
probability of occurence is caused by sc. 1-5. the first five intervals. Correspondingly, the
relative damage of the first five seastates, see Table 9.12, are 95% and 98% of the total
damage for the linear and nonlinear analysis, respectively Thus, we neglect the influence
of seastate sc. 0, 6 and 7 (see Table 8.5) when estimating stress range distributions. Their
6.8% of the probability of occurence is assumed not to give any fatigue damage. The
cycle counts of the 1800 s stress histories (also used as the basis for Table 9.12) are then
combined with their respective relative frequency of occurrence. I.e. the cycle counting
(using the rainflow method) is — as before — first performed for each stress time history
to obtain the stress range distribution. The stress range distributions (not the stress time
histories) are then concatenated. The frequencies are normalized with the lowest frequency
of occurence, i.e. 0.8% for sc. # 5. The relative occurence is shown in Table 9.19.

The parameters resulting from fitting a Weibull distribution to the complete stress
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Sc. # 1 2 3 4 5 6 7

L

q [-] 4.69 5.99 8.47 10.5 11.7 13.2 14.8

h [-] 0.825 0.732 0.688 0.647 0.635 0.624 0.587

Δσ0,sc,W [MPa] 57 98 162 238 279 328 445

TΔσ [s] 0.70 0.80 0.88 0.99 1.00 1.06 1.12
Δσ0,sc,W

Δσ0,sc
[-] 2.4 2.1 2.3 2.3 2.4 2.2 2.3

Lsc,W [y] 83 6.3 0.50 0.07 0.03 0.01 0.00
Lsc

Lsc,W
[-] 21 19 27 21 27 25 29

Δσc [MPa] 1.8 3.4 5.4 7.8 9.0 10.6 14.8

qR [-] 8.15 15.1 25.0 38.7 45.3 56.4 77.1

Δσ0,sc,R [MPa] 22 40 65 100 116 143 194
Δσ0,sc,R

Δσ0,sc
[-] 0.94 0.85 0.90 0.94 1.01 0.96 1.02

Lsc,R [y] 2014 139 13 1.8 0.87 0.32 0.08
Lsc

Lsc,R
[-] 1.2 1.2 1.0 1.2 1.0 0.9 1.0

NL

q [-] 4.49 5.84 8.08 9.60 10.21 10.5 12.9

h [-] 0.814 0.733 0.692 0.679 0.680 0.688 0.750

Δσ0,sc,W [MPa] 56 95 153 190 202 202 196

TΔσ [s] 0.70 0.80 0.85 0.90 0.88 0.84 0.80
Δσ0,sc,W

Δσ0,sc
[-] 2.4 2.4 2.3 2.5 2.4 2.1 1.9

Lsc,W [y] 88 7 0.68 0.23 0.17 0.17 0.19
Lsc

Lsc,W
[-] 23 19 24 19 15 10 4

Δσc [MPa] 1.8 3.5 5.2 7.3 8.8 9.7 12.2

qR [-] 8.07 15.0 24.2 33.0 37.3 38.5 45.0

Δσ0,sc,R [MPa] 22 39 62 85 95 99 115
Δσ0,sc,R

Δσ0,sc
[-] 0.9 1.0 0.9 1.1 1.1 1.1 1.1

Lsc,R [y] 2244 143 16 3.8 2.2 1.8 0.83
Lsc

Lsc,R
[-] 1.1 1.0 1.0 0.9 0.9 1.1 1.0

Table 9.17: Parameters from fit of Weibull and Rayleigh distributions to the stress range
distributions resulting from 1800 s analyses of seastates sc. # 1-7. Perpendicular cylinder.
SN curve C2.
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Rayleigh Weibull

LR D20y
LR

L
LW D20y

LW

L

[year] [-] [%] [year] [-] [%]

Linear 19 1.03 113 0.77 26.0 4

Nonlinear 35 0.57 93 1.9 10.7 5

Table 9.18: Fatigue life time L and damage over 20 years D20y calculated from short term
Rayleigh and Weibull distributions. Critical point on perpendicular cylinder. Irregular
waves. SN curve C2.

Sc.# 1 2 3 4 5

Freq. 49.4 46.4 21.5 5.9 1

Table 9.19: Relative frequency for scatter diagram entries #1 to 5.

range distributions, are shown in Table 9.20 as case # 1a for both the linear and nonlinear
structure. The stress range period TΔσ, the maximum 20-years stress range Δσ0, and
the fatigue life LW are also presented. TΔσ is found by taking the relative probability of
occurrence for the five seastates into account (t is the analysis duration and nΔσ is the
number of stress ranges during this interval):

TΔσ =
t

nΔσ · 93.2%
(9.3)

LW and Δσ0 can then be found using Equation 8.21 and 8.19, respectively. Finally, the
ratio of fatigue life estimated from the long term distributions to the reference fatigue life
values LW

Lref
and the corresponding ratio for maximum stress range Δσ0 (i.e.

Δσ0,W

Δσ0,ref
) are

also included in Table 9.20. The reference values are found directly from rainflow counting
and are different for linear and nonlinear analysis, see Table 9.14).

The distributions are compared to the corresponding histogram plots in Figure 9.18
and 9.19. As for Figure 9.14 and 9.15, the high stress range intervals are expanded to
illustrate the fit in the area most important for fatigue damage.

Figure 9.18 and 9.19 show a quite good fit by visual inspection for the estimated Weibull
distribution (the 1a-curves) to the histograms. Also for the high stress range interval the
fit seems to be good, although the Weibull distribution seems to be overestimating the
histogram in the high stress range area. The estimated fatigue lives are lower than the
reference values: 64% and 35% for linear and nonlinear analyses, respectively, see Table
9.20. The maximum 20-years stress range Δσ0 is considerably higher than the reference
values: 1.9 times and 3.2 times greater for linear and nonlinear analyses, respectively. These
numbers are consistent with the observed slight overestimation for high stress ranges.

As an alternative to approach to finding a long term distribution, we use the cut-off
values Δσc identified in the previous section. Thus, all stress ranges below the respective
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Figure 9.18: Histogram curve and four Weibull curves for the long-term distribution. Linear
analysis. The stress range distribution is split in two figures. Upper figure: 0 − 40 MPa,
lower figure: 40 − 120 MPa. Cases 1a-2b are explained in text and in Table 9.20.

165



Fatigue Analysis Parameter Study

0 5 10 15 20 25 30
0

0.5

1

1.5

2

2.5

3
x 10

4

Stress range [MPa]

N
um

. o
f o

bs
 [−

]

Histogram curve
Weibull 1a
Weibull 1b
Weibull 2a
Weibull 2b

30 35 40 45 50 55 60 65 70 75 80 85
0

100

200

300

400

500

600

Stress range [MPa]

N
um

. o
f o

bs
 [−

]

Histogram curve
Weibull 1a
Weibull 1b
Weibull 2a
Weibull 2b

Figure 9.19: Histogram curve and four Weibull curves for the long-term distribution. Non-
linear analysis. Upper figure: 0 − 30 MPa, lower figure: 30 − 85 MPa. Cases 1a-2b are
explained in text and in Table 9.20.
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# TΔσ q h Δσ0,W LW
LW

Lref

Δσ0,W

Δσ0,ref

L

1a 0.83 5.82 0.753 320 11 0.64 1.9

1b 0.83 11.8 1.13 X X X X

2a 1.53 13.0 1.61 83 131 7.7 0.49

2b 1.53 14.7 1.22 X X X X

NL

1a 0.82 5.63 0.752 312 13 0.35 3.2

1b 0.82 17.6 1.73 X X X X

2a 1.53 12.8 1.64 79 152 4.1 0.80

2b 1.53 14.5 1.57 X X X X

Table 9.20: Parameters for estimated long-term stress range distributions.

cut-off stress ranges are removed before the Weibull fit is performed. The results are
designated by # 2a in Table 9.20.

From Figure 9.18 and 9.19 we see that 2a shows a good fit for medium stress ranges: 5−
30 MPa, but the histogram is underestimated in the high stress range interval. Accordingly,
the fatigue life is overestimated and the maximum stress range is underestimated. We can
conclude that the direct Weibull fit (1a) gives better results (i.e. closer to the reference
values) than the approach with stress ranges below the cut-off levels removed (2a).

For a given maximum stress range Δσ0, fatigue life L, and stress range period TΔσ, the
shape h and the scale q parameters of a Weibull distribution can be found by iterating. By
assuming a shape factor h, the scale factor q is found from Equation 8.18 and the fatigue
life from Equation 8.21. Using this approach, q and h corresponding to the reference values
of Table 9.14 and the stress range periods TΔσ of 1a and 2a, respectively, in Table 9.20 are
found. The results are designated by # 1b and 2b in Table 9.20. The last four columns
in Table 9.20 are not used for # 1b and 2b because they give perfect fit to the reference
values: LW

Lref
= 1 and

Δσ0,W

Δσ0,ref
= 1. The distributions are also shown in Figure 9.18 and 9.19.

The estimated Weibull distributions 1b and 2b give good fits (comparable to 1a) relative
to the histogram for the high stress range interval (40−115 MPa). Further, they are both
steeper than 1a in this interval yielding the low Δσ0 values. For the low and medium stress
ranges they show poor fits relative to the histogram.

The Weibull distributions which are “forced” to yield the reference values for fatigue life
L and maximum stress range Δσ0 have a good fit only for the high stress range interval.
Thus, they do not give a good statistical description of the stress range distribution in
general.

9.8.5 Applicability of the simplified method

Based on the above results, it is concluded that a fitted Weibull distribution based on all
stress ranges gives a good description of the distribution of stress range in general, but not

167



Fatigue Analysis Parameter Study

Regular Irregular waves

waves sim. Sim. 1a 2a

Reference Table 9.5 Table 9.12 Table 9.20 Table 9.20

Linear 244 190 320 83

Nonlinear 116 104 312 79

Table 9.21: Summary of maximum stress ranges Δσ0. Units: [MPa].

for the maximum stress range Δσ0. Correspondingly, the fatigue life estimated from the
Weibull parameters LW is a better approximation than the maximum stress range Δσ0,W .
In Table 9.21 the maximum stress ranges from regular and irregular waves simulations are
summarized. Additionally, estimates from distributions are included for irregular waves.

The simplified method for fatigue design is based on an estimate of the maximum stress
range Δσ0 and a shape parameter h based on previous experience. Thus, the method used
to finding Δσ0 and the experience based h must be calibrated against each other. From
the paragraph above, we conclude that the Weibull parameters (h ≈ 0.7 − 0.8) and the
maximum stress ranges (Δσ0 ≈ 100 − 190 MPa) found from analyses described in the
present thesis can not be used together in a simplified method, this would yield too long a
fatigue life. For the linear and nonlinear cases we get a fatigue life of 152 years and 3119
years, respectively. However, due to the high sensitivity of fatigue life due to both shape
parameter and maximum stress range, relatively small changes can bring the fatigue life
close to the reference values (20-40 years). For example, using the maximum stress range
of regular waves analysis Δσ0 = 244 MPa, we get a fatigue life of 44 years.

Alternatively, the shape parameter h can be increased to yield the reference values
for fatigue life when used in conjunction with the maximum stress range values from the
analyses (see Table 9.20). The results so far support the use of different shape factors for
linear and nonlinear analysis. Using the average of 1b and 2b we get hlinear = 1.2 and
hnonlinear = 1.7.

The sensitivity of shape factor h and maximum stress range Δσ0 when using Equation
8.21 to calculate fatigue life L is illustrated in Figure 9.20. Fatigue life is found for three
levels of Δσ0: 100, 200, and 300 MPa. The stress range period is set to 1 s.

Both the alternatives presented above are artificial in the sense that they are not based
on the actual stress range distributions, but instead construct distributions that yield
the desired result for fatigue life. Additionally, the results are very sensitive to the input
parameters h and Δσ0. Thus, the use of a simplified method is not recommended. However,
further research may nevertheless substantiate the use of these “artificial” distributions for
simplified design.
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Figure 9.20: Fatigue life as a function of Weibull shape parameter h. Three levels of
maximum stress range Δσ0: 100, 200, and 300 MPa.
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9.9 Implications for the Ultimate Limit State

The focus in the present thesis has been on the fatigue limit state design. However,
the implication of the results for the ultimate limit state is here briefly evaluated. Of
particular importance is the maximum stress range Δσ0, see Table 9.21. It is assumed that
the maximum stress σmax is approximated as half the maximum stress range Δσ0.

The maximum stress range for a nonlinear structure in irregular waves is considered to
represent the best estimate for Δσ0, i.e. Δσ0 = 104 MPa and thus σmax = Δσ0

2
= 52 MPa.

Using the yield strength from Table 2.2: fy = 360 MPa, this implies only a 14% utilization.
Applying appropriate load and resistance factors will increase the degree of utilization, but
it will still be low. As the fatigue limit state resulted in a fatigue life of 38 years (see Table
9.14), it is concluded that a steel floater designed for the fatigue limit state is likely also
to satisfy the ultimate limit state requirements.
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Chapter 10

CONCLUSIONS AND FURTHER
WORK

A prototype software tool for dynamic, nonlinear FEM analysis of a floating fish farm
in waves has successfully been developed employing relevant state-of-the-art elements of
marine structural analysis. This applies in particular to time domain analysis of a nonlinear
structure in irregular waves. This has allowed a fatigue design parameter study of a steel
floater. The principal conclusions are:

• It is realistic to design a steel floater for a 20-year fatigue life.

• A linear analysis yields a more conservative result than a nonlinear analysis (as well
as a less adequate description of the physics).

• The high response sensitivity to the wave period for regular waves implies that they
should not be applied for design purposes.

• Regarding computer time, it is realistic to perform a time domain fatigue analysis
based on a scatter diagram within an engineering context. This applies even for a
nonlinear structure.

• It proved effective and realistic to base the software prototype tool on a general
object-oriented FEM framework for structural analysis run on a PC.

• A steel floater designed for the Fatigue Limit State is likely also to satisfy the Ultimate
Limit State requirements.

10.1 Fatigue analysis and irregular waves

It has been shown that using an irregular wave formulation is very advantageous compared
to using regular waves. The main reason for this is the very strong sensitivity to the wave
period for the structural response to regular waves.
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Further, it has been shown that a nonlinear formulation yields considerably smaller load
effects compared to a linear formulation for higher waves. The nonlinear effects become
important as the cross section (of parts of the BCS) approaches full submergence or an
out-of-water situation. Increasing wave height beyond this level has little to no effect for
a nonlinear formulation.

For a fatigue life analysis, the nonlinear formulation gives approximately twice the
fatigue life of a linear formulation. For a constant stress range, doubling the life time
corresponds to approximately a 15% reduction of the (constant) stress range.

For fatigue analysis a (real-time) duration of 1
2
h was found to give sufficiently low

coefficient of variation for the fatigue life estimate (less than 10%).

Increasing the duration gives slow convergence of fatigue life estimates. The effect of
increased duration has also been evaluated by considering plots of relative fatigue damage
for different stress range levels. The damage plot has a peaked shape with a smooth lower
side and a jagged upper side. The peak is roughly at a stress range half the maximum
stress range. The jaggedness decreases with increased analysis duration, but even for a
12 hours duration some jaggedness can still be observed. It is interesting to notice that
even though the damage plot for short durations is very jagged this does not transform to
high COVs for fatigue life. The jaggedness of linear vs. nonlinear analyses are not very
different, as judged by visual inspection.

The typical wave climate for floating fish farms has both smaller peak periods and
lower significant wave heights than would be the case for the open ocean. The smaller
wave periods lead to a higher number of stress fluctuations and — seen in isolation —
lower acceptable stress range levels. On the other hand, a sheltered location will typically
have longer periods of calm seastates lowering the number of stress fluctuations (which
give fatigue damage). The fatigue analyses resulted in stress ranges dominated by levels
below the intersection point of the SN curves, thus a slope of m=5 was typically used. This
slope gives a very strong dependency of stress range — doubling the stress range reduces
the fatigue life to 3% of the original value (i.e. 1

25 ). This implies that even for seastates
with seemingly small nonlinear influence, the effect on fatigue life can be important. The
maximum stress ranges are at a very low level compared to the yield stress. Thus, it is
reasonable to assume that the fatigue limit state is more important than the ultimate limit
state and will be decisive for design. Extreme (Ultimate Limit State) stress levels close to
the yield stress are likely to be accompanied with a stress range history giving very low
fatigue life.

10.2 Statistical distribution of stress range

The stress range histories have been plotted on Weibull paper and the two-parameter
Weibull parameters have been estimated. A visual inspection of the short-term Weibull
plots indicates a quite good fit, and the shape parameter is typically between 0.6 and
0.8. However, a closer inspection of the histograms shows that the process seems to be
a combination of a high frequency/low stress range level process with a Weibull shape
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parameter h < 1 and a low frequency/high stress range level process with a Weibull shape
parameter h > 1 (possibly h ≈ 2, i.e. a Rayleigh distribution). By visual inspection of the
histograms and the accompanying fatigue damage plots, it is found that the stress range
levels of the h < 1 Weibull process are so small that they give virtually no fatigue damage.

Calculating fatigue life and maximum stress range based on the estimated Weibull
parameters yields overestimation of the stress range and underestimation of the fatigue
life.

An assumed Rayleigh process is estimated by filtering out the smaller stress ranges
until a Weibull fit yields a shape parameter of h = 2. Calculating maximum stress range
and fatigue life for the individual seastates gives a very good fit to results from the direct
calculations.

The long-term distribution was estimated by combining the lower five seastates based
on the frequencies of occurrence given by the scatter diagram. A Weibull fit resulted in
a shape parameter of approximately 0.7. As for short-term distributions, based on the
estimated parameters the maximum stress range and fatigue life were over and under esti-
mated, respectively. Due to the poor fit, two alternative methods for long-term estimation
were investigated, but the results were not significantly better. Based on the maximum
stress ranges and fatigue life estimated from the stress history directly, corresponding com-
binations of the shape and scale parameters were found. The shape parameter was generally
very high: h ≈ 1.2 for the linear analysis and h ≈ 1.7 for the nonlinear analysis. Based on
the poor fit using a Weibull distribution, a simplified method based on this distribution is
hence not recommended.

For floating fish farms made of steel it is recommended that fatigue design be based on
time domain analysis of a nonlinear system in irregular waves. Given appropriate software
this is an effective procedure — also within an engineering context.

10.3 Recommendations for further work

The biggest drawback of this work is the lack of comparison with and verification against
model tests. Unfortunately, on this issue we have to echo what Ormberg (1991) suggested:

Further verification against model tests is also recommended, not with fully
integrated systems, but with simple cross sections subjected to well defined
waves.

Being even more specific, it is suggested that model test should start with a floating, half
submerged, circular cylinder in perpendicular and parallel regular waves and with linear,
horizontal mooring. This should be followed by investigating the same model with a netpen
included.

In the present work, several simplifications of the hydrodynamic and structural models
have been introduced. The importance of nonlinear effects not yet considered should be in-
vestigated and taken into account if appropriate. These include hydrodynamic phenomena
related to:
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• Added mass

• Potential damping

• Drag loading and damping of the floater

• Large structural rotations

The importance of the netpen and the mooring for the design of the floater should be
investigated more thoroughly and implemented accordingly

The generality of the software should be increased to facilitate analysis of a wider range
of structures. This includes:

• Modeling of a grid of interconnected floaters

• Modeling of walkway-type steel floaters with buoys

• Modeling of plastic floaters

The generation of wave spectrum and scatter diagram should be further investigated
and verified. In particular, the introduction of a 3D wave spectrum should be considered.
The verification process should include on-site measurements of wave height and direction
distributions for relevant fish farm locations.
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Appendix A

Natural modes

In this appendix the twelve first natural modes of the BCS with the corresponding natural
periods Tp are shown, c.f. section 4.5. The result corresponds to case# 1 of Table 4.8, i.e.

kw

kw,max
= 100% and Cm = 0.63.

185



Natural modes

Mode no.1,  T
p
=2.4s Mode no.2,  T
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=1.7s

Figure A.1: Natural modes no. 1 to 6
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Mode no.7,  T
p
=0.98s Mode no.8,  T
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=0.76s

Mode no.9,  T
p
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p
=0.57s

Mode no.11,  T
p
=0.31s Mode no.12,  T

p
=0.31s

Figure A.2: Natural modes no. 7 to 12
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Appendix B

Screenshots from Dr.Frame3D

Screenshots from linear, static analysis of the BCS using the software Dr.Frame3D
(Dr Software LCC, 2007) is presented. The analysis and results are explained in Sec-
tion 4.1.
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Screenshots from Dr.Frame3D

Figure B.1: Vertical loading, load case # 1: Bending moments of the BCS with vertical
load on one member, q = 5.0 kN/m .

Figure B.2: Vertical loading, load case # 2: Bending moments of BCS with opposite
members loaded with vertical loads in the same direction (i.e. in-phase loading)
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Figure B.3: Vertical loading, load case # 3: Bending moments of BCS with opposite
members loaded with vertical loads in opposite directions (i.e. out-of-phase loading).

Figure B.4: Horizontal loading, load case # 1: Bending moments of the BCS with hori-
zontal loading of one member, q = 2.8 kN/m
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Screenshots from Dr.Frame3D

Figure B.5: Horizontal loading, load case # 2: Bending moments with opposite members
loaded with horizontal loads in the same direction (i.e. in-phase loading)

Figure B.6: Horizontal loading, load case # 3: Bending moments of BCS with opposite
members loaded with horizontal loads in opposite directions (i.e. out-of-phase loading).
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Appendix C

Quotes from relevant codes

In this appendix, quotes from relevant codes are presented and commented.

C.1 Parts of NS 9415 relevant for fatigue design

C.1.1 Wind

5.5.2 Use of fixed values for wind
In the planning of main components and complete installation, the

starting point shall be 50-year wind determined at 35 m/s (see also

Annex A) as the dimensioning wind load if there is no empirical wind

data for the locality in question. (...)

In Appendix A also the 1-year wind speed for expected extreme wind is given:

Expected extreme wind is virtually the same along the coast from

Lindesnes to North Cape24 ( NS3491-4. Figure A.1 (Standard Norge, 2002a)).

Typically, the 1-year wind blows at 28 m/s and the 50-year wind at

about 35m/s outermost at the coast. In towards the land from the

coast, the wind abates.(...) This means that the 50-year wind in the

coastal zone will typically vary between 25 m/s and 35 m/s. (...)

Since the wind varies relatively little along the coast, there is little

purpose in classifying localities according to the wind climate.

C.1.2 Peakedness factor

The clause in NS 9415 regulating regular waves was cited in Section 3.1.1. The use of
irregular waves are regulated in the Section 5.11 Classification of locality:

24The author assumes that the intention of NS 9415 here was to include the whole western and northern
Norwegian coastline, i.e. from Lindesnes to Grense Jakobselv
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Quotes from relevant codes

5.11.4 Irregular waves
In irregular waves the jonswap-spectrum with γ = 2.5 for wind waves

and γ = 6.0 for swell. The duration of a short-term wave load shall

be set at 3h.

However, a seemingly conflicting rule is found in sec. 5.4 Setting of wave parame-
ters:

5.4.2 Calculation of waves based on fetch

(...)
In the calculation of wave forces on fish farming installations

it is usual to model for wave conditions with the aid of a jonswap-spectrum.

This spectrum is determined by three parameters: Significant wave

height, peak period and peak-shape parameter γ. The peak-shape parameter

can be calculated based on:

γ = 44(Hs/F )2/7 (C.1)

C.1.3 Design working life

In Section 6.1.2 the dimensioning useful life and the return period of natural loads are
given:

6.1.2 Dimensioning useful life and return period
Dimensioning useful life, that is to say, the dimensioning useful

life of the floater, shall be defined. The same shall be done with

a return period for natural loads. Dimensioning useful life shall

not be set at less than 10 years, and the return period shall be at

least 2,5 times larger than the dimensioning useful life.

The term“dimensioning useful life” (dimensjonerende brukstid in the Norwegian origi-
nal) is not consistent with NS-EN 1990 (Standard Norge, 2002b) and it is suggested that
the term design working life should be used instead. Likewise, it is suggested that envi-
ronmental actions (or loads) are used instead of the term natural loads.

In NS-EN 1990 (Standard Norge, 2002b) the design working life is regulated according
to the kind of structure in question, see Section C.2. Design working life category 2 —
with an indicative design working life between 15 and 30 years — seems most relevant for
floating fish cages as it also covers agricultural structures, see Figure C.1. Also, the design
working life is directly connected to time dependent effects, such as fatigue, see quote of
NS-EN 1990 (Standard Norge, 2002b), Section 3.1. in Appendix C.2.

C.1.4 Fatigue design

Fatigue design of the floater is required in NS 9415. The following quote is the subsection
which describes fatigue design:
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C.2 Design working life in NS-EN 1990

6.7.3 Strength calculation

Strength calculation of the installation shall be documented. The

calculation program utilized shall be validated.

Based on information regarding the loads, the following calculations

shall be done:

• global construction strength analysis, including output from the

moorings;

• local construction strength analysis;

• simplified fatigue analysis.

A simplified fatigue analysis shall be undertaken, where the Weibull

factor is set at 1.0. For catamaran installations it is reduced to

0.8 provided that the tension in the prevailing direction is at least

20% lower than the tension applied in the fatigue analysis.

A load factor of 1.0 and a material factor of 1.0 are given in table 6 and 7, respectively,
of Section 6.7.4 in NS 9415.

C.2 Design working life in NS-EN 1990

The following quotes shows the definition of the term design working life and how it is
related to fatigue.

1.5.2. Special terms related to design in general

1.5.2.4 persistent design situation

design situation that is relevant during a period of the same order

as the design working life of the structure

1.5.2.8 design working life

assumed period for which a structure or part of it is to be used

for its intended purpose with anticipated maintenance but without major

repair being necessary.

Section 3 Principles of limit state design

3.1. General

(...)

(5) Verifications of limit states that are concerned with time dependent

effects (e.g. fatigue) should be related to the design working life

of the construction.
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Quotes from relevant codes

Figure C.1: Section 2.3 of NS-EU 1990

C.3 DFF in DNV-OS-C101 Design of offshore steel

structures

The following quote from DNV-OS-C101, Section 6 Fatigue limit states (DNV, 2004) ex-
plains the use and rationale behind the DFF values:

A200 Design fatigue factors

201 Design fatigue factors (DFF) shall be applied to increase the

probability for avoiding fatigue failures.

202 The DFFs are dependent on the significance of the structural

component with respect to structural integrity and availability for

inspection and repairs.

203 DFFs shall be applied to design fatigue life. The calculated

fatigue life shall be longer than the design fatigue life times the

DFF.

204 The design requirement can alternatively be expressed as the

cumulative damage ratio for the number of load cycles of the defined

design fatigue life multiplied with the DFF shall be less or equal

to 1.0.

205 The design fatigue factors in Table A1 are valid for units

with low consequence of failure and where it can be demonstrated that
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C.3 DFF in DNV-OS-C101 Design of offshore steel structures

Table A1 Design Fatigue Factors (DFF)

DFF Structural element

1 Internal structure, accessible and

not welded directly to the submerged part.

1 External structure, accessible for regular inspection and

repair in dry and clean conditions.

2 Internal structure, accessible and welded directly to the submerged part.

2 External structure not accessible for inspection and

repair in dry and clean conditions.

3 Non-accessible areas, areas not planned to be accessible for inspection and

repair during operation.

the structure satisfies the requirements to damaged condition according

to the ALS with failure in the actual joint as the defined damage.
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Appendix D

SCATTER DIAGRAM
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Scatter Diagram

Figure D.1: Scatter diagram reproduced from (Faltinsen, 1990).
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Appendix E

THE BEAUFORT WIND SCALE

The Beaufort wind scale is presented din Table E.1, see e.g. (Wikipedia, 2008a), (Børresen,
1987). The wave heigh given is the most probable maximum wave height.
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The Beaufort Wind Scale

Beaufort Wind Description Wave Sea

number speed height conditions

[m/s] [m]

0 0-0.2 Calm 0 Flat.

1 0.3-1.5 Light air 0.1 Ripples without crests.

2 1.6-3.3 Light 0.3 Small wavelets. Crests of glassy

breeze appearance, not breaking

3 3.4-5.4 Gentle 1.0 Large wavelets. Crests begin to

breeze break; scattered whitecaps.

4 5.5-7.9 Moderate 1.5 Small waves.

breeze

5 8.0-10.7 Fresh 2.5 Moderate longer waves.

breeze Some foam and spray.

6 10.8-13.8 Strong 4.0 Large waves with foam crests

breeze and some spray.

7 13.9-17.1 Moderate 5.5 Sea heaps up and foam

gale begins to streak.

8 17.2-20.7 Fresh 7.5 Moderately high waves with

gale breaking crests forming spindrift.

Streaks of foam.

9 20.8-24.4 Strong 10.0 High waves with dense foam.

gale Wave crests start to roll over.

Considerable spray.

10 24.5-28.4 Storm 12.5 Very high waves. The sea surface

is white and there is considerable

tumbling. Visibility is reduced.

11 28.5-32.6 Violent 16.0 Exceptionally high waves.

storm

12 32.7-40.8 Hurricane Huge waves. Air filled with foam

and spray. Sea completely white

with driving spray.

Visibility greatly reduced.

Table E.1: The Beaufort scale. The wave height column presents the most probable
maximum wave height on open ocean.
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Appendix F

LINEAR SYSTEM

The fundamental equations for a 1 DOF linear dynamic system are summarized in this
appendix. For a broader description of the topic, see e.g. (Bergan et al., 1986).

The differential equation for a linear system excited by a sinusoidal load is typically
given as:

M · η̈ + B · η̇ + K · η = F0 · sin(ω t) (F.1)

M is the mass, B is the (linearized) damping, K is the stiffness, F0 is the amplitude of
the load, and ω = 2 π

T
is the loading frequency (for an explanation of the use of symbols B

for damping as opposed to C, see Section 3.3.1). η̈, η̇, and η are acceleration, velocity, and
deflection of the body.

The critical damping Bcr and the relative damping coefficient ξ are given as:

Bcr = 2
√

K · M (F.2)

ξ =
B

Bcr
=

B

2
√

K · M (F.3)

The relevant damping category for a floating fish farm is under damped system, i.e. B < Bcr

and ξ < 100%. The natural frequency ωN and natural period TN are given as:

ωN =

√
K

M
, TN = 2π

√
M

K
(F.4)

The relative frequency β is the ratio of the exciting frequency and the natural frequency:

β =
ω

ωN
=

TN

T
(F.5)

The dynamic amplification factor DAF and the phase angle φ is then given as:

DAF =
1√

(1 − β2)2 + (2ξβ)2
(F.6)
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Linear system

ξ Td

TN

Tm

TN
DAFm

1% 1.00 1.00 50.0

5% 1.00 1.00 10.0

10% 1.01 1.01 5.03

20% 1.02 1.04 2.55

30% 1.05 1.10 1.75

40% 1.09 1.21 1.36

50% 1.15 1.41 1.15

60% 1.25 1.89 1.04

70% 1.40 7.07 1.00

Table F.1: Damped natural period Td and period for maximum response Tm as a fraction
of natural period TN . Maximum dynamic amplification factor DAFm.

tan φ = − 2ξβ

1 − β2
(F.7)

The static response Δstat is :

Δstat =
F0

K
(F.8)

For an under damped system (ξ < 100%) the damped natural period Td will be higher
than the undamped natural period, and the period for maximum response Tm is higher
yet:

Td = TNβd =
TN√
1 − ξ2

, βd =
Td

TN

=
1√

1 − ξ2
(F.9)

Tm = TNβm =
TN√

1 − 2ξ2
, βm =

Tm

TN
=

1√
1 − 2ξ2

(F.10)

From Equation F.10 we see that Tm → ∞ as ξ → 1√
2
≈ 71%. The maximum dynamic

amplification factor DAFm is found by using β = βm = 1√
1−2ξ2

in Equation F.6:

DAFm =
1√

(1 − β2
m)2 + (2ξβm)2

(F.11)

In Table F.1 the values for Td and Tm for 1% to 70% damping is shown. The corre-
sponding maximum dynamic amplification factor (DAFm) is also included. We see that
for realistic damping levels both the damped and maximum periods can be considerably
larger than the natural period.
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Appendix G

TABLES

Tables of secondary interest are presented in this appendix.
Table G.1 to G.5 are versions in percentage of tables previously given with absolute

values. The correspondence is given in the table titles.
Table G.6 to G.9 are results for regular wave analysis of four different levels of wave

height H over a wave period interval. The waves are applied to both a linear and a nonlinear
system. The maximum stress range Δσ0,sc, fatigue life Lsc, as well as the ratios of nonlinear
stress range to linear stress range and nonlinear to linear fatigue life are given. SN curve
C2 is used. The critical point is the top point at the middle of a member perpendicular to
the wave direction. The tables are related to the discussion in Section 9.1.1.

Table G.10 to G.13 are results for irregular wave analysis of four different levels of
significant wave height Hs over a peak period interval. The waves are applied to both a
linear and a nonlinear system. The maximum stress range Δσ0,sc, fatigue life Lsc, as well
as the ratios of nonlinear stress range to linear stress range and nonlinear to linear fatigue
life are given. SN curve C2 is used. The critical point is the top point at the middle of a
member perpendicular to the wave direction. The tables are related to the discussion in
Section 9.4.

Table G.14 to G.17 are results for irregular wave analysis of four different levels of
peak period over a significant wave height interval. The waves are applied to both a linear
and a nonlinear system. The maximum stress range Δσ0,sc, fatigue life Lsc, as well as the
ratios of nonlinear stress range to linear stress range and nonlinear to linear fatigue life are
given. SN curve C2 is used. The critical point is the top point at the middle of a member
perpendicular to the wave direction. The tables are related to the discussion in Section 9.5.
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Tables

H
Href

50% 75% 100% 125% 150% 175%

B

H [m] 0.50 0.75 1.0 1.25 1.4∗

Δz 0% 0% −2% −15% −23%

Δz,r 3% 7% 19% 38% 42%

C

H [m] 1.00 1.50 2.00 2.50 3.00 3.50

Δz 1% 1% 3% −12% −26% −37%

Δz,r 3% 8% 43% 125% 143% 148%

D

H [m] 1.50 2.25 3.00 3.75 4.50 5.25

Δz 0% 1% 5% −11% −26% −36%

Δz,r 3% 8% 48% 204% 234% 247%

Hmax

H [m] 2.85 4.28 5.70 7.13 8.55 9.98

Δz 0% −9% −31% −45% −54% −60%

Δz,r 13% 181% 249% 268% 275% 281%

Table G.1: Mid point, perpendicular cylinder, nonlinear analysis. Comparison of results
from Table 7.3 with the corresponding linear results.
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H
Href

50% 75% 100% 125% 150% 175%

B

H 0.50 0.75 1.00 1.25 1.40*

Δz 3% 6% 1% −9% −15%

Δz,r 0% 0% 0% −1% −2%

My −5% −13% −25% −30% −34%

Pitch 3% 6% 10% 4% −5%

C

H 1.00 1.50 2.00 2.50 3.00 3.50

Δz 1% −17% −24% −18% −20% −28%

Δz,r −4% −9% −10% −11% −13% −14%

My −22% −49% −59% −64% −69% −73%

Pitch 142% 81% 43% 14% −72% 12%

D

H 1.50 2.25 3.00 3.75 4.5 5.25

Δz 33% 63% 50% 31% −1% −23%

Δz,r −17% 4% 42% 65% 82% 88%

My −40% −58% −70% −79% −84% −85%

Pitch 5% −13% −21% −32% −33% −40%

Hmax

H 2.85 4.28 5.70 7.13 8.55 9.98

Δz 14% −2% −33% −52% −57% −63%

Δz,r 40% 158% 214% 200% 230% 233%

My −43% −66% −73% −80% −82% −84%

Pitch −15% −41% −46% −59% −62% −67%

Table G.2: Mid point, parallel cylinder, nonlinear analysis. Comparison of results from
Table 7.8 with the corresponding linear results.
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Tables

H
Href

50% 75% 100% 125% 150% 175%

B

H 0.50 0.75 1.0 1.25 1.4∗

Δz 2% 6% 9% 1% −8%

Δz,r 2% 4% 7% 5% 1%

C

H 1.00 1.50 2.00 2.50 3.00 3.50

Δz 18% 25% 11% −4% −19% −31%

Δz,r 12% 21% 13% 4% −4% −10%

D

H 1.50 2.25 3.00 3.75 4.50 5.25

Δz 12% 3% −21% −32% −38% −44%

Δz,r 19% 46% 34% 24% 24% 20%

Hmax

H 2.85 4.28 5.70 7.13 8.55 9.98

Δz 2% −26% −41% −52% −59% −64%

Δz,r 44% 57% 64% 61% 57% 54%

Table G.3: End point, parallel cylinder, nonlinear analysis. Comparison of results from
Table 7.9 with the corresponding linear results.
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TRW H
Href

25% 50% 75% 100% 125% 150% 175%

B

H 0.25 0.50 0.75 1.00 1.25 1.40*

Δz 1 2 5 6 -4 -13

Δz,r 1 5 15 30 48 57

Mb -2 -4 -8 -15 -23 -29

Mtot -2 -3 -4 -7 -12 -15

C

H 0.50 1.00 1.50 2.00 2.50 3.00 3.50

Δz 2 9 15 11 -10 -20 -37

Δz,r 1 11 25 63 108 141 130

Mb -4 -14 -21 -37 -44 -46 -54

Mtot -3 -13 -18 -35 -37 -40 -49

D

H 0.75 1.50 2.25 3.00 3.75 4.50 5.25

Δz 1 7 6 -8 -21 -26 -41

Δz,r 2 17 86 97 95 111 92

Mb -6 -35 -48 -54 -62 -55 -63

Mtot -6 -34 -48 -53 -60 -53 -60

Hmax

H 1.43 2.85 4.28 5.70 7.13 8.55 9.98

Δz 1 2 -23 -40 -51 -55 -63

Δz,r 6 80 118 130 130 128 126

Mb -9 -32 -45 -61 -66 -70 -73

Mtot -9 -33 -45 -59 -63 -66 -67

Table G.4: BCS, midpoint of perpendicular member. Comparison of results from Table
7.15 with the corresponding linear results.
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Tables

TRW H
Href

25% 50% 75% 100% 125% 150% 175%

B

H 0.25 0.50 0.75 1.00 1.25 1.40*

Δz 1 4 13 19 10 0

Δz,r 0 0 1 -2 -13 -21

Mt -8 -12 -26 -38 -37 -32

Mb -2 -4 -9 -15 -23 -30

Mtot -1 -4 -9 -15 -23 -30

θ 1 5 17 30 15 -3

C

H 0.50 1.00 1.50 2.00 2.50 3.00 3.50

Δz 4 27 42 25 2 -9 -27

Δz,r 1 7 9 -2 -16 -20 -30

Mt -4 -24 -45 -54 -56 -58 -64

Mb -6 -29 -42 -48 -55 -59 -67

Mtot -6 -28 -42 -48 -55 -58 -66

θ 3 19 33 26 -9 -24 -41

D

H 0.75 1.50 2.25 3.00 3.75 4.50 5.25

Δz 55 234 582 889 967 423 263

Δz,r 1 2 -13 -8 1 16 7

Mt 1 -2 -5 -31 -49 -57 -61

Mb -7 -38 -59 -65 -72 -65 -69

Mtot -6 -38 -59 -65 -72 -65 -69

θ 0 4 6 -3 -9 -15 -33

Hmax

H 1.43 2.85 4.28 5.70 7.13 8.55 9.98

Δz 1 19 3 -35 -51 -57 -66

Δz,r 2 0 69 101 109 128 113

Mt 4 27 6 7 -19 -33 -43

Mb -9 -46 -60 -71 -77 -79 -826

Mtot -8 -46 -59 -70 -76 -77 -80

θ 1 -10 -29 -39 -50 -55 -63

Table G.5: BCS, midpoint of parallel member. Comparison of results from Table 7.16 with
the corresponding linear results.
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Linear (L) Nonlinear (NL)

T Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

1.80 28.2 23 27.2 27 97 119

1.87 10.3 3639 9.9 4341 97 119

1.90 16.3 371 16.5 343 102 93

1.96 28.2 25 27.5 28 97 114

2.00 24.5 50 23.3 65 95 128

2.07 10.3 4028 9.9 4930 96 122

2.10 13.8 923 13.7 967 99 105

2.19 27.7 30 27.2 33 98 109

2.20 27.8 30 27.2 33 98 111

2.30 16.0 493 15.5 575 97 117

2.34 10.4 4335 10.2 4668 99 108

2.40 14.4 881 14.0 1008 97 114

2.50 26.2 46 25.7 50 98 109

2.53 27.3 37 26.7 42 98 111

2.60 25.7 52 25.1 59 98 112

2.70 16.4 510 16.0 574 98 113

2.77 10.4 5131 10.2 5737 98 112

2.80 9.9 6600 9.6 7499 97 114

Table G.6: Stress range Δσ0,sc and fatigue life time Lsc for regular waves with H = 0.4 m
and T = 1.8− 2.8 s. SN curve C2 is used. The critical point is the top point at the middle
of a member perpendicular to the wave direction.
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Tables

Linear (L) Nonlinear (NL)

T Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

2.40 25.1 54 23.7 72 94 134

2.50 45.8 3 43.0 4 94 137

2.53 47.7 2 45.0 3 94 134

2.60 44.9 3 41.0 5 91 158

2.70 28.7 31 26.5 46 92 149

2.77 18.2 313 17.1 423 94 135

2.80 17.3 402 16.4 525 95 131

2.90 29.0 31 26.7 48 92 152

3.00 41.5 5 38.4 8 93 147

3.10 47.4 3 44.0 4 93 144

3.20 46.5 3 43.0 5 93 148

Table G.7: Stress range Δσ0,sc and fatigue life time Lsc for regular waves with H = 0.7 m
and T = 2.4− 3.2 s. SN curve C2 is used. The critical point is the top point at the middle
of a member perpendicular to the wave direction.

Linear (L) Nonlinear (NL)

T Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

2.80 24.7 68 22.2 115 90 170

2.90 41.5 5.3 35.1 12 85 230

3.00 59.3 0.9 49.6 2.2 84 244

3.10 67.7 0.5 56.5 1.2 83 247

3.20 66.4 0.6 54.7 1.5 82 264

3.30 58.3 1.1 48.4 2.8 83 254

3.40 46.3 3.6 39.2 8.2 85 231

3.50 33.8 18 30.3 31 89 174

Table G.8: Stress range Δσ0,sc and fatigue life time Lsc for regular waves with H = 1.0 m
and T = 2.8− 3.5 s. SN curve C2 is used. The critical point is the top point at the middle
of a member perpendicular to the wave direction.
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Linear (L) Nonlinear (NL)

T Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

3.20 86.4 0.1 55.7 1.3 65 893

3.30 75.8 0.3 47.3 3.1 62 1050

3.40 60.2 1.0 41.5 6.2 69 644

3.50 44.0 4.7 33.8 18 77 371

3.58 34.4 17 29.3 37 85 225

3.60 32.8 21 28.5 43 87 200

3.70 32.6 23 31.6 26 97 117

3.80 41.7 6.7 37.7 11 90 166

Table G.9: Maximum stress range Δσ0,sc and fatigue life time Lsc for regular waves with
H = 1.3 m and T = 3.2 s − 3.8 s. SN curve C2 is used. The critical point is the top point
at the middle of a member perpendicular to the wave direction.
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Tables

Linear (L) Nonlinear (NL)

Tp Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

1.80 44 60.1 41 80.3 94 134

1.87 47 60.2 42 79.8 89 133

1.90 45 71.8 43 80.0 96 111

1.96 46 80.1 44 99.1 96 124

2.00 49 69.8 43 92.8 87 133

2.07 44 85.1 44 103.0 100 121

2.10 41 89.1 39 125.8 95 141

2.19 43 89.7 40 110.9 92 124

2.20 42 111.8 45 116.8 106 104

2.30 47 112.0 42 125.5 88 112

2.34 44 131.0 41 138.3 93 106

2.40 45 117.6 41 138.0 90 117

2.50 44 123.9 41 138.0 91 111

2.53 41 142.0 38 144.4 93 102

2.60 42 134.6 37 166.1 90 123

2.70 40 162.0 41 174.9 105 108

2.77 39 187.0 35 237.0 90 127

2.80 45 170.0 39 245.3 87 144

Table G.10: Maximum stress range Δσ0,sc and fatigue life time Lsc for irregular waves with
Hs = 0.4 m and Tp = 1.8 s− 2.8 s. SN curve C2 is used. The critical point is the top point
at the middle of a member perpendicular to the wave direction.
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Linear (L) Nonlinear (NL)

Tp Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

2.40 81 6.9 66 9.4 82 136

2.50 69 8.3 65 10.6 95 127

2.53 73 7.5 64 12.0 88 160

2.60 69 8.5 65 11.1 95 131

2.70 66 11.5 59 13.7 89 119

2.77 67 11.0 63 15.5 94 141

2.80 72 11.4 67 16.1 93 141

2.90 68 11.5 67 14.9 98 130

3.00 75 11.2 66 15.9 87 142

3.10 73 10.6 61 16.3 84 154

3.20 75 11.0 59 17.7 79 161

Table G.11: Maximum stress range Δσ0,sc and fatigue life time Lsc for irregular waves with
Hs = 0.7 m and Tp = 2.4 s− 3.2 s. SN curve C2 is used. The critical point is the top point
at the middle of a member perpendicular to the wave direction.

Linear (L) Nonlinear (NL)

Tp Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

2.80 100 1.9 77 3.7 77 191

2.90 98 2.0 77 4.2 79 208

3.00 98 2.0 78 3.9 80 190

3.10 101 1.6 76 4.0 75 253

3.20 106 1.5 76 4.3 72 281

3.30 94 2.5 74 5.1 79 204

3.40 87 2.6 77 5.9 89 225

3.50 100 2.7 79 6.4 79 237

Table G.12: Maximum stress range Δσ0,sc and fatigue life time Lsc for irregular waves with
Hs = 1.0 m and Tp = 2.8 s− 3.5 s. SN curve C2 is used. The critical point is the top point
at the middle of a member perpendicular to the wave direction.
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Tables

Linear (L) Nonlinear (NL)

Tp Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

3.20 140 0.46 91 1.8 65 399

3.30 135 0.54 93 1.9 69 343

3.40 113 0.65 90 2.2 80 338

3.50 114 0.92 85 2.4 75 260

3.58 120 0.93 85 3.1 71 330

3.60 129 0.81 88 2.8 69 341

3.70 113 1.0 89 3.2 79 304

3.80 115 1.1 87 3.1 76 288

Table G.13: Maximum stress range Δσ0,sc and fatigue life time Lsc for irregular waves with
Hs = 1.3 m and Tp = 3.2 s− 3.8 s. SN curve C2 is used. The critical point is the top point
at the middle of a member perpendicular to the wave direction.

Linear (L) Nonlinear (NL)

Hs Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

0.2 21 4441 20 4217 96 95

0.3 28 543 31 515 108 95

0.4 45 118 43 138 97 117

0.5 52 38 48 47 92 125

0.6 62 17 58 20 93 121

0.7 81 7 66 9 82 136

Table G.14: Maximum stress range Δσ0,sc and fatigue life time Lsc for irregular waves with
Tp = 2.4 s and Hs = 0.2 m−0.7 m. SN curve C2 is used. The critical point is the top point
at the middle of a member perpendicular to the wave direction.
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Linear (L) Nonlinear (NL)

Hs Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

0.4 45 170 39 245 87 144

0.5 46 70 45 76 96 109

0.6 63 22 54 32 85 143

0.7 72 11 67 16 93 141

0.8 79 5 66 9 84 174

0.9 90 3 71 6 79 179

1.0 100 2 77 4 77 191

Table G.15: Maximum stress range Δσ0,sc and fatigue life time Lsc for irregular waves with
Tp = 2.8s and Hs = 0.4m− 1.0m. SN curve C2 is used. The critical point is the top point
at the middle of a member perpendicular to the wave direction.

Linear (L) Nonlinear (NL)

Hs Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

0.7 75 11 59 18 79 161

0.8 80 7 67 10 84 145

0.9 82 4 77 7 94 184

1.0 106 2 76 4 72 281

1.1 120 1 90 3 75 237

1.2 119 1 85 2 71 250

1.3 140 0 91 2 65 399

Table G.16: Maximum stress range Δσ0,sc and fatigue life time Lsc for irregular waves with
Tp = 3.2s and Hs = 0.7m− 1.3m. SN curve C2 is used. The critical point is the top point
at the middle of a member perpendicular to the wave direction.
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Tables

Linear (L) Nonlinear (NL)

Hs Δσ0,sc Lsc Δσ0,sc Lsc
Δσ0,sc,NL

Δσ0,sc,L

Lsc,NL

Lsc,L

[s] [MPa] [year] [MPa] [year] [%] [%]

1.0 100 2.7 79 6.4 79 237

1.1 98 2.0 88 4.4 90 223

1.2 103 1.3 84 3.2 82 248

1.3 114 0.9 85 2.4 75 260

1.4 125 0.6 85 2.1 68 364

1.5 141 0.4 90 1.7 64 424

1.6 150 0.3 89 1.4 59 488

Table G.17: Maximum stress range Δσ0,sc and fatigue life time Lsc for irregular waves with
Tp = 3.5s and Hs = 0.7m− 1.3m. SN curve C2 is used. The critical point is the top point
at the middle of a member perpendicular to the wave direction.
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