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SAMMENDRAG: 
 
De elastiske egenskapene til bløtt vev kan estimeres ved å indusere lokale forskyvninger og 
skjærbølger. Vi har laget en plan tøynings FEM-modell for å simulere en stiv elastisk svulst inne i 
et bløtt vev. Det bløte vevet er påført en bølgeindusert impulslast. Vi har brukt et vev-
etterlignende  materiale for å representere de viskoelastiske materialegenskapene til bløtt vev, og 
kalibrert en Maxwell-modell ut i fra eksperimentelle data. Bølgelasten som genereres av en 
fokusert ultralydprobe ble beregnet i en ultralydsimulering. En gaussisk funksjon ble tilpasset 
lastfordelingen fra simuleringen og implementert i FEM-modellen som en impulslast.  
 
Fra FEM-simuleringene kunne vi se at den påførte impulslasten induserte lokale aksielle 
forskyvninger i fokalpunktet, som videre dannet en skjærbølge som forflyttet seg vekk fra 
fokalpunktet. Basert på den tidsavhengige forskyvningen i fokalpunktet og 
skjærbølgepropagasjonen gjennom det heterogene vevet, så har vi undersøkt tre forskjellige 
metoder for å estimere den elastiske stivheten: (i) ved å bruke skjærbølgehastigheten; (ii) ved å 
betrakte skjærbølgerefleksjonene fra svulsten; (iii) ved å måle tiden det tar før vi oppnår maksimal 
forskyvning i fokalpunktet. 
 
Skjærbølgehastigheten ble eksakt gjengitt i det bløte vevet, men skjærbølgehastigheten i svulsten 
var avhengig av størrelsen og formen til svulsten, noe som resulterte i upålitelige estimater av 
stivheten til svulsten. Skjærbølgerefleksjonene fra svulsten var kompliserte, og refleksjonsfaktoren 
var avhengig av formen til svulsten. Vi må vite stivheten til det bløte vevet på forhånd, for å kunne 
bestemme stivheten til svulsten. Ved å måle tiden før maksimal forskyvning inntraff, så vi at 
denne tiden var relatert til stivheten. Vesentlige problemer ved denne metoden er at den var 
avhengig av varigheten på impulslasten, at den bare kan brukes for en perfekt Gaussisk 
ultralydbølge og at det kan være vanskelig å observere når maksimalforskyvningen inntreffer, på 
grunn av begrensede målefrekvenser på ultralydproben.  
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Abstract

The elastic stiffness properties of soft tissues can be estimated by the use of locally induced
displacements and shear waves. In this work, we have made a two-dimensional plane strain
finite element model to simulate a soft tissue with a stiffer elastic inclusion. The soft tissue
was subjected to an acoustic radiation force impulse. The elastic inclusion represents
a potential tumor within the healthy tissue. We have used a tissue-mimicking gel-agar
phantom to represent the viscoelastic material properties of soft tissue and calibrated a
three-element Maxwell model based on stress relaxation data from an experiment carried
out on the gel-agar phantom. The calibrated Maxwell model was verified in a finite element
simulation of the stress relaxation test. The acoustic radiation force generated by a focused
linear array transducer was determined from an ultrasound pressure field simulation. A
three-element Gaussian function was fitted to the resulting acoustic radiation force field
and implemented as a body force in the finite element model.

From the finite element analyses of the soft tissue with an inclusion, we found that the
applied body force induced a local axial displacement in the focal region, which gave
rise to a shear wave propagating away from the region of excitation. Based on the time
dependent axial displacement profile in the focal region and the shear wave propagation
through the heterogeneous tissue, we have examined three different ways of estimating the
elastic stiffness: (i) using the shear wave speeds; (ii) using shear wave reflection factor
values; (iii) using the time to peak displacement in the focal region.

We found that the shear wave speed was accurately (< 0.15 % deviance) represented in
the soft tissue and could be used to estimate the elastic stiffness in this region. However,
the shear wave speed in the tumor was dependent upon the size and shape of the tumor,
which resulted in unreliable stiffness estimates. The shear wave reflections from the tumor
were rather complex and the reflection factor was highly dependent upon the shape of the
tumor. Also, we must know the elastic stiffness value of the healthy tissue in advance, since
the shear wave reflection only provides information about the relative stiffness difference
between the healthy tissue and the tumor. Thus, this method may be used to locate an
inclusion, but cannot be used to quantify the stiffness of neither the surrounding tissue
nor the inclusion. The time to peak displacement was inversely related to the stiffness and
independent of the load magnitude, which is favorable for medical imaging application.
However, the time to peak displacement was dependent upon the impulse time of the
applied load and can only be directly related to the elastic stiffness for a perfectly Gaussian
ultrasound beam. Also, limitations of the pulse repetition frequency can make it difficult
to detect the peak displacement.

The results in this thesis indicate that stiffness estimation methods based on shear wave
speed measurements are most reliable.
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1 Introduction

Soft tissues consist mainly of water and the remaining part is made up of cellular structures.
The material properties of soft tissues are consequently quite similar to those of water, in
terms of mass density and incompressibility. Water has no resistance to shear deformations,
which means that it has no shear stiffness. As opposed to water, soft tissues are able
to withstand some shear deformation because the cellular structures give rise to shear
stiffness. A tumor has significantly higher shear stiffness than the surrounding healthy
tissue [2]. Consequently, the relative stiffness difference between a healthy tissue and a
tumor can be used to detect tumors within the soft tissue.

Manual palpation has been used to qualitatively determine the elasticity of soft tissues
and to detect tumors within the healthy tissue for centuries and is still used in physical
examinations [3]. However, this technique suffers from several limitations. Firstly, it is
only possible to detect inclusions that are quite large in size, have significantly larger
stiffness than the surrounding tissue and are located close to the skin surface [3]. Secondly,
it is a subjective measurement and provides only qualitative elasticity data [3].

Elastography, also referred to as elasticity imaging, is a non-invasive imaging technique that
can be used to assess the elastic stiffness properties of tissue [4, 5]. There are many different
types of elastography procedures and the differences between them relies on whether the
applied loading is static or dynamic, the loading is applied externally or internally and
how the displacements in the tissue are measured [3, 5]. Static elastography is based on
externally applied compressive forces and cannot provide quantitative information due to
the unknown stresses in the tissue. Dynamic elastography uses externally or internally
applied dynamic forces and can be used to extract quantitative information regarding
tissue elasticity. In general, elastography can be performed with MRI, CT and ultrasound.
However, due to the simple instrumentation and the low cost, ultrasound elastography
procedures are usually the preferred choice [6].

There are several types of ultrasound elastography methods and many are beyond the
scope of this thesis. However, dynamic methods such as Vibro-Acoustography (VA) [3],
Shear Wave Elasticity Imaging (SWEI) [3, 7], Acoustic Radiation Force Impulse (ARFI)
imaging [3, 8] and Supersonic Shear Imaging (SSI) [9, 10] are all based on the use of
radiation force to induce local displacements and shear waves within the tissue. The
radiation force is generated by a transfer of momentum from the ultrasound waves to
the tissue, arising from reflection and absorption of the waves. The elastic stiffness of a
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2 CHAPTER 1. INTRODUCTION

soft tissue can be estimated based on the local displacements and shear wave propagation
within the tissue.

A malignant tumor is in general stiffer than a benign tumor [2]. Even though ultrasound
elastography is widely used to detect inclusions within a healthy tissue, biopsy is the
current method to determine whether a tumor is malignant or benign [11]. Since biopsy
is both an expensive and a painful process, it is desirable to accurately determine the
stiffness of a detected inclusion with ultrasound elastography. The accuracy of ultrasound
elastography methods can be examined by the use of Finite Element Method (FEM)
simulations.

The purpose of the work conducted in this thesis is to examine different stiffness estimation
methods and to account for the reliability of these methods by the use of Finite Element
Analysis (FEA). The work is inspired by Palmeri et al. [12] and Lee et al. [5]. Palmeri
et al. used the FEM to study the dynamic mechanical response of an elastic spherical
inclusion subjected to an impulsive acoustic radiation force excitation by considering
the displacement magnitude, Time to Peak (TTP) displacement and recovery time. Lee
et al. used FEM simulations to analyze shear wave propagation through a viscoelastic
tissue-mimicking phantom with a stiffer cylindrical inclusion, and compared the resulting
shear waves with experimental data.

In the present work, we have examined whether shear wave speed, shear wave reflections
from the tumor boundary and TTP displacement in the focal point can be used to estimate
the elastic stiffness of a soft tissue and an inclusion within the tissue. We have also
discussed the reliability of these methods. The use of TTP displacement to determine
the stiffness of tissue was suggested by Sarvazyan et al. [7]. In order to study these
methods, we made a two-dimensional plane strain FEM model of a soft tissue with a
tumor inside. We applied an Acoustic Radiation Force (ARF) impulse to induce a local
axial displacement and a shear wave in the soft tissue. The ARF was determined from
an ultrasound pressure field simulation of a focused linear array transducer using the
ultrasound simulation tool FOCUS [13]. We used a tissue-mimicking gel-agar phantom to
represent the soft tissue. The material properties of the gel-agar phantom were determined
from a stress relaxation test carried out at Ghent University in collaboration with Institut
Langevin in Paris [14]. They have also provided us with experimental shear wave speed
data from an SSI experiment on the same gel-agar phantom.

The axial displacement and the shear wave propagation in the FEM simulations were
used to calculate the numerical shear wave speed in the soft tissue and the tumor, the
numerical shear wave reflection factor and the TTP displacement in the focal point. The
numerical shear wave speeds and shear wave reflection factors have further been compared
to analytical values for verification of the estimation method. We have also compared
the numerical shear wave speed in the soft tissue with the experimental shear wave speed
data.

Chapter 2 covers relevant theory of ultrasound, linear elastic and linear viscoelastic
materials, waves in unbounded linear elastic and linear viscoelastic materials, plane
shear wave reflection and FEM.
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Chapter 3 deals with the calibration of a generalized Maxwell viscoelastic material model
based on stress relaxation data of a tissue-mimicking gel-agar phantom provided by
Ghent University. This resulted in a three-element Maxwell model. In order to verify
the calibrated material model, we made an additional FEM model that replicated
the experimental setup from the stress relaxation test.

Chapter 4 treats the simulation of the 2D ultrasound pressure field arising from a focused
linear array transducer. We used a continuous wave excitation of the transducer
elements and found the corresponding time independent pressure field. The pressure
field was further used to determine the ARF field. The simulation was performed in
FOCUS [13].

Chapter 5 deals with the FEM simulations used to examine the different stiffness esti-
mation methods. We modeled a two-dimensional plane strain model to represent the
cross-section along the ultrasound imaging axis in a soft tissue infected by a tumor.
We used the three-element Maxwell model from Chapter 3 to represent the soft
tissue material properties. The ARF found in Chapter 4 was applied as a body force
for a short time, in order to generate an impulse load. We were able to induce a
local axial displacement in the vicinity of the ultrasound focal point, which resulted
in a shear wave propagating away from the Region of Excitation (ROE).

Chapter 6 contains concluding remarks about the results we obtained in the preceding
chapters and highlights the most important findings in our work.

Chapter 7 points out possible improvements of the work that is carried out and gives
suggestions for further work.





2 Theory

This chapter will cover relevant background theory for the work carried out in this thesis.
The theory serves as an introduction to important concepts regarding ultrasound and wave
propagation in soft tissues. This is essential in order to understand the models that are
analyzed and discussed later on. Some background theory on the Finite Element Method
is also included.

2.1 Ultrasound in Medical Imaging

The theory regarded in this chapter is adapted from [3], [7], [15] and [16]. Ultrasonic
imaging can provide information about the mechanical properties of soft tissue and can
be used to visualize potential tumors within the tissue. Ultrasonic imaging is based upon
the use of an ultrasound transducer to generate pressure waves in the tissue, referred to as
ultrasound waves. The ultrasonic images are made from echoes owing to reflection and
scattering of the ultrasound waves as they encounter boundaries between materials with
different acoustic impedance. The acoustic impedance is given as

Z = ρcl (2.1)

where ρ is the density and cl is the longitudinal velocity of the material.

In order to determine the elastic material properties, we must excite the tissue, detect the
displacements and then process the information to produce the images. The excitation
of the tissue can be done by either mechanical forces or radiation forces and can result
in either static or dynamic tissue displacements. We will focus on the use of Acoustic
Radiation Force (ARF) and dynamic tissue displacements that generate shear waves in
the tissue. The displacements generated by the excitation can be detected in several ways,
such as using the Doppler effect or the pulse-echo method. We will consider the pulse-echo
method, only. The last task is to display the received information as images in terms of
the spatial distribution of displacements, strains, stresses, shear waves or stiffness.

5
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2.1.1 Ultrasound Wave Propagation

One cycle of an ultrasound wave contains a zone of compression followed by a zone of
rarefaction, as illustrated in Figure 2.1. The compression zones of the ultrasound wave
are referred to as the wave fronts. If the ultrasound source is large compared to the wave
length of the ultrasound wave (λ), the wave fronts are represented by straight lines. These
waves are referred to as plane waves. However, if the ultrasound wave originates from a
point source, the wave fronts are represented by spheres. These waves are referred to as
spherical waves. A plane wave and a spherical wave are shown in Figure 2.1. Both the
plane wave and the spherical wave propagate in the normal direction of the wave front.

Plane wave Spherical wave

CR

Figure 2.1: A source with large dimensions generates plane waves. A source with small
dimensions generates spherical waves. C and R denotes zone of compression and zone of
rarefaction, respectively.

As the ultrasound wave propagates through the tissue, it will be affected by reflections and
scattering. Reflection is an orderly deflection of the ultrasound beam and occurs when
the ultrasound beam encounters an obstacle which is much greater than the ultrasound
wavelength. The ultrasound wave retains its integrity as it changes direction. In addition
to the reflected part, some part of the ultrasound beam will be transmitted through the
material. Refraction refers to the directional change of the ultrasound beam as it crosses
the boundary between two materials with different sound speed. This means that the
transmitted wave propagates at a different angle than the incident wave. Reflection and
refraction are shown in Figure 2.2. Based on the acoustic impedance of the two materials
(ZA and ZB), the incident angle (θ) and the refraction angle (β) we can determine the
amplitude of the reflected wave and the transmitted wave as

R =
ZBcosθ − ZAcosβ
ZBcosθ + ZAcosβ

and T =
2ZBcosθ

ZBcosθ + ZAcosβ
(2.2)

R and T are called the reflection factor and the transmission factor, respectively. Scattering
is a less orderly deflection of the ultrasound beam which occurs as the size of the obstacle
becomes less than or comparable to the ultrasound wavelength. The ultrasound wave will
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be reflected in many different directions and loses its integrity when scattering occurs.
Reflection and scattering of ultrasound waves are of great importance because they form
the basis of ultrasound imaging. Both reflection and scattering are illustrated in Figure
2.2.

θ

βZA

ZB

Reflection

Incident

Reflected

Scattering

Incident

Refracted

Figure 2.2: Reflection and scattering of an incident ultrasound wave.

Attenuation refers to any mechanism that removes energy from the ultrasound beam
and converts it to energy of another form. The greatest contribution to attenuation is
absorption, which is conversion of wave motion energy into heat. Relaxation processes are
believed to be the main reason for absorption. Relaxation refers to the time it takes for a
particle to return to its original position after being displaced to a new position by the
ultrasound wave. Other contributions to attenuation are reflection, refraction, scattering,
interference and diffraction. Because of attenuation, the amplitude of the ultrasound wave
decreases as it propagates through the tissue. The attenuation coefficient α is dependent
upon both frequency of the ultrasound wave and the distance the wave has travelled.
This means that we can image tissue at different depths by changing the frequency of the
ultrasound waves. High frequency ultrasound waves are more heavily attenuated than low
frequency ultrasound waves. Hence, low frequencies must be used to image the tissue far
from the skin surface, while higher frequencies can be used to image the tissue closer to
the skin surface. Usually, the frequency range for medical ultrasound imaging is 2-20 MHz.
A common value for the attenuation coefficient in soft tissue is α ≈ 0.7 dB

cmMHz .

2.1.2 Ultrasound Transducer

An ultrasound transducer is a device that converts mechanical vibrations into electrical
signals or electrical signals into mechanical vibrations by the use of piezoelectric elements.
Applying a pressure to the piezoelectric (PE) elements develops a voltage across opposite
surfaces which can be converted into electrical signals. Hence, this effect can be used to
detect reflected ultrasound waves in the tissue. Similarly, we can apply a voltage that
causes the crystals in the PE elements to deform. This effect can be used to induce
ultrasound waves in the tissue we wish to image.

Modern transducers are made up from several PE elements in an array, as illustrated in
Figure 2.3 where the transducer is seen from above. The gap in between the different PE
elements is called kerf, while the distance between the centers of neighboring elements is
called pitch. The axial direction of a transducer is the imaging direction perpendicular to
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the transducer surface. The direction along the transducer surface is the lateral direction.
The axial and lateral direction spans a 2D-plane which defines the imaging plane. The
direction perpendicular to the imaging plane is called the elevation direction. The arrays
may consist of several elements in the elevation direction, which is referred to as either
1.5D arrays or 2D arrays. A 1D array has only one element in the elevation direction.

Axial direction

Lateral direction
Kerf Pitch

Transducer

Piezoelectric element

Figure 2.3: Illustration of a linear array transducer seen from above. Kerf is the distance
between the PE elements and pitch is the center distance between the PE elements.

A linear array transducer consists of a 1D array and can excite the PE elements in groups.
Each group excitation results in a scan line and the groups can be excited sequentially, in
order to produce multiple scan lines. The time between sequential excitations is called the
pulse repetition time. Hence, the rate of excitations is called Pulse Repetition Frequency
(PRF) and is an important parameter in order to obtain sufficient frame rates in the
images. The ultrasound images are made up from backscattered information in each scan
line.

When the PE elements are excited they generate pressure waves that propagate into the
tissue. The transducer is made from many small PE elements. Hence, we regard the
transducer as a collection of point sources. Each PE element corresponds to a point source
that radiates spherical waves into the tissue. The wave fronts from different PE elements
may intersect and cause interference. With constructive interference, the wave fronts
reinforce one another and the total amplitude at the region of intersection is the sum
of the amplitudes contributed from each wave front. Destructive interference refers to a
region where a wave front intersects a zone of rarefaction. When many PE elements are
excited simultaneously, we get many regions of constructive and destructive interference
in the tissue. This is illustrated in Figure 2.4. The interference is most noticeable close
to the transducer and diminishes farther from the transducer. The region closest to
the transducer is called the near field (Fresnel zone) while the region farther from the
transducer is called the far field (Fraunhofer zone).

The ultrasound beam resulting from exciting the PE elements may have a lateral beam
profile corresponding to Figure 2.5. The 6-dB response width corresponds to the lateral
width where the normalized pressure ( PP0

) is equal to 0.5. This means that everywhere
inside the 6-dB margin
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Figure 2.4: Pressure waves originating from the PE elements. Wave fronts from different
elements creates constructive interference while wave fronts and zones of rarefactions creates
destructive interference.

P

P0
≥ 0.5 (2.3)

As the PE elements vibrate, they also generate transversal wave modes. These wave
modes result in beams called side lobes, which have much less intensity than the main
ultrasound beam, referred to as the main lobe. The side lobes are illustrated in Figure 2.5.
Side lobes are not desirable in medical imaging, because we want to be certain that the
received echoes arise from a target along the centerline. Echoes from a side lobe will give
false information about the tissue and disturb the image. A common way to eliminate
side lobes is to apply more voltage to the transducer elements in the center than to the
elements on the edge, which causes the intensity to decrease gradually from the center to
the edge. This is called apodization.

Normalized pressure

1

6-dB response width

0.5

Lateral distance

0 = Transducer center

Sidelobe

Main lobe

Figure 2.5: Illustration of a possible ultrasound beam profile in the lateral direction. The
figure indicates the 6-dB response margin and two side lobes originating from vibrations of the
transducer.

The ultrasound beam can be focused due to diffraction focusing and geometric focusing.
Diffraction focusing is a natural focusing process that occurs because of diffraction effects
in the ultrasound field. Diffraction focusing causes the ultrasound beam to converge
in the axial direction, which means that the beam is narrower at some distance from
the transducer than at the transducer surface. Diffraction focusing occurs regardless of
other focusing processes. Figure 2.6 shows an unfocused transducer affected by diffraction
focusing. The near field corresponds to the ultrasound field closest to the transducer surface
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where diffraction effects are prominent, which cause an oscillating pressure amplitude. In
the far field, the wave fronts from the PE elements have formed a plane wave and the
pressure amplitude decreases at a fixed rate.

Centerline

6-dB response margin

Near field Far field

Diffraction focusing
T

ra
n

sd
u

ce
r

6-dB response margin

Unfocused transducer

Figure 2.6: An unfocused linear array transducer experiencing diffraction focusing. The near
field and far field are indicated. The figure was adapted from [16].

Diffraction focusing is not sufficient for medical imaging applications. Hence, we usually
apply geometric focusing. A geometric focused ultrasound transducer can heighten the
intensity by more than 100 times in the focal zone compared to outside the focal zone. This
means that received signals from a reflecting object within the focal region are much larger
and consequently easier to detect. The ultrasound beam may be focused using lenses,
curved transducer elements and electronic delays of the transducer elements. Henceforth,
we consider the electronic delay method. If the PE elements close to the center of the
transducer are most delayed, the spherical waves will interfere and create a focal point
along the centerline. The total focus of the ultrasound transducer will be a combination
of diffraction and geometric focusing. A focused transducer is shown in Figure 2.7. The
F-number (F#) is an important dimensionless parameter that describes the beam shape
of a focused ultrasound transducer. It is defined as

F# =
LF
DA

(2.4)

where LF is the axial distance to the focal point and DA is the size of the transducer
aperture. F# is usually on the range 1 ≤ F# ≤ 2 for medical applications. In Figure 2.7,
DF refers to the beam width at the focal point.

2.1.3 Acoustic Radiation Force

An Acoustic Radiation Force (ARF) is generated based on the attenuation of the ultrasound
wave. As the ultrasound wave gets absorbed or reflected by the tissue, momentum is
transferred from the wave to the tissue. This momentum transfer induces a force in the
direction of the wave propagation. If an amount α of the ultrasound wave is absorbed or
reflected, this induces an ARF of magnitude
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LF

DA DF

Focused transducer

6-dB response margin

6-dB response margin

Figure 2.7: A geometric focused linear array transducer. LF refers to the focal depth, DA to
the transducer aperture size and DF to the ultrasound beam width at the focal point. The figure
was adapted from [16].

|F | = 2αI

c
(2.5)

in the direction of the wave propagation. Here, α [ dB
mMHz ] is the attenuation coefficient,

I [ W
m2 ] is the temporal average intensity and c [m

s ] is the sound of speed in the tissue. I
may be found from the pressure field as

I =
P 2

2ρc
(2.6)

where P represents the root-mean square pressure.

Based on the ARF, we are able to induce shear waves locally inside the tissue by the use
of a focused ultrasound transducer. The transducer generates a short-duration ultrasound
beam, referred to as a pushing pulse. The pushing pulse displaces the tissue as it propagates.
After the pushing pulse has passed some region in the tissue, this region will restore the
elastic energy and move towards its original position. The tissue is displaced more
extensively inside the focal region than outside the focal region, due to the high ultrasound
intensity in the focal region. This generates local displacements in the proximity of the
focal region. Since the tissue outside the focal region is initially undisturbed, shear stresses
develop in the region between the displaced and the undisturbed tissue. With time, the
deformations and shear stresses propagate outward from the focal region as shear waves.
The use of ARF to induce shear waves locally in the tissue is illustrated in Figure 2.8.

The induced shear waves can be detected using the same excitation transducer or additional
ultrasound transducers. Information regarding the shear wave propagation can further be
used to determine the elastic properties of tissue. For instance, the shear stiffness of the
tissue can be estimated based on shear wave speed using Equation 2.66. The relations
between elastic material parameters and wave speeds are discussed in detail in Chapter
2.4.1 and 2.4.2.
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Shear waves

Soft tissue

Transducer
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Figure 2.8: Illustration of how an ultrasound transducer can be used to generate an ARF in the
soft tissue. The ARF induces shear waves that can be used to determine the stiffness properties
of the soft tissue.

2.1.4 Pulse-Echo Imaging

Pulse-echo imaging is a standard method for generation of ultrasound images from
backscattered information. The PE elements in the ultrasound transducer are excited, in
order to produce a pushing pulse that propagates into the tissue. If the pushing pulse
experiences a change in acoustic impedance, some part of the pulse will be reflected and
another transmitted through the boundary between the two materials. This is illustrated in
Figure 2.9 where I indicates the incident wave, R the reflected wave and T the transmitted
wave. The reflected part and the transmitted part can be determined from Equation 2.2.
The reflection wave may be detected by the transducer. Further, the distance from the
transducer surface to the reflecting object can be calculated as

d =
ct

2
(2.7)

t refers to the time from the pressure pulse was initiated until the reflection reached back
to the transducer surface, while c is the wave speed of the material. When we receive
information from many reflected pressure pulses, we are able to determine the shape of
any inhomogeneities.
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Figure 2.9: Illustration of the pulse-echo imaging method. I indicates the incident wave, R the
reflected wave and T the transmitted wave. The figure was adapted from [16].

2.2 Elastic Materials

The theory presented in this chapter is adapted from [17]. If a material is reversible and
path independent, it is said to be an elastic material. This means that a deformed body
recovers to its initial configuration when the forces causing the deformation is removed
and that there is a unique relation between stresses and strains in the body. Further, we
can define the material as hyperelastic if there exists an elastic potential function such that

U0 = U0(εij)⇒ σij =
∂U0

∂εij
(2.8)

where U0 denotes the potential energy function. Most materials are considered hyperelastic,
and in the case of soft tissues we can assume that the hyperelastic material definition is
appropriate.

2.2.1 Linear Elastic Materials

An elastic material is said to be linear elastic if the stress-strain relation is linear. A linear
elastic material can be described using the generalized Hooke’s law on tensor form

σij = Cijklεkl (2.9)

where Cijkl is a fourth order tensor governing the elastic material constants and has
81 components. σij and εkl are the second order stress and strain tensors, respectively.
Due to static equilibrium of an infinitesimal material element, the stress tensor becomes
symmetric. Using the Green strain tensor and assuming infinitesimal strains, we arrive at
the following expression for strains in the body

εij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
=

1

2
(ui,j + uj,i) (2.10)
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where ui (uj) denotes the displacement in the direction of the coordinate axis xi (xj).
From Equation 2.10 we see that the strain tensor is symmetric. Since both the stresses
and strains are symmetric, the elastic tensor Cijkl has 36 independent coefficients.

σij = σji ⇒ Cijkl = Cjikl (2.11)

εkl = εlk ⇒ Cijkl = Cijlk (2.12)

The symmetries indicated in Equations 2.11 and 2.12 are referred to as the minor symme-
tries. By considering the stress-strain relation using the elastic potential function U0, we
find that

σij =
∂U0

∂εij
= Cijklεkl (2.13)

If we differentiate σij with respect to εkl, we can write

Cijkl =
∂2U0

∂εij∂εkl
=

∂2U0

∂εkl∂εij
= Cklij (2.14)

This symmetry is referred to as the major symmetry of the elastic tensor and the number
of independent elastic coefficients is now reduced to 21. If we further assume the material
to be isotropic, we can describe the elastic coefficients using only two material constants.
Introducing the Lamè elastic constants λ and µ, we may write the elastic coefficients as

Cijkl = λδijδkl + µ(δikδjl + δilδjk) (2.15)

Inserting this into Equation 2.9, we get

σij = λεkk + 2µεij (2.16)

The relation between the Lamè constants and the well-known Young’s modulus (E) and
the Poisson’s ratio (ν) is given by

µ = G =
E

2(1 + ν)
(2.17)

λ =
νE

(1 + ν)(1− 2ν)
(2.18)

We can now write the relation between strains and stresses as

εij = − ν
E
σkkδij +

1 + ν

E
σij (2.19)
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and by inverting this expression we get the a relation between stresses and strains on the
form

σij =
Eν

(1 + ν)(1− 2ν)
εkkδij +

E

1 + ν
εij (2.20)

It is clearly seen that the number of unknown elastic coefficients is now reduced to two,
namely E and ν. The stress and strain tensor can be decomposed into deviatoric and
dilatational contributions. For the stress tensor, the decomposition reads

σij = σ′ij +
1

3
σkkδij = σ′ij + σHδij (2.21)

whereas the strain decomposition reads

εij = ε′ij +
1

3
εkkδij = ε′ij +

1

3
εvδij (2.22)

From this we can further define relation between deviatoric stresses and strains and the
dilatational stress and strain as

σ′ij = 2Gε′ij and σH = Kεv (2.23)

where the constants

G =
E

2(1 + ν)
and K =

E

3(1− 2ν)
(2.24)

can be derived by inserting Equation 2.21 into Equation 2.19, or alternatively Equation
2.22 into Equation 2.20. The hydrostatic stress (σH) and the volumetric strain (εv)
represents the isotropic part of the stress and strain tensor, respectively. The deviatoric
stress (σ′ij) and strain tensor (ε′ij) represents states of stress and strain with zero dilatation,
which means that the volume is preserved. This decomposition becomes important when
we introduce a viscoelastic material definition because the time dependent response is
assumed to be governed by the deviatoric stress.

In order for the potential energy function (U0) to be a positive definite function of the
strains, the elastic coefficients must be given by the following conditions

E > 0 and − 1 < ν < 0.5 (2.25)

A Poisson’s ratio of 0.5 corresponds to an incompressible material. Soft tissues are nearly
incompressible and have Poisson’s ratio values close to 0.5.

For linear isotropic elastic materials, we are able to determine the material properties (E
and ν) from uniaxial material testing. The initial length of the specimen (L0) must be
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measured, along with the load (F ) and the current length (L) during the test. If we further
assume that the Poisson’s ratio of the material is known in advance, the elastic modulus is
the only parameter left to determine. If the deformations are of considerable magnitude,
we must account for the change in cross-sectional area and length by relating stress and
strain to the current configuration. Assuming that the material remains isotropic and
linear elastic during deformation and that the total volume of the specimen is preserved,
we can use the Cauchy stress measure (σt) and the logarithmic strain measure (εl) to
calculate E from

E =
σt
εl

=
F
A

ln( LL0
)

=
FL

A0L0ln(1 + ε)
(2.26)

A0 and A are the initial and current area, respectively. ε denotes the engineering strain
measure, which is given by ε = ∆L

L0
where ∆L is the change in length during deformation.

We have assumed that AL = A0L0 in the derivation of Equation 2.26 due to volume
preservation.

2.3 Viscoelastic Materials

The theory presented in this chapter is adapted from [17]. The elastic properties of soft
tissues can change depending on the rate of loading and deformation, which means that
soft tissues are rate dependent. Also, for a given constant load or deformation, we may
experience creep or stress relaxation which means that the elastic properties of soft tissues
are time dependent even when the rate of loading or deformation is zero. This rate-
and time dependence is caused by internal friction, such as friction between cells in the
soft tissue. In order to capture the rate- and time dependent response of the soft tissue,
we need to include viscoelastic material properties. In general, the viscoelastic relation
between stresses and strains can be nonlinear. However, we limit the discussion to linear
viscoelasticity.

2.3.1 Linear Viscoelastic Materials

In the case of a linear viscoelastic material, the relation between state-of-stress and state-
of-strain in the material is linear. Rheological models can be used to describe viscoelastic
materials. The mechanical elements used in a viscoelastic rheological model are linear
springs and viscous dashpots, which are shown in Figures 2.10(a) and 2.10(b).

The stress-strain relation for the two rheological elements can be written as

σ = Eε (2.27)

σ = ηε̇ (2.28)
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ε

σ σ

E

(a) Linear spring element.

η

ε

σ σ

(b) Linear viscous dashpot element.

Figure 2.10: This figure shows the rheological elements used to describe a viscoelastic material.

where Equations 2.27 and 2.28 refer to the linear elastic spring and the linear viscous
dashpot, respectively. Here, E is the spring constant governing the stiffness of the spring
and η is the viscosity constant governing the resistance in the dashpot. By combining the
rheological elements in various ways, we are able to establish different material models.

2.3.2 The Maxwell Model

The Maxwell model is a combination of a linear spring in series with a linear viscous dashpot,
as shown in Figure 2.11. The differential equation governing the uniaxial (one-dimensional)
stress-strain relation of the Maxwell model can be written

σ̇

E
+
σ

η
= ε̇ (2.29)

The strain is decomposed into elastic and inelastic terms according to Figure 2.11(a), such
that the total strain and strain rate can be written

ε = εe + εi ⇒ ε̇ = ε̇e + ε̇i (2.30)

The elastic and inelastic strain contributions can be expressed as

ε̇e =
σ̇

E
and ε̇i =

σ

η
(2.31)

since the stress (σ) is the same in both the spring and the dashpot. From this we see that
the model is capable of both describing stress relaxation (ε̇ = 0) and creep (σ̇ = 0). The
expressions for stress relaxation and creep can be found as

σ(t) = Eε0e
− t
τ (2.32)

ε(t) =
σ0

E
+
σ0

η
t =

σ0

E

(
1 +

t

τ

)
(2.33)
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where τ = η
E is the relaxation time. In an elastic material, all energy is stored as strain

energy during deformation. This is not the case for a viscoelastic material. While the
elastic contribution is stored as strain energy, the viscous contribution related to the
dashpots of the model is dissipated as heat.

Considering the viscoelastic material without limiting the theory to a uniaxial case, the
rheological model can be set up according to Figure 2.11(b). We can write the strain
decomposition as

εij = εeij + εiij (2.34)

and the strain rate decomposition as

˙εij = ε̇eij + ε̇iij (2.35)

E η
σ σ

(a) Rheological model of the uniaxial Maxwell
viscoelastic material model.

2G 2η
σ′ij σ′ij

(b) Rheological model of the 3D Maxwell vis-
coelastic material model.

Figure 2.11: This figure describes the rheological Maxwell model in both the uniaxial case and
the full three-dimensional case.

Further, we assume that the volumetric response is purely elastic such that it is only the
deviatoric response that leads to dissipation. Hence, the rate and time dependent response
of the material is governed by the deviatoric response and we may write the total stress as

σij(t) = σ′ij(t) + σHδij (2.36)

From Equation 2.23 we get the following expressions for the elastic strains

ε′eij =
1

2G
σ′ij and εv =

σH
K

(2.37)

In order to include the dissipative effects, we must account for the inelastic strain rate
governed by the viscous dashpot

ε̇iij = ε̇′iij =
1

2η
σ′ij (2.38)

Hence, the total strain rate is given by

ε̇ij = ε̇′ij = ε̇′eij + ε̇′iij =
1

2G
σ̇′ij +

1

2η
σ′ij (2.39)
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The stress relaxation and creep response is found in a similar manner as for the one-
dimensional case. The stress relaxation is expressed as

σ′ij(t) = 2Gε′0ije
− t
τ (2.40)

while the creep strain is expressed as

ε′ij(t) =
1

2G
σ′0ij

(
1 +

t

τ

)
(2.41)

where ε′0ij and σ′0ij are the constant deviatoric strain and deviatoric stress, respectively. The
constant τ = η

G is the relaxation time, as for the one-dimensional case, but it is governed
by the shear stiffness (G) rather than Young’s modulus (E).

2.3.3 Generalized Maxwell Model

A generalized Maxwell model is a combination of several Maxwell elements and a spring in
parallel. The viscoelastic response of soft tissues is dependent upon the frequency of the
loading. Hence, it is important to include Maxwell elements that can account for both the
high-frequency response and the low-frequency response. A general higher-order Maxwell
model is illustrated in Figure 2.12, where N denotes the number of Maxwell elements used
in the model. We note that a generalized Maxwell model will be included in the Finite
Element Method (FEM) model in Chapter 5. Thus, a brief discussion of the generalized
Maxwell model is appropriate.

2η1

2ηN
σ′ij σ′ij

2G1

2GN

2G∞

Figure 2.12: Rheological model of a generalized Maxwell material model. N is the total number
of Maxwell elements used in the model.

Since the elements are connected in parallel, the strain is equal in all of the elements, and
the total deviatoric stress σ′ij(t) of the model is a sum of the individual deviatoric stresses

from the elements σ
′(n)
ij (t) such that
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σ′ij = σ
′(∞)
ij +

N∑
n=1

σ
′(n)
ij (2.42)

The individual deviatoric stress terms can be written on the form

σ
′(∞)
ij = 2G∞ε

′
ij (2.43)

σ
′(n)
ij = 2Gnε

′
ij = 2ηnε̇

′
ij (2.44)

As given in Lee et al. [5], this result can be expressed as a convolution integral on the form

σ′ij(t) =

t∫
0

2G(t− τ)
dε′ij
dτ

dτ (2.45)

The shear modulus G(t) can further be defined in terms of a prony series

G(t) = G∞ +

N∑
n=1

Gne
− t
τn (2.46)

and the integral in Equation 2.45 can be written

σ′ij(t) = 2G0

t∫
0

g(t− τ)
dε′ij
dτ

dτ (2.47)

where G0 is the instantaneous shear modulus given as

G0 = G∞ +
N∑
n=1

Gn (2.48)

From Figure 2.12 we may readily verify that this indeed will be the stiffness when time
approaches zero, since the dashpots has not yet had the time to dissipate any energy.
g(t) is the relaxation function, which is defined as the ratio between G(t) and G0 and
consequently given by the prony series expression

g(t) = 1−
N∑
n=1

gn

(
1− e−

t
τn

)
(2.49)

where τn = ηn
Gn

and gn = Gn
G0

are two constants governing the relaxation response. The
prony series in Equation 2.49 is important for the numerical implementation because
Abaqus calculates the stresses based on the integral Equation 2.47.
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2.4 Wave Propagation

Wave propagation is a direct result of a mediums ability to transmit localized disturbance
to other parts of the medium. This phenomena can be discovered both for fluids and
solids, but we limit the discussion to wave propagation in solid materials. The material
is considered in a continuous manner, such that the theory of continuum mechanics is
applicable and material properties are regarded as continuous functions of microscopic
quantities.

In solid materials, we can experience two distinct types of wave behavior. The first is
related to compressive and tensile stress, and will cause particles to move in the direction of
the wave motion. These waves will affect the volume of the body and are called volumetric
or dilatational waves. The second is due to the fact that the solid is able to transmit shear
disturbance, which causes particles to move transverse to the wave motion. These waves
will not affect the volume, hence they are volume preserving. The latter form of wave
propagation is called shear or distortional waves.

2.4.1 Waves in Linear Elastic Solids

In the general case, a localized disturbance in an infinitely large body will cause deformation
waves that propagate outward in all three dimensions with the velocity c. The governing
differential equation for wave propagation in an unbounded, three-dimensional, isotropic,
linear elastic solid can be derived from the Cauchy equation and the Hookean elasticity
relations. The theory presented is adapted from [18] and [19]. The Cauchy equation
represents the balance of momentum and can be written

O · [σ] + ρ{b} = ρ{ü} ⇔ σij,j + ρbi = ρüi (2.50)

where bi are the body forces. Using the stress-strain relations for Hookean materials given
in Section 2.2 in Equation 2.16, the infinitesimal strain definition from Equation 2.10 and
neglecting body forces we arrive at the Navier equation

(λ+ µ)
∂2uj
∂xi∂xj

+ µ
∂2ui
∂xj2

= ρ
∂2ui
∂t2

(2.51)

Writing this on shorthand notation, we get

(λ+ µ)uj,ij + µui,jj = ρüi (2.52)

Now, we introduce the differential operator, the displacement vector and the Laplacian
operator
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∇ =


∂
∂x1
∂
∂x2
∂
∂x3

 , {u} =


u1

u2

u3

 and ∇2 =
∂2

∂x2
1

+
∂2

∂x2
2

+
∂2

∂x2
3

(2.53)

such that we can write Equation 2.51 as

(λ+ µ)∇∇ · {u}+ µ∇2{u} = ρ
∂2{u}
∂t2

(2.54)

The Laplacian of the displacement field can alternatively be written

∇2{u} = ∇∇ · {u} − ∇×∇× {u} (2.55)

and introducing this into Equation 2.54 then gives

(λ+ 2µ)∇∇ · {u} − µ∇×∇× {u} = ρ
∂2{u}
∂t2

(2.56)

which can be rewritten in terms of a Helmholtz decomposition of the displacement vector

{u} = ∇ψ +∇× {W} (2.57)

where ψ and {W} are scalar and vector potentials, respectively. Substituting this expres-
sion into Equation 2.56 and using that

∇ · ∇ψ = ∇2ψ, ∇×∇×∇ψ = 0 and ∇ · ∇ × {W} = 0 (2.58)

we find that

∇
[
(λ+ 2µ)∇2ψ − ρ∂

2ψ

∂t2

]
︸ ︷︷ ︸

Dilatation

+∇×
[
µ∇2{W} − ρ∂

2{W}
∂t2

]
︸ ︷︷ ︸

Distortion

= 0 (2.59)

In order for this relation to hold, both the dilatation term and the distortion term must
equal zero, which leads to two differential equations governing wave propagation in isotropic
elastic materials

(λ+ 2µ)∇2ψ = ρ
∂2ψ

∂t2
⇒ ∇2ψ =

ρ

λ+ 2µ

∂2ψ

∂t2
(2.60)

µ∇2{W} = ρ
∂2{W}
∂t2

⇒ ∇2{W} =
ρ

µ

∂2{W}
∂t2

(2.61)
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Equations 2.60 and 2.61 are wave equations which can be written on the familiar form

∇2ψ =
1

c2l

∂2ψ

∂t2
(2.62)

∇2{W} =
1

c2t

∂2{W}
∂t2

(2.63)

where we recognize the expressions for the longitudinal wave velocity (cl) and the transversal
wave velocity (ct) as

cl =

√
λ+ 2µ

ρ
and ct =

√
µ

ρ
(2.64)

Using Equations 2.17 and 2.18 we can express the two wave velocities in Equation 2.64
with the more familiar elastic constants E, G and ν

cl =

√
E(1− ν)

ρ(1 + ν)(1− 2ν)
(2.65)

and

ct =

√
G

ρ
=

√
E

2ρ(1 + ν)
(2.66)

These two expressions can be used to determine the analytical wave speed in an unbounded
isotropic linear elastic material. The ratio between transversal and longitudinal wave
speed can further be written

ct
cl

=

√
1− 2ν√

2(1− ν)
(2.67)

From this we see that for materials having Poisson’s ratio in the range of 0 ≤ ν < 0.5 the
transversal wave speed is always smaller than the longitudinal wave speed. This is shown
in Figure 2.13. We can also see that the ratio is more sensitive to a change in Poisson’s
ratio and decreases rapidly towards zero as the Poisson’s ratio is in the vicinity of 0.5.
This is because cl increases rapidly towards infinity as ν → 0.5, while ct is not greatly
affected by changes in Poisson’s ratio and remains fairly constant.
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Figure 2.13: Plot illustrating the ratio ct
cl

for 0 ≤ ν ≤ 0.5. The ratio is very sensitive to
Poisson’s ratio as the material is nearly incompressible.

2.4.2 Waves in Linear Viscoelastic Materials

We will now move from the linear elastic material and over to the linear viscoelastic
material. The material is assumed isotropic and infinitely large, such that the influence
from material boundaries is of no importance. The theory presented in this chapter is
adapted from [20] and [21].

The general constitutive equation for an isotropic linear viscoelastic material may be
written as a convolution integral on the form

σij(t) =

t∫
0

[
2G(t− τ)ε̇′ij(τ) +K(t− τ)ε̇kk(τ)δij

]
dτ (2.68)

where the K(t) is the time dependent bulk modulus, G(t) is the time dependent shear
modulus, ε̇′ij is the deviatoric strain rate w.r.t τ and ε̇kk is the volumetric strain rate
w.r.t τ . However, as mentioned in Chapter 2.3.2, we often assume that the inelastic
behavior is governed by the deviatoric response. Hence, the bulk modulus is commonly
approximated as the linear elastic bulk modulus (K), which is independent of time. We
note that the shear stiffness (G(t)) includes both elastic stiffness from springs and the
dissipation governed by viscous dashpots, referring to the rheological elements described
in Chapter 2.3.1.

A region defined by a closed surface S is in motion, while the medium outside of S remains
undisturbed. The region inside S is denoted R−, while the region outside S is R+. The
surface S describes the wave front and is a function of time, S(t). The side of the surface
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facing the region R− is denoted S−, and the side facing the region R+ is denoted S+.
This is shown in Figure 2.14(a).

R−

R+

{u} = {0}

S(t)

{n}

{u({r}, t)}

S+

S−

{r}

(a) Illustration of the wave surface S(t) representing
the wave front. The regions inside (R−) and outside
(R+) the wave front, the sides of the wave front facing
the inner region (S−) and the outer region (S+) are
shown on the figure. {n} represents a unit normal
vector to the wave front.

{y}

{r}
{n}

z{n}

S−

S+

(b) Illustration of the wave front prop-
agation. {y} is the position vector and
{n} is the normal vector. {r} repre-
sents a position in the material.

Figure 2.14: Illustration of wave propagation in a viscoelastic material. The wave surface and
an arbitrary position in the material are given.

We assume small displacements and deformations and that both displacements and
velocities are continuous functions. Furthermore, we assume that the displacements and
velocities satisfy boundary conditions on the form

{u({r}, t)} = {0} and {u̇({r}, t)} = {0} in R+ and on S− (2.69)

The wave front propagation through the medium can be described with a Cartesian
coordinate system, as shown in Figure 2.14(b). The position vector {y(q, t)} is introduced
to represent an arbitrary curve on the wave front S where q is a curve parameter. The
wave velocity c is the velocity of the wave front in the normal direction and is written

c = ni(q, t)
∂yi(q, t)

∂t
(2.70)

Further, we let z denote a coordinate along the direction of the wave propagation. An
arbitrary position in the material {r} can then be written as

{r} = {y}+ z{n} ⇔ ri(q, t, z) = yi(q, t) + zni(q, t) (2.71)
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Hence, the unit normal vector can be found by differentiating the new position vector

ni =
∂ri
∂z

(2.72)

The partial derivatives of a field function f({r, t) can then calculated as

f,z =
∂f

∂z
=
∂f

∂ri

∂ri
∂z

= f,i ni and f,zz =
∂2f

∂ri∂rj

∂ri
∂z

∂rj
∂z

= f,ij ninj (2.73)

Since the field function is a function of both {r(q, t, z)} and time itself, the time derivative
of f will have two terms according to the chain rule

f,t |q,z = f,t +f,i
∂ri
∂t

(2.74)

If we further assume that the field function is a level function, which means that it is
constant on the wave front for any time t, the partial derivatives of f,i represent a normal
vector to the wave front. This is explained in Chapter 2.4 in [20]. Thus, we can write

f({r}, t) = f0 on S for arbitrary t ⇒ f,i = f,z ni on S (2.75)

Using Equations 2.70 and 2.75 we obtain

f,i
∂yi
∂t

= f,z ni
∂yi
∂t

= f,z c = cf,i ni (2.76)

We use Equations 2.74 and 2.76 to express a differential equation on the form

f,t +cf,z = 0 on S (2.77)

We can now use the results from Equation 2.75 and 2.77 and apply it to {u} and {u̇}. We
also use the boundary conditions from Equation 2.69 to obtain the following conditions

{u({r}, t)} = {0} on S− ⇒ {u},i = {u},z ni; ˙{u}+ c{u},i ni = {0} on S− (2.78)

{u̇({r}, t)} = {0} on S− ⇒ {u̇},i = {u̇},z ni; ¨{u}+ c ˙{u},i ni = {0} on S− (2.79)

These relations imply that

{u},z = {0} ⇒ {u̇},z +c{u},zz = {0} on S− (2.80)

which further gives the result
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{ü} = c2{u},zz and {u̇},i = −c{u},zz ni on S− (2.81)

Finally, we write the kinematic conditions at the wave front as

{ü} = c2{a} and {u̇},i = −c{a}ni on S− (2.82)

where {a} = {u},zz = {u},ij ninj is the amplitude of the wave front. We may now write

{u},ij = {a}ninj (2.83)

The reader is referred to Chapter 9.5.3 in [20] for a more detailed derivation of the
kinematic conditions. In order to obtain expressions for the wave velocities in a linear
viscoelastic material, we use conservation of linear momentum. For convenience, we write
the Cauchy equation once more neglecting the body forces

σij,j = ρüi (2.84)

Further, we consider the constitutive equation for the linear viscoelastic material given
in Equation 2.68 and take into account that the displacements are dependent upon the
position {r}. Hence, the strains are also dependent upon the position in addition to time
{ε({r}, t)}. Integrating Equation 2.68 by parts gives

σij(t) =
[
2G(t− τ)ε′ij({r}, τ) +K(t− τ)εv({r}, τ)

]t
0
−

t∫
0

[
2dG(t− τ)

dτ
ε′ij({r}, τ) +

dK(t− τ)

dτ
εv({r}, τ)δij

]
dτ (2.85)

If we further use the substitution

s = t− τ ⇒ dτ = −ds (2.86)

we can write the derivatives of G and K as

dG(t− τ)

dτ
= −dG(s)

ds
and

dK(t− τ)

dτ
= −dK(s)

ds
(2.87)

The upper and lower integration limits change according to

s(0) = t and s(t) = 0 (2.88)
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The stress can then be written as

σij(t) = 2G0ε
′
ij({r}, t) +K0εv({r}, t)δij +

t∫
0

[
2
dG(s)

ds
ε′ij({r}, t− s) +

dK(s)

ds
εv({r}, t− s)δij

]
ds (2.89)

where G0 is the instantaneous shear modulus and K0 is the instantaneous bulk modulus.
Since the wave front is moving, the material at position {r} will only be subjected to
deformation for a time ∆t. ∆t represents the time from when the wave front reaches {r}
to the present time, t. Hence, we can rewrite Equation 2.89 by letting t = ∆t in the upper
integration limit

σij(t) = 2G0ε
′
ij({r}, t) +K0εv({r}, t)δij +

∆t∫
0

[
2
dG(s)

ds
ε′ij({r}, t− s) +

dK(s)

ds
εv({r}, t− s)δij

]
ds (2.90)

We will now include the infinitesimal strain from Equation 2.10, the kinematic conditions
from Equation 2.82, Equation 2.83, the strain decomposition from Equation 2.22, let
∆t→ 0 and {r} → {y}. With reference to [20], we may find the divergence of the stress
tensor as

σij,j = G0ui,jj +

[
K0 +

1

3
G0

]
uj,ij = G0ai +

[
K0 +

1

3
G0

]
ajninj on S− (2.91)

which further gives the Cauchy equation as

G0ai +

[
K0 +

1

3
G0

]
ajninj = ρc2ai on S− (2.92)

The scalar product and vector product of Equation 2.92 then leads to the following
expressions for the longitudinal velocity and the shear velocity

[
K0 +

4

3
G0 − ρc2

]
aini = 0⇒ cl =

√
K0 + 4

3G0

ρ
(2.93)

[
G0 − ρc2

]
εijkainjek = 0⇒ ct =

√
G0

ρ
(2.94)
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where we have used that nini = 1 for the scalar product, εijk is the permutation symbol
(Levi-Civita tensor) and that εijkninj = 0 for the vector product. Note the similarities
between the expressions for elastic wave velocities and viscoelastic wave velocities.

2.5 Plane Shear Wave Reflection

Reflection occurs in the boundary between two materials with different impedance. A
tumor has different elastic properties than the surrounding soft tissue and this will cause
wave reflections at the boundary between the healthy tissue and the tumor. Hence, it is
necessary to understand the theory governing wave reflections. In this chapter we cover
the theory of plane shear wave reflection.

In the subsequent equations ct is denoted c, x1 is denoted x and u2 denoted u. The
following is adapted from [18] where the reflection of a longitudinal wave is considered.
We have used a similar approach to derive the reflection factor in the case of a shear wave.

The wave equation for the shear wave has a general solution on the form

u = Aei(kx−ωt) +Be−i(kx+ωt) (2.95)

where the first term represents a forward propagating shear wave, and the second term
represents a backward propagating shear wave. The displacement function for the forward
propagating incident shear wave moving towards the reflection surface is written

uI = AIe
i(kax−ωt) (2.96)

Here, it is used that

kj =
ω

cj
for j = a, b (2.97)

where the super-indices denote the material (a or b). As shown in Figure 2.15, the
incident shear wave splits into two parts when moving into the material boundary; one
that transmits through and into the material b, and one that reflects back into material a.

This results in the following equations for the reflected shear wave and the transmitted
shear wave

uR = ARe
−i(kax+ωt) (2.98)

uT = AT e
i(kbx−ωt) (2.99)

Superposition gives the entire displacement field as
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x

uTuRuI

Ea, νa, ρa Eb, νb, ρb

Figure 2.15: A forward propagating incident shear wave (uI) encounters a change in material
properties. As a result of the different material properties some part of the shear wave reflects
(uR) while the rest transmits into the neighboring material (uT ).

ua = uaI + uaR = AIe
i(kax−ωt) +ARe

−i(kax+ωt) (2.100)

ub = ubT = AT e
i(kbx−ωt) (2.101)

Using Hooke’s law, the shear stress can be written

σ12 = 2Gε12 (2.102)

We can write the shear strain ε12 as

ε12 =
1

2
(
∂u2

∂x1
+
∂u1

∂x2
) =

1

2

∂u2

∂x1
=

1

2

∂u

∂x
(2.103)

since u1 = 0. The shear stress may now be written

σ12 = σ =
∂u

∂x
G (2.104)

If we differentiate u in both materials, we get

∂u

∂x

a

= iAIk
aei(k

ax−ωt) − iARkae−i(k
ax+ωt) (2.105)

∂u

∂x

b

= iAT k
bei(k

bx−ωt) (2.106)

which further gives

σa = Ga(iAIk
aei(k

ax−ωt) − iARkae−i(k
ax+ωt)) (2.107)

σb = GbiAT k
bei(k

bx−ωt) (2.108)



2.5. PLANE SHEAR WAVE REFLECTION 31

We require that the transversal displacements and the shear stresses are continuous, also
at the boundary between the different materials defined as x = 0 in Figure 2.15. Hence,
the following boundary conditions must apply

ua(x = 0) = ub(x = 0) (2.109)

σa(x = 0) = σb(x = 0) (2.110)

By substituting Equations 2.100 and 2.101 into Equation 2.109 we get

AIe
−iωt +ARe

−iωt = AT e
−iωt ⇒ AI +AR = AT (2.111)

Further, by substituting Equations 2.107 and 2.108 into Equation 2.110 we get

Ga(iAIk
a − iARka)e−iωt = GbiAT k

be−iωt ⇒ Gaka(AI −AR) = GbkbAT (2.112)

If we combine Equations 2.111 and 2.112, we can solve for AR and AT

AR =
Gaka −Gakb

Gaka +Gbkb
AI (2.113)

AT =
2Gaka

Gaka +Gbkb
AI (2.114)

By imposing both Equations 2.66 and 2.97, this may alternatively be written

AR =

√
Gaρa −

√
Gbρb

√
Gaρa +

√
Gbρb

AI (2.115)

AT =
2
√
Gaρa

√
Gaρa +

√
Gbρb

AI (2.116)

The next step is to introduce AR and AT into the Equations 2.107 and 2.108, in order to
obtain

σR = −iARkaei(k
ax−ωt)Ga (2.117)

σI = iAIk
aei(k

ax−ωt)Ga (2.118)

Finally, we may readily define the reflection factor as the ratio between the reflected stress
wave and the initial stress wave at the material boundary, which gives
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R =
σR(x = 0)

σI(x = 0)
=

√
Gbρb −

√
Gaρa

√
Gaρa +

√
Gbρb

(2.119)

By introducing E and ν, and assuming that ρ and ν is constant we get

R =

√
Eb −

√
Ea

√
Ea +

√
Eb

(2.120)

We note that the same result can be obtained using the expressions regarding reflected
displacement and initial displacement, Equations 2.98 and 2.96 respectively.

2.6 Finite Element Analysis

The Finite Element Method (FEM) is a numerical approach to solve field problems and can
be employed in calculation of structural response for both static and dynamic problems.
It is extensively used in both industry and academy and is applicable for the problem at
hand. We will emphasize the use for dynamic mechanical problems in this report, but
some basic principles of the FEM approach is presented for clarity. The theory presented
in this section is adapted from [22].

2.6.1 Overview

In the FEM, the governing mathematical model is spatially discretized by many finite
elements. The displacement field ({u}) in each element is described by interpolation
functions ([N]) and nodal displacement values ({d}) from

{u} = [N]{d} (2.121)

In the case of small deformations, the strains can further be found from Equation 2.10 as

{ε} = [∂]{u} = [∂][N]{d} = [B]{d} (2.122)

where [B] is the so-called strain-displacement matrix. For a linear elastic material, we
may readily calculate the stresses from Hookes law

{σ} = [C]{ε} (2.123)

where [C] is the elasticity matrix. The relation between external forces on the nodes
{rext} and nodal displacements {d} are given by
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[k]{d} = {rext} (2.124)

where [k] is the element stiffness matrix. When establishing the element matrices in the
element equation system, integration over the volume of the elements is performed. From
the principle of virtual displacements, the stiffness matrix in linear elastic FEM reads out

[k] =

∫
V

[B]T [C][B]dV (2.125)

We refer to [22] for a derivation of the stiffness matrix expression. The numerical integration
of Equation 2.125 is performed using Gauss quadrature rule. Full integration refers to a
quadrature rule that is able to exactly integrate all stiffness coefficients kij of an undistorted
element. This may lead to an overstiff response due to the assumed displacement fields.
Reduced integration implies that a quadrature rule of less than full order is used. In addition
to reduce the computational time, this may also increase the accuracy of the computed
FEA results because the underintegration partly compensates for the overstiffness of the
assumed displacement fields. However, reduced integration may introduce spurious modes.
A remedy for this is to enable hourglass control in the FEM simulation.

2.6.2 Dynamic Equilibrium Equation

Direct integration uses step-by-step integration in time, without rewriting the equilibrium
equations. Using a finite element approach, the equation of motion can be written

[M]{D̈}n + [C]{Ḋ}n + {Rint}n = {Rext}n (2.126)

where [M] and [C] are the mass and damping matrices, respectively, and {D̈} and {Ḋ}
represents nodal accelerations and velocities. {Rint} represents the internal forces, which
in the case of linear FEM is governed by the stiffness and nodal displacements and can be
written

{Rint} = [K]{D}n (2.127)

Equation 2.126 represents the dynamic equilibrium in step n. Discretization of the
differential equation is carried out using finite difference approximations of the time
derivatives.

The direct integration methods calculate conditions at time step n+1 from Equation 2.126,
a difference scheme and known conditions at preceding time steps. The algorithms used
are either implicit or explicit, but we will limit the discussion to an explicit method since
this is preferred for wave propagation problems. The explicit method uses only historical
information to calculate the response in time step n+ 1. Hence, it is only conditionally
stable and the time steps must be kept small in order to achieve stability. An explicit
difference scheme is presented in the subsequent chapter.
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2.6.3 Abaqus/Explicit

The Abaqus/Explicit package [21] uses a half-step central difference method to solve
Equation 2.126. The velocities and accelerations are approximated by the equations

{Ḋ}n− 1
2

=
1

∆t
({D}n − {D}n−1) (2.128)

{Ḋ}n+ 1
2

=
1

∆t
({D}n+1 − {D}n) (2.129)

{D̈}n =
1

∆t2
({D}n+1 − 2{D}n + {D}n−1) (2.130)

The equation of motion 2.126 is rewritten with velocity lagging half a time step

[M]{D̈}n + [C]{Ḋ}n− 1
2

+ {Rint}n = {Rext}n (2.131)

By combining the above expressions we arrive at

1

∆t2
[M]{D}n+1 = {Rext}n − {Rint}n +

1

∆t2
[M]

(
{D}n + ∆t{Ḋ}n− 1

2

)
− [C]{Ḋ}n− 1

2

(2.132)

which may readily be solved for the nodal displacements {D}n+1.

The central difference method utilizes lumped mass matrices, which means that there
is no need to calculate [M]−1. Hence, we only need to solve N independent equations
corresponding to the N degrees of freedom in the model, which can be seen from Equation
2.132. Thus, this method is computationally efficient. However, the time increments must
be kept very small in order to obtain a stable solution. This means that we need a large
number of time steps in the analysis. It can be shown [22] that the stability limit is given
by the expression

∆t ≤ 2

ωmax
(2.133)

where ωmax is the highest natural frequency of the structure. We should also take into
account the effects of damping. Damping can be introduced both as material damping
and numerical damping, and the latter will be present in nearly any analysis. The stability
limit will be reduced as the damping is increased according to

∆t ≤ 2

ωmax
(
√

1 + ξ2
max − ξmax) (2.134)
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where ξmax denotes the damping ratio of the highest frequency mode. In the explicit FEA
we can approximate this stability limit, and introduce a critical time step which defines
the upper bound for applicable time step values

∆tcr ≈
Lmin
e

cl
(2.135)

Lmine is the size of the smallest element in the model and cl is the longitudinal (dilatational)
wave speed, which is given by Equation 2.65. The interpretation of this approximation is
that information cannot be able to travel across more than one element during a single
time step. This must be true, since the deformation cannot occur at a greater speed than
the speed of the wave which carries the information regarding the deformation. A way to
measure the time step is the Courant number. This is defined as the ratio between the
applied time step and the critical time step

Cn =
∆t

∆tcr
= cl

∆t

Lmin
e

(2.136)

For the half-step central difference scheme, we must ensure that the Courant number is
smaller than unity. Otherwise, the computations become unstable and eventually fail.
This is also referred to as the CFL-condition. However, Cn should also be kept close to
unity, in order to obtain accuracy.

Abaqus/Explicit offers two different ways of choosing the time step. We can use fixed time
incrementation or automatic time incrementation. The fixed time incrementation method
uses time increments of a predefined value during the entire step. This requires the user to
have knowledge about the critical time step, and how this is related to both the element
size and the size of the chosen time increment. The time increment will not change during
the time step. The automatic time incrementation requires no intervention from the user
and is in most cases the preferred method. It can be based on either element-by-element
estimation or global estimation of the time step. The element-by-element estimation
calculates the critical time step based on current the dilatational wave speed (cl) in each
element. The global estimation on the other hand, estimates the highest natural frequency
(ωmax) for the entire model based on the current dilatational wave speed. The global time
increment estimator is the default method in Abaqus. The time increments may change
during a time step, which makes it easier to keep Cn close to unity for all time increments.

2.6.4 Infinite Elements

The theory is adapted from [21]. Infinite elements can be used in problems where the
region of interest is small compared to the surrounding medium. If we use finite elements
and model only the small region that we are interested in, we will get wave reflections
from the boundaries of the model. One way to handle this is to extend the mesh far away
from the region of interest, in order to reduce the influence of the surrounding medium.
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However, this can be very inefficient since we would need a great number of elements. A
better approach is to use infinite elements to damp out reflections.

We only consider waves along the x1-axis, but the approach is similar for waves along the
x2- and x3-axis. At the boundary of the finite element domain we introduce damping on
the form

σ11 = −dlu̇1 (2.137)

σ12 = −dtu̇2 (2.138)

σ13 = −dtu̇3 (2.139)

The damping coefficients are chosen in order to avoid reflection of longitudinal and shear
wave energy. We assume that the incident and reflected waves are plane, such that

uI
1 = f1(x1 − clt) and uR

1 = f2(x1 + clt) (2.140)

If we use superposition of the displacements, we get that u1 = f1 + f2. We may further
write the longitudinal stress as

σ11 = (λ+ 2µ)
∂u1

∂x1
= (λ+ 2µ)(f ′1 + f ′2) (2.141)

and the velocity as
u̇1 = −cl(f ′1 − f ′2) (2.142)

Now, inserting Equations 2.141 and 2.142 into Equation 2.137 we get

(λ+ 2µ− dlcl)f ′1 + (λ+ 2µ+ dlcl)f
′
2 = 0 (2.143)

In order to damp out reflections, we must have f2 = 0 which means that f ′2 = 0. If
Equation 2.143 is satisfied, then

dl =
λ+ 2µ

cl
= ρcl (2.144)

We may find the damping coefficient dt from a similar approach with the shear stresses

dt =
µ

ct
= ρct (2.145)

We note that these damping coefficients will damp out all reflections as long as the material
close to the boundary is linear elastic and the incident waves are plane and normal to the
boundary. However, they work quite well also with non-plane waves.



3 Calibration of the Viscoelastic
Material Model

We wanted to use a gelatin-based tissue-mimicking material to represent the material
properties of a soft tissue. In order to describe the material behavior, we must fit a
mathematical relation to given experimental data. This is referred to as calibration of a
material model.

3.1 Method

We calibrated a generalized Maxwell viscoelastic material model, presented in Chapter
2.3.3, based on experimental data from a stress relaxation test on a gel-agar phantom. The
experiment was carried out at Ghent University in collaboration with Institut Langevin in
Paris [14]. In a stress relaxation test, the specimen is extended a certain amount after
which the displacements are kept constant. Thus, the strain rate is zero (ε̇ = 0) and the
stress decreases due to energy dissipation. The test specimen was a gel-agar phantom
loaded in uniaxial tension. The initial geometry of the test specimen, the fastened end
and the loading direction are illustrated in Figure 3.1. From this figure we see that the
specimen was initially 3.5 mm in thickness, 57.4 mm in width and 63.97 mm in length. The
longitudinal extension of the specimen and the force applied on the specimen was measured
at different times during the experiment. The force is plotted in Figure 3.2(a) while the
deformation is plotted in Figure 3.2(b). From the experimental data, we calculated the
uniaxial strain and uniaxial stress, which was further used to calculate the elastic modulus
at each time instance. We assumed a linear relation between stress and strain and referred
the deformations to the current configuration, such that the Cauchy stress and logarithmic
strain measured were used.

The relaxation coefficients (gn and τn) from Equation 2.49 must be estimated, in order to
implement the viscoelastic material model in Abaqus. There are several possible ways to
determine these parameters, for instance by the use of a least-square estimation method
in Matlab. However, Abaqus has a built-in least-square estimation routine to determine
the relaxation coefficients based on stress relaxation or creep test data. We relied on the
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Figure 3.1: The test specimen used in the uniaxial relaxation test. The figure indicates the
geometry of the specimen, the boundary conditions and the loading direction. D is the thickness,
W is the width and L is the length of the specimen.
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(a) Force data from experiment.
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(b) Extension data from experiment.

Figure 3.2: The experimental data from the uniaxial tension test of a gel-agar phantom. The
experiment was carried out at Ghent University.

estimation method provided in Abaqus for the calibration of the generalized Maxwell
material model.
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In order to use the built-in estimation method in Abaqus, we must first define an elastic
material and provide experimental data. Abaqus uses the elastic material as a reference
material to describe either the instantaneous response (G0) or the long-term response
(G∞), based on what the user chooses. The time dependent material response is governed
by the relaxation coefficients (gn and τn) estimated from the material test data.

Elastic Material Parameters

We defined the elastic material parameters in terms of the instantaneous elastic modulus
(E0) and the corresponding Poisson’s ratio (ν0) and density (ρ0). We further assumed
that the material is nearly incompressible, such that V (t) ≈ V0. From Figures 3.2(a)
and 3.2(b), we see that the specimen was slightly deformed when the first measurement
was made, since the first force and displacement values are different from zero. Thus,
E0 cannot be estimated directly from the stress and strain values at the onset of stress
relaxation (t = 9.739 s). In order to account for the pre-tension, we determined E0 from
Equation 2.26 by using the difference between the measurement at onset of relaxation and
the first measurement

E0 = E(t = 9.739) =
σt|t=9.739 − σt|t=0

εl|t=9.739 − εl|t=0
=

1

A0L0

(
(FL)|t=9.739 − (FL)|t=0

ln( LL0
)|t=9.739 − ln( LL0

)|t=0

)
(3.1)

Then we calculated the instantaneous shear modulus (G0) based on the relation between
E and G given in Equation 2.24

G0 =
E0

2(1 + ν0)
(3.2)

We note that E0 was determined from the current configuration using Cauchy stress and
logarithmic strain. The reason for this is that the gel-agar phantom is quite flexible and
we believe that the assumption of small deformations is not valid. In Abaqus it is possible
to include non-linear geometry in the analysis (NLGEOM=ON), in order to account for
large deformations.

Viscoelastic Material Parameters

We defined the inelastic part of the viscoelastic material using the ratio between current

shear modulus and the instantaneous shear modulus (G(t)
G0

). We assumed that the inelastic
response is governed by deviatoric stresses. Hence, we only accounted for the shear
modulus while the bulk modulus was disregarded. The Poisson’s ratio was assumed
constant (ν(t) = ν0), which means that the ratio between shear moduli is equal to the
ratio between the elastic moduli
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g(t) =
G(t)

G0
=
E(t)

E0
(3.3)

where g(t) is referred to as the relaxation function. The time dependent elastic modulus in
the relaxation phase was found from the experimental data using Equation 2.26, accounting
for the pre-tension of the specimen

E(ti) =
σt(ti)|ti>9.739 − σt(t = 0)

ε0
l − εl(t = 0)

(3.4)

ε0
l denotes the constant logarithmic strain in the relaxation phase (ti > 9.739) s. Afterwards,

these values were used to calculate g(ti) for the discrete times (ti) in the experimental
data using Equation 3.3. The values of g(ti) and ti were further implemented in Abaqus
and the relaxation coefficients (gn and τn) were determined from a least-square estimation
method by minimizing the difference between the prony series in Equation 2.49 and the
relaxation values g(ti) from the experimental data.

Also, we defined a tolerance level (LStol in Appendix B.1) and how many relaxation
elements to include for the estimation. One relaxation element corresponds to one Maxwell
element, shown in Figure 2.12. The default number of relaxation elements is 13, which also
is the maximum number. Abaqus first tries to fit the model to the stress relaxation data
with only one element (g1 and τ1). If the given tolerance level is not met, an additional
element is included in the next fit. This is repeated until the response is within the
tolerance level or the maximum number of elements is reached.

Verification of the Material Parameters

The elastic material constants and the relaxation coefficients we found from the least-
square estimation were further implemented in an FEM model for verification. The model
contained the same geometry, boundary conditions and loading as in the experiment.
This is shown in Figure 3.1. The approximate global element size was set to 1.1 mm
and the total number of elements in the model was 12064. We used 20-node, quadratic
brick elements with reduced integration (C3D20R). The meshed model is shown in Figure
3.3. We included non-linear geometry in the FEM model, such that the deformations
were referred to the current configuration. In order to account for the pre-tension of the
specimen, we assigned a prescribed stress corresponding to the initial stress σt(t = 0) from
the experimental data. Further, we applied a time dependent analysis step, named visco in
Abaqus, for both the loading and the stress relaxation phase. A visco step is essentially
a quasi-static analysis procedure that takes the time dependent material response into
account, and is suited to solve creep and stress relaxation problems [21]. We extracted the
uniaxial stress and the total reaction force from the FEA results and compared with the
Cauchy stress and the measured force data from the stress relaxation experiment. The
FEM model can be imported in Abaqus from the script in Appendix B.1.
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Figure 3.3: The FEM model used to simulate the experiment on the gel-agar phantom. The
geometry, boundary conditions and loading is the same as for the experiment, given in Figure 3.1.
The total number of elements in the model was 12064 with an approximate element size of 1.1
mm.

3.2 Results

We used the Matlab script given in Appendix A.1 to extract the experimental displacement
and force data from a spreadsheet, calculate the Cauchy stress, logarithmic strain, elastic
modulus and relaxation values, and make comparisons with FEA results from Abaqus.

Elastic Material Parameters

We calculated the logarithmic strain (εl) and the Cauchy stress (σt) from the stress
relaxation data. These values were used to estimate E0 and G0 using Equations 3.1 and
3.2, respectively. Further, we assumed values for ν0 and ρ0 that are representative to the
properties of soft tissues. The resulting elastic material parameters are given in Table 3.1.

Viscoelastic Material Parameters

We performed a least-square estimation of the relaxation coefficient (gn and τn) in Abaqus,
based on the experimental relaxation data (g(ti)) and the prony series in Equation 2.49.
We included three relaxation elements and set the tolerance level (LStol in B.1) for
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Table 3.1: The elastic material parameters for the gel-agar phantom. The values of ν0 and ρ0
are representative to the properties of soft tissues. E0 was estimated from experimental data.

Material parameter Value Unit

E0 107585 Pa

G0 35886 Pa

ν0 0.499 -

ρ0 1060 kg
m3

the least-square fit to 0.0019, which was the lowest possible tolerance level for a three-
element Maxwell model with the given experimental relaxation values. This resulted in
the relaxation coefficients given in Table 3.2. The relaxation function defined by the
three-element prony series is plotted against the experimental relaxation values in Figure
3.4.

Table 3.2: Relaxation coefficients from the least-square estimation of the prony series.

n gn τn [s]

1 0.00094575 1.5178

2 0.00384291 11.541

3 0.00646134 93.977
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Figure 3.4: The three-element prony series is plotted against the relaxation values extracted
from the experimental data.
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Verification of the Material Parameters

We implemented the elastic material parameters and the relaxation coefficients from Table
3.2 in the FEM model presented in Chapter 3.1. From the FEA results, we extracted the
total reaction force in the fastened end and the uniaxial stress in the model. These values
were plotted against the measured force data and the uniaxial stress in the experiment.
This is shown in Figures 3.5(a) and 3.5(b), respectively. Figure 3.6 shows the deviance
between the uniaxial stress from the experimental data and the FEM simulation. We have
expressed the deviance as the natural logarithm of the percentage error between the FEA
results (σsim) and the experimental data (σexp).
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(a) This graph shows the force values from the FEA
for the calibrated viscoelastic material model plotted
against the values extracted from the experimental
data.
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(b) This graph shows the uniaxial stress values
from the FEA for the calibrated viscoelastic ma-
terial model plotted against the values extracted
from the experimental data.

Figure 3.5: The force and uniaxial stress from the FEM simulation are compared to the
experimental data from the gel-agar phantom.
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Figure 3.6: The graph shows the natural logarithm of the relative error between the numerical
stress values extracted from FEA results and the stress values from the experimental data.

3.3 Discussion

In Chapter 3.2, we estimated the elastic and inelastic material parameters from experi-
mental stress relaxation data. In order to determine E0 from the experiment, we assumed
a constant stress-strain ratio during loading, as indicated in Equation 3.1. From Table 3.2
we see that the smallest estimated relaxation time was τ1 = 1.5178 s. Since the duration
of the loading phase was approximately 10 s, the stress in the first relaxation element
(σ(1)) would already have been reduced to about 0.0014 of its initial stress at the onset of
the relaxation phase. From Equation 2.32, we may readily verify this

σ(1)(t = 10) = σ
(1)
0 e−

10
1.5178 ≈ 1.4 · 10−3σ

(1)
0 (3.5)

Also, the stress in the second relaxation element would have been reduced to less than
half of its initial value due to a relaxation time of τ2 = 11.541 s, according to

σ(2)(t = 10) = σ
(2)
0 e−

10
11.541 ≈ 0.42σ

(2)
0 (3.6)

Hence, the displacement and force measurements in the experiment were already affected
by the time dependent material behavior and the assumption of constant stress-strain
ratio may not be entirely correct. However, if we take this time dependency into account,
we would have to separate the elastic and inelastic parts of the response during loading,
in order to determine the proper value of E0 and the relaxation values g(ti) from the
experimental data. This is rather difficult and would require a tedious trial-and-error
approach, since the elastic and inelastic parts of the response are not known in advance.
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Consequently, we chose to use the assumption of constant stress-strain ratio and we
considered it as sufficient for the purpose of the material calibration in this thesis.

The reaction force and uniaxial stress from the experimental data and the FEA results
were compared in Figures 3.5(a) and 3.5(b). We see that the FEA results are comparable
to the experimental data. This is also verified by Figure 3.6, which indicates that the
discrepancy in uniaxial stress is on the range of

− 6.1 < ln ε < 2.3 ⇒ 0.00224% < ε < 9.975% (3.7)

ε represents the absolute error between the FEA results and the experimental data and is
given by

ε = 100 % ·
∣∣∣∣σsim − σexp

σexp

∣∣∣∣ (3.8)

We observe that the smallest deviance was obtained immediately after the onset of loading
(ε̇ > 0). The reason for this is that we applied the measured initial uniaxial stress value
from the experiment (σt(t = 0)) as a pre-stress in the FEM simulation. Consequently,
the first few stress values from the FEA results correspond to the experimental values.
However, the deviance increases quite rapidly during the loading phase and reaches a
maximum of εmax ≈ 10% at the onset of the relaxation phase (ε̇ = 0). We believe that
this stems from underestimated displacement values in the analysis. In the experiment,
the initial uniaxial displacement (uexp

0 ) and force were different from zero, which gave rise
to initial stress and strain. However, prescribing a stress in the FEM simulation does not
introduce an initial displacement, such that usim

0 = 0. Consequently, the displacement
in the FEA was smaller by an amount ∆u = uexp

0 throughout the analysis, which in
turn caused underestimated strain values. Thus, from Equation 2.123 we readily see that
this causes underestimated stress values. We note that we could have prescribed the
displacement rather than stress in order to obtain the correct displacement history in the
FEM simulation. However, when such a simulation was carried out, we found that the
uniaxial stress values were even lower. We are not aware of the reasons for this, but it
might be related to an underestimated value of the instantaneous elastic modulus (E0)
from the experimental data. Also, it might be possible that the displacement and force
measurements in the beginning of the experiment are somewhat inaccurate, since the initial
displacement and force magnitudes are relatively small and difficult to measure. This
would give initial conditions that do not reflect the true material behavior and eventually
cause erroneous FEA results. Due to this, we chose to use a prescribed stress, since this
gave a closer replica of the experiment.

Referring to Figure 3.5, we see that the force and uniaxial stress in the FEA are slightly
underestimated also in relaxation phase (t > 9.739 s). We believe that the reason for this
discrepancy is mostly due to the initial error from the loading phase. Since the stress is
underestimated during loading, we never reach a stress level as high as in the experiment.
In turn, this causes an initial offset of the FEA results in the relaxation phase, which can
be seen in both Figure 3.5(a) and 3.5(b). We also observe that the deviance remains fairly
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constant in the relaxation phase and that the average logarithmic error is approximately
ln ε ≈ 0.85, which corresponds to an average absolute error of ε ≈ 2.35%. This further
implies that the initial offset is the main source of error in the relaxation part. This
observation also agrees with the results from Figure 3.4, where we see that the prony series
fits perfectly to the experimental relaxation data. Hence, the relaxation behavior observed
in the experiment is accurately described by the three-element relaxation function with
the coefficients from Table 3.2.

Even though the relaxation behavior from the experiment seems to be well captured by
the three-element Maxwell model, we have relied on the relaxation data from a single
experiment in the calibration. If this single experiment is biased, the estimated material
parameters do not reflect the real material behavior. Thus, we should probably have
included test data from several relaxation experiments in the estimation procedure, in order
to increase the reliability of the calibration. We note that data from creep experiments could
also have been used, in order to obtain more reliable values of the material parameters.



4 ARF Simulation

As explained in Chapter 2.1.3, the Acoustic Radiation Force (ARF) generated by a focus
ultrasound transducer can be used to induce local displacements and shear waves within
the soft tissue. We wanted to simulate the pressure field from an ultrasound transducer
and use this to determine the ARF field. A Supersonic Shear Imaging (SSI) experiment
on a gel-agar phantom had already been carried out at Ghent University, in collaboration
with Institut Langevin in Paris [14]. We used the transducer setup from this experiment
as a basis for the ultrasound transducer in the simulation.

4.1 Method

We made a model of a linear array ultrasound transducer in Matlab using the Focus
toolbox [13]. Focus is an ultrasound simulation tool that can be used to model various
kinds of ultrasound transducers and to calculate the resulting pressure field for a given
material. We modeled the transducer with 40 transducer elements. The elements were 170
µm in width and the kerf was 30 µm. Thus, the transducer width was approximately 8
mm. We used a focal depth of 10 mm in the axial direction, which gives F# ≈ 1.25 using
Equation 2.4. The material properties in the simulation were set to match those of soft
tissues and are given in Table 4.1. The center frequency (f0) of the transducer was 8 MHz,
which corresponds to the center frequency of the transducer used in the SSI experiment
on the gel-agar phantom. We used apodization in the analysis by using a sine function to
define when the piezoelectric (PE) elements were excited. Thus, the PE elements on the
transducer edges were excited first, and the PE elements in the center were excited last,
according to a sine shape. Further, we used a continuous wave excitation, which means
that the voltage signal applied to the PE elements is a continuous sinusoid signal.

The pressure field in the plate was determined based on a Fast Nearfield Method (FNM)
[23] in Focus. Then, we calculated the average pressure at each axial position from the
lateral pressure amplitudes exceeding a given threshold value, Υ . For instance, the average
pressure in axial position zi was found by averaging all the pressure values P (x, zi) in
the lateral direction x within the range [Υ · Pmax(x, zi) ≤ P (x, zi) ≤ Pmax(x, zi)]. Further,
we used the pressure field along the centerline to calculate the intensity and ARF fields
from Equations 2.6 and 2.5, respectively. We used the same equations to determine the

47
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averaged intensity and ARF fields from the averaged pressure field. Lastly, the averaged
ARF field from the Focus simulation was fitted to a Gaussian function of the form

f(z) =

N∑
i=1

aie
−
(
biz

ci

)2

(4.1)

This Gaussian function was further used in the FEM model in Chapter 5 to represent the
ARF from a linear array ultrasound transducer.

Table 4.1: The material parameters used in the Focus simulation.

Material parameter Value Unit

c 1540 m
s

ρ0 1060 kg
m3

α 0.7 dB
cmMHz

4.2 Results

We used the Matlab script in Appendix A.2 to calculate the 2D pressure, intensity and
ARF fields caused by a linear array ultrasound transducer. Further, this script was used
to plot the pressure, intensity and ARF fields and to fit the Gaussian function to the ARF
field.

Figure 4.1 shows the pressure field as a colorplot in the imaging plane. The red color
indicates large pressure amplitudes whereas blue color refers to the undisturbed soft
tissue. The range of the colorbar is 0 ≤ P ≤ 6.26 MPa. With reference to Figure 4.1,
the transducer was placed at the lower edge and extended approximately 4 mm to each
side in the lateral direction. Figure 4.2 displays the lateral beam profile for various axial
positions, z.

The pressure along the centerline is plotted against the averaged pressure field in Figure
4.3(a). The threshold value for the average pressure was set to 80 %, which corresponds
to Υ = 0.8. The intensity along the centerline and the averaged intensity field are given in
Figure 4.3(b).

We determined the ARF field from the intensity field using Equation 2.5. Further, we
fitted a Gaussian function on the form of Equation 4.1 to the ARF field. We found
that three terms gave reasonable accuracy with a goodness-of-fit ratio corresponding to
R2
fit = 0.9905. R2

fit indicates how well the function is fitted to the input data. R2
fit = 1

corresponds to a perfect fit, while R2
fit = 0 means that the function cannot be fitted to

the given data set. The three-element Gaussian function can be written
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Figure 4.1: The 2D pressure field from a linear array transducer simulated in Focus [13]. The
transducer was made up of 40 transducer elements with a center frequency of 8 MHz. The width
of each element was 170 µm and the kerf was 30 µm. The material parameters correspond to soft
tissue. Side lobes are seen in the near field. The transducer was located at the lower edge and
extended about 4 mm to each side from the center.

f(z) = a1e
−
(
b1z
c1

)2

+ a2e
−
(
b2z
c2

)2

+ a3e
−
(
b3z
c3

)2

(4.2)

The three-element Gaussian function and the averaged ARF field from the Focus simu-
lation are plotted in Figure 4.4. The coefficients estimated in the curve fit are given in
Table 4.2.

Table 4.2: The coefficients found from the curve fit of a three-element Gaussian function to the
ARF field calculated in Focus [13].

i ai bi ci

1 6.564 · 105 0.009823 0.001613

2 −1.494 · 105 0.015060 0.003940

3 3.417 · 105 0.011480 0.007131
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Figure 4.2: These graphs show the lateral profile of the ultrasound pressure field for different
axial positions, z. We can clearly see the side lobes, especially for z = 3.3667 mm and z = 6.7
mm.
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Figure 4.3: These graphs show the pressure distribution and the intensity distribution in the
axial direction. The pressure field was calculated with the Matlab toolbox Focus [13]. The
distribution was found from the centerline in the axial direction and from the laterally averaged
values along the axial direction.
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Figure 4.4: A three-element Gaussian function was fitted to the averaged ARF field from the
Focus simulation. The Gaussian function was further implemented as an analytical body force
field in Abaqus.



52 CHAPTER 4. ARF SIMULATION

4.3 Discussion

The purpose of the Focus simulation was to obtain realistic values for the ARF caused
by a linear array ultrasound transducer. Physical ultrasound transducers induce three-
dimensional pressure fields, which in turn result in three-dimensional intensity and ARF
fields. However, since the FEM model in Chapter 5 is two-dimensional, we need to define a
two-dimensional ARF field. Consequently, we would benefit from simulating the pressure
field in 2D rather than 3D. Consider a plane that extends in the axial and lateral direction
and cuts through the middle of the focal point. Such a plane is similar to the imaging
plane in Figure 2.3. We believe that the 3D pressure field in this plane is fairly well
represented by the 2D pressure field originating from a linear array transducer. Hence, we
decided to use a linear array transducer in the simulation, which also gives the benefits of
substantially reduced computational time and easier implementation.

We chose the number of PE elements in order to achieve a proper value of F# for a focal
depth of 10 mm. The resulting F# was approximately 1.25, which seems realistic since
F# usually is between 1 and 2 for medical applications. We chose the focal depth in the
simulation in order to match the focal depth from the SSI experiment on the gel-agar
phantom, which was about 10 mm. We used a continuous wave excitation of the transducer,
which causes a time independent pressure field. In real-life, the pressure field are generally
time dependent, because the PE elements are usually subjected to pulse excitations. Since
the ultrasound waves propagate away from the transducer surface through the medium
with velocity c, the ultrasound beam will not generate the desired ARF field instantly.
However, we believe that the continuous wave excitation is a fair approximation since the
ultrasound waves reach the focal point after

t =
Lf
cl

=
10 · 10−3 m

1540 m
s

≈ 6.5 µs (4.3)

which is significantly less than the impulse times (Ti) of the ARF impulse used in the
FEM simulation in Chapter 5.

From Figure 4.1 we see that the transducer indeed is focused at an axial depth of 10 mm,
which is indicated by the red region. Figures 4.3(a) and 4.3(b) show the axial pressure and
intensity profiles. We observe a rapid increase in amplitude as we approach the focal point,
which means that the pressure waves originating from the transducer elements gradually
interfere with one another in a constructive manner. Also, the pressure and intensity
profiles are relatively smooth. Consequently, we believe that the results from the Focus
simulation are reliable and free of significant numerical errors. However, we observe some
diffraction effects close to the transducer, which is seen as oscillations in the pressure
distribution. From the theory presented in Chapter 2.1.2, we know that diffraction effects
are prominent in the near field and dies out in the far field where the pressure waves are
approximately plane. Consequently, we will always experience some oscillation just ahead
of the transducer. However, we observed less oscillation when we kept F# constant and
increased the size of the transducer. This has to do with the ratio between the transducer
size and the ultrasound wave length (λ). Increasing the transducer size-to-wave length
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ratio reduces the amount of diffraction. Thus, we could have used a larger transducer in
the simulation, in order to further reduce the amount of oscillation. This would have lead
to a greater focal distance (LF ) due to the restriction that F# should be kept between 1
and 2. Since we wanted to replicate the SSI experiment, with a focal depth of about 10
mm, LF was already predetermined. This put an obvious restriction on the transducer
size. We also noticed that the amount of oscillation was dependent upon the height of
the transducer elements, even though the simulation was 2D. In an effort to minimize the
amount of oscillation, we carried out simulations with different element height. We found
that an element height of about 3 mm gave the best results. Hence, we used this element
height in the final simulation. We are not yet aware of the reason for this behavior.

We note that many ultrasound transducers used in medical applications consist of 192
piezoelectric (PE) elements. With this number of elements and the same element size and
kerf as we used in the simulation, the transducer width would have been approximately 4
cm. This further implies that the axial distance to the focal point (LF ) had to be between
4 cm and 8 cm in order to keep 1 ≤ F# ≤ 2, which is substantially higher than what
was used in the SSI experiment. However, most transducers excites only some of the
elements simultaneously, which justifies the choice of 40 elements and the use of a smaller
transducer in the simulation.

The amount of diffraction was also dependent on the center frequency (f0). We used
center frequencies between 1 and 20 MHz and observed that lower center frequencies in
general induced more oscillations in the pressure field. This can be explained using the
same transducer size-to-wave length argument. The ultrasound wave length is given as

λ =
c

f0
(4.4)

where c is the wave speed of the tissue and f0 the center frequency of the transducer. Hence,
we see that lower frequencies result in larger wave lengths, which in turn cause smaller
transducer size-to-wave length ratios. From this we readily understand that increasing the
transducer width or the center frequency have the same effect on the amount of diffraction
and thus, amount of oscillation. The magnitude of the ARF is also dependent upon the
frequency. Ultrasound waves of higher frequencies are more heavily attenuated, which
causes larger radiation force magnitudes. This makes it important to use the same value
as in the experiment, in order to obtain similar radiation force magnitudes. Hence, we
used a center frequency of 8 MHz in order to match the SSI experiment.

Figure 4.2 shows the lateral beam profile. We clearly see how the ultrasound beam narrows
down towards the focal point before it reaches maximum pressure, indicated by the spike
at z = 10.0333 mm. The beam takes the form of half a sine wave close to the transducer
surface, which is due to the applied apodization. We also observe that the lateral pressure
field is affected by rapid oscillations close to the transducer, which can be seen for z = 0.033
mm. This stems from the alternating constructive and destructive interference of wave
fronts originating from the transducer elements, which was briefly explained in Chapter
2.1.2. Farther away from the transducer, the wave fronts gradually merge and form a
plane wave without oscillations.
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We readily see from Figures 4.1 and 4.2 that the simulated transducer gave rise to side
lobes, despite the fact that the transducer was apodized. We believe that the appearance
of these side lobes is related to center frequency and transducer width. Firstly, we noticed
that the side lobes became apparent for center frequencies larger than about 7 MHz and
that they were more pronounced when the center frequency was increased. Secondly,
we observed that the side lobes were less pronounced when we increased the width of
the transducer. As explained in Chapter 2.1.2, the side lobes stems from transversal
vibration modes. We think that these transversal modes are less significant as the number
of elements and the lateral size of the transducer increases, which in turn explains why the
appearance of side lobes was dependent on the transducer size. Even though side lobes
are undesired in medical imaging, they do not represent a problem in our simulation since
we are concerned with the incident ultrasound wave rather than echoes from reflection
and backscatter. Hence, we did not put in additional effort to get rid of the side lobes.

From Figure 4.2 we see that the pressure is not constant in the lateral direction, which
implies that the intensity field and the ARF field are not constant in the lateral direction.
We also observe that the intensity and ARF values are greatest along the centerline. Since
the ARF field from the entire main lobe of the ultrasound beam was applied as a body
force in the FEM model, we had to take this lateral change of amplitude into account.
The total force applied to the tissue in the FEM simulation would otherwise have been
overestimated. Hence, we averaged the pressure field in the lateral direction, which further
resulted in averaged intensity and ARF fields. The averaging threshold parameter Υ
defined in Chapter 4.1 was used to define which lateral pressure values that should be
taken into account. We chose a value of 0.8, which means that the lateral pressure values
that are greater than 80 % of the maximum lateral pressure are used to calculate the
averaged pressure field. From Figure 4.3 we see that the averaged pressure and intensity
values are slightly smaller than the values along the centerline and that the shape of the
two curves is similar. The exception is for axial positions very close to the transducer,
where the averaged pressure is somewhat larger than the centerline pressure. This is
caused by oscillations in the lateral pressure distribution close to the transducer, which
make the pressure magnitudes highly dependent upon the lateral position. The centerline
pressure is in this case lower than the average pressure because the wave fronts interfere
destructively along the centerline. This may be seen in Figure 4.2 for z = 0.0333 mm. We
could argue that a threshold value of 0.5 would have been better suited, since this value
also refers to the 6-dB response margin that is used to define the ultrasound beam width.
This was outlined in Chapter 2.1.2.

Lastly, we fitted a Gaussian function to the averaged ARF field. We chose a Gaussian
function because the averaged ARF field nearly has a Gaussian profile, with a distinct
peak at the focal point and gradually decreasing amplitude away from the focal point. The
Gaussian function and the averaged ARF field from the Focus simulation were plotted in
Figure 4.4. We readily see that the Gaussian function gives an exact representation for
axial positions greater than about 5 mm. This is not a surprising result, since the ARF
distribution is approximately Gaussian in this region. However, closer to the transducer
surface we see that there is a mismatch between the two curves. We believe that this has
little impact on the FEA results since the ARF magnitude in this area is relatively small
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compared to the focal point. Also, the ARF values from the Focus simulation may not
be entirely correct in this region, due to diffraction. Hence, we are not concerned about
the deviance this close to the transducer.





5 An FEM model of a Soft Tissue
with a Tumor inclusion

We wanted to employ the FEM to simulate a local axial displacement remotely induced by
the ARF impulse from a focused ultrasound transducer and investigate the resulting shear
wave propagation in a soft tissue with a tumor inside. The axial displacement and the
shear wave were further used to examine different ways of estimating the elastic stiffness
of the soft tissue and tumor.

5.1 Method

We made a two-dimensional plane strain plate model in Abaqus that represents a soft
tissue segment cut out along the imaging plane of the ultrasound transducer, illustrated
in Figure 2.3. The model is shown in Figure 5.1. Figure 5.1(a) indicates the relevant
dimensions of the model. The depth of the tissue was 20 mm, which corresponds to the
axial length ahead of the linear array transducer from the Focus simulation in Chapter 4.
The lateral width was also set to 20 mm. We modeled the tumor as an elliptical shaped
region with the possibility of changing the radius along the major and minor axes. The
two radii are given as R1 and R2 in Figure 5.1(a). The default values of the radii are
R1 = R2 = 1.5 mm which correspond to a circular inclusion. The x1-axis corresponds to
the transversal direction, while the x2-axis corresponds to the axial direction ahead of
the ultrasound transducer. The plate was fixed at the right edge and symmetric along
the x2-axis at the left edge (u1 = 0). The ARF impulse was modeled as a body force
impulse by implementing the Gaussian function from Equation 4.2 with the parameters
from Table 4.2 as an analytical field. This analytical field was further assigned to a region
of the plate that represents the shape of the focused ultrasound beam, indicated by the
red colored region in Figure 5.1(a), and applied for a given impulse time (Ti). The shape
of the focused ultrasound beam corresponds to the shape of the pressure field in Figure 4.1.
We note that only half of the ARF field was modeled since the ARF field was symmetric
about the centerline. The ARF field is illustrated in the red region of Figure 5.1(a) where
we have indicated that the body force increases towards the focal point and that the
half-width of the transducer was 4 mm.

57
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along the x2-axis at the left end, fixed at
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Mid Transmit.

Figure 5.1: The two-dimensional plane strain model implemented in Abaqus. Relevant geometry,
boundary and loading conditions, tissue, tumor and infinite sections are shown in the left figure.
The right figure illustrates a meshed model and highlights the relevant element sets.

We divided the model into three different sections corresponding to the soft tissue, the
tumor and an infinite region that was used to prevent reflections. We used 4-node, linear,
plane strain elements with reduced integration (CPE4R) in the tissue and tumor sections
and assigned infinite plane strain elements (CINPE4) to the infinite section. We used
hourglass control in order to prevent zero-energy deformation modes. The infinite elements
were used to damp out reflections from the upper and lower boundaries in the tissue
section, as briefly explained in Chapter 2.6.4. We applied a free meshing technique in the
infinite section and body force region and a structured meshing technique in the tumor
and remaining part of the tissue section, indicated by the grey region in Figure 5.1(a).
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We chose free meshing in the body force region such that the elements were better shaped.
The approximate global element size in the soft tissue section was determined based on

the shear wave speed of the tissue (c
(tissue)
t ), the impulse time of the ARF (Ti) and the

number of elements the impulse load should span (n). The lateral distance travelled by
the shear wave through the tissue within the impulse time, referred to as the impulse
length, is given by

λ
(tissue)
I = c

(tissue)
t · Ti (5.1)

which further can be used to determine the approximate element size in the tissue section
as

∆x(tissue) =
λ

(tissue)
I

n
(5.2)

where I denotes impulse. Since the infinite elements share nodes with adjacent finite
elements, their width correspond to the width of the element which they are connected
to. We used slightly larger elements in the tumor section in order to prevent that very
small elements were generated at the boundary between the tumor and tissue. Very small
elements at the boundary would reduce the Courant number (Cn) in the remaining parts
of the FEM model since ∆tcr is calculated based on the smallest element in the mesh.
This can be seen from Equations 2.136 and 2.135. Values of Cn that are much lower than
unity reduce the accuracy of the simulation. Hence, the approximate element in the tumor
section was

∆x(tumor) ≈ 1.3 ·∆x(tissue) (5.3)

We wanted the possibility to change between a purely elastic material and a viscoelastic
material in the soft tissue section, in order to examine differences between the two material
definitions. We used the elastic material parameters E0, ν0 and ρ0 from Table 3.1 as
default values for both the purely elastic material and the elastic part of the viscoelastic
material. The inelastic part of the viscoelastic material was defined by the relaxation
coefficients found from the calibration of the Maxwell model in Chapter 3.2, given in Table
3.2. In the infinite section, we used the same elastic material parameters as in the soft
tissue region. Both because a solid material section with linear elastic behavior must be
used to define the infinite elements and because the infinite elements should have the same
material properties as the adjacent finite element, in order to damp out reflections properly.
The latter can be seen from the definition of the damping coefficients in Equations 2.144
and 2.145. The tumor was also modeled as an elastic material with the same values of ν
and ρ (Table 3.1), but with a larger E-modulus than in the soft tissue region.

We used explicit time integration with automatic time incrementation and set the analysis
time Ta = 4 ms as default value, in order for the shear wave to traverse the entire plate.
The impulse time of the ARF was Ti = 250 µs by default. We used a smooth step
amplitude to apply the ARF impulse in order to avoid numerical instabilities. The impulse
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Figure 5.2: The smooth step amplitude applied to the body force. Red lines indicate a square
pulse with impulse time Ti. Blue lines indicate the applied smoothed pulse.

shape is given in Figure 5.2. The displacements and Cauchy stresses were extracted
as field output for the entire model. This made it possible to visualize the shear wave
propagation. We created node sets at selected locations in the FEM model from which
we extracted numerical values for shear stress (σ12) and axial displacement (u2). These
node sets are referred to as FocalPoint, Mid Reflection, Tumor Boundary, Mid Tumor and
Mid Transmit in Figure 5.1(b).

The plane strain model will be used in all subsequent analyses and is the basis for studies
on mesh convergence, shear wave speed estimation, shear wave reflection and Time to
Peak (TTP) displacement in the focal point. The FEM model can be loaded in Abaqus
from the python script in Appendix B.2.

Mesh convergence study

In order to examine the mesh dependency of the model and determine a proper element
size for future simulations, we ran five simulations with different element size. We changed
the value of n to obtain various mesh densities. The approximate element size in the tissue
and tumor sections was further calculated from Equations 5.2 and 5.3, respectively. The
values of n, ∆x(tissue) and the total number of elements #el used in the study are given
in Table 5.1. We used the viscoelastic material definition with default elastic material
properties in all simulations. We used the Matlab script in Appendix A.4 to extract the
shear stress σ12(t) and the axial displacement u2(t) from the node sets Mid Reflection and
Tumor Boundary and make plots for different mesh densities.
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Table 5.1: The number of elements the impulse load should span (n), the corresponding element
size in the soft tissue section (∆x(tissue)) and the number of elements (#el) used in the FEM
simulations.

n ∆x(tissue) [mm] #el

6 0.24243 7167

8 0.18183 12280

10 0.14546 19230

12 0.12122 27795

14 0.1142 38029

Wave speed study

In Chapter 2.4 derived the theory of shear wave propagation in both linear elastic and
linear viscoelastic materials. From this theory, we know that the shear wave speed in
such materials is related to the shear stiffness through the simple Equations 2.66 and 2.94
for elastic and viscoelastic materials, respectively. In this study, we wanted to examine
whether the shear wave speed found in the FEM simulations could be used to estimate
the stiffness of the soft tissue and the tumor.

We were provided with shear wave speed data from the Supersonic Shear Imaging (SSI)
experiment carried out at Ghent University in collaboration with Institut Langevin in
Paris [14]. They used a SuperSonic Imagine Aixplorer ultrasound system [24] to visualize
the shear wave propagation in a gel-agar phantom similar to that of the relaxation test in
Chapter 3.1. Detailed information about SSI imaging can be found in [9, 10]. The focal
depth (LF ) of the ultrasound transducer was changed in order to induce shear waves at
different tissue depths. The shear wave speed was determined and plotted against the
focal depth, referred to as tissue depth in Figure 5.3.

We wanted to determine the numerical shear wave speed in the soft tissue and tumor
sections of our plane strain model. In the soft tissue section, we used both the elastic and
the viscoelastic material definition with the default elastic material parameters from Table
3.1. The resulting numerical shear wave speed values were compared to the analytical
shear wave speeds found from Equations 2.66 and 2.94 with G = G0 = 35885.6 Pa. In
theory, the shear wave speeds for the elastic and the viscoelastic material are the same
when the elastic parameters G and ρ correspond to the viscoelastic parameters G0 and ρ0.
The shear wave speed in the soft tissue section was also used in a comparison with the
experimental results from Figure 5.3.

In order to calculate the shear wave speed in the soft tissue and tumor sections from the
FEA results, we measured the time between shear stress peaks in different nodes. Then
we determined the shear wave speed from

ct =
δx1

∆t
(5.4)
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Figure 5.3: The shear wave speed determined in the SSI experiment with a SuperSonic Imagine
Aixplorer ultrasound system [24]. The depth refers to the axial position of the focal point in the
imaging plane. The shear wave speed data are provided by Ghent University.

where δx1 refers to the lateral distance between the nodes we extract the shear stress
from and ∆t is the time between the stress peaks. We used node sets Mid Reflection and

Tumor Boundary to determine c
(tissue)
t and node sets Tumor Boundary and Mid Tumor

to determine c
(tumor)
t . The distance between the nodes and the time at which the shear

wave reaches the different nodes are indicated in Figure 5.4. The shear wave reaches
Mid Reflection at time t1, Tumor Boundary at t2 and Mid Tumor at t3. Hence, we find
the time between the shear stress peaks in the tissue and tumor sections from

∆t(tissue) = t2 − t1 and ∆t(tumor) = t3 − t2 (5.5)

The shear wave front is indicated with blue color and represents the shear stress peak
at times t1, t2 and t3. The Matlab script in Appendix A.5 was used extract the FEA
results. The peak times and peak stress values were determined in each of the three node

sets. The distance between the nodes (δx
(tissue)
1 and δx

(tumor)
1 ) were known in advance

from the FEM model. Further, the peak times were used to calculate the shear wave
speed in the tissue and tumor sections from Equation 5.4.

Reflection study

In Chapter 2.5 we presented the theory of plane shear wave reflections from plane material
boundaries. From this we readily understand that the reflected shear wave carries infor-
mation regarding the stiffness ratio between the soft tissue and an inclusion with different
elastic stiffness.
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Figure 5.4: The shear wave speed was determined by measuring how long it took the wave to
travel between two nodes. The shear wave front is indicated by the blue curved lines and refers
to the stress peak from the FEM simulations.

In this study, we wanted to examine whether the ratio between the amplitudes of the
reflected shear wave and the incident shear wave calculated from the FEA results could
be used to estimate the elastic stiffness of the tumor. In order to do this, we varied the
stiffness of the tumor while keeping the stiffness of the soft tissue constant. We used
the viscoelastic material definition with the default elastic material properties in the soft
tissue section. The stiffness of the tumor was changed as an integer multiple of the tissue
stiffness, according to the stiffness ratio values in Table 5.2. The shape of the tumor was
initially circular with R1 = R2 = 1.5 mm.

The numerical reflection factor could be determined from the expression

Rnum =
|σpeak

12 |R
|σpeak

12 |I
(5.6)

where the subindices R and I denote the reflected and incident waves, respectively. We
calculated the analytical reflection factor from Equation 2.120 for every distinct value
of E(tumor) and used these as reference values for comparison with the numerical results.
However, we note that this equation is only valid for plane shear waves and plane material
boundaries. Even though we can locally approximate the shear waves as plane, the material
boundary between the soft tissue and the tumor is certainly not plane. In an effort to
approximate plane material boundary conditions in our model, we carried out simulations
with an elliptical shaped tumor. The stiffness of the tumor and the minor radius were
kept constant, E(tumor) = 8E(tissue) and R1 = 1.5 mm, while R2 was increased according
to Table 5.2.

The Matlab script in Appendix A.7 was used to load the files from the FEM simulation,
determine the numerical reflection factor values and compare these with the analytical
reflection factor values.
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Table 5.2: The stiffness ratio E(tumor)

E(tissue) and the major radius R2 used in the FEA. R1 = 1.5 mm
in all simulations.

Stiffness ratio 2 3 4 5 6 7 8 8 8 8 8

R2 [mm] 1.5 1.5 1.5 1.5 1.5 1.5 1.5 3 5 7 9

Time to Peak Displacement

As previously discussed by Sarvazyan et al. [7] and Palmeri et al. [12], Time to Peak
(TTP) displacement is related to the elastic stiffness of the soft tissue. The tissue responds
quicker when the stiffness increases, due to greater elastic restorative forces that oppose
the inertia forces. This means that we reach maximum displacement sooner in a stiffer
tissue. Hence, the TTP displacement is inversely related to the stiffness. Sarvazyan et al.
have given a relation between the shear stiffness and the TTP displacement as

G = ρ

(
aD

tmax

)2

⇒ tmax =

√
ρ

G
aD =

aD

ct
(5.7)

where a and D are the Gaussian profile parameter and a dimensionless diffraction parameter,
respectively, and tmax is the TTP displacement. The parameters a and D are dependent
upon the size and curvature of the transducer elements and the frequency of the ultrasound
wave, which can be seen in Sarvazyan et al. [7]. This means that the TTP displacement
is also dependent upon these parameters, since tmax is seen to be proportional to a and
D in Equation 5.7. This is also discussed in Palmeri et al. [12], where it is shown that
the TTP displacement is dependent upon the focal configuration (F#) and impulse time
(Ti), which can be linked to a and D. However, Equation 5.7 is only valid for a perfect
Gaussian ultrasound beam. The reader is referred to [7] for details.

In order to find out whether the TTP displacement is a reliable estimate of the elastic
stiffness, we examined how the elastic stiffness and impulse time affects the TTP displace-
ment in the focal point. We used the viscoelastic material definition in all subsequent
simulations. First, we varied the stiffness of the tissue and used a constant impulse time,
Ti = 250 µs. Afterwards, we carried out simulations with different values of Ti while the

elastic stiffness was constant, E
(tissue)
0 = 107585 Pa. The analysis time was set to Ta = 2

ms, since we are only concerned with the temporal axial displacement profile in the focal
point before any reflection waves returns from the tumor.

The temporal axial displacement distribution u2(t) was extracted from node set FocalPoint
and further loaded in Matlab. The TTP displacement was determined through the script
in Appendix A.8.
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Table 5.3: The soft tissue stiffness, impulse time and analysis time values used in the TTP
displacement simulations.

E
(tissue)
0 [kPa] Ti [µs] Ta [ms]

60 250 2

80 250 2

100 250 2

107.585 50 2

107.585 100 2

107.585 150 2

107.585 200 2

107.585 250 2

120 250 2

140 250 2

160 250 2

5.2 Results

The ARF field approximated by the Gaussian function in Equation 4.2 with the coefficients
from Table 4.2 was implemented in the two-dimensional plane strain model given in
Appendix B.2. We used the plane strain model explained in Chapter 5.1 in all subsequent
analyses.

Mesh Study

We used n, ∆x(tissue) and #el corresponding to Table 5.1 in the FEM simulations. The
temporal shear stress σ12(t) and axial displacement u2(t) distributions in node sets
Mid Reflection and Tumor Boundary were extracted from the FEA results and are plotted
in Figures 5.5 and 5.6, respectively. We note that the difference between the curves are
small, even though the number of elements ranges from 7167 to 38029.

Wave Speed Study

We extracted the temporal shear stress distribution σ12(t) from the node sets Mid Reflection,
Tumor Boundary and Mid Tumor and found the peak time and peak stress values. Figures
5.7 and 5.8 show the shear stress distribution in all three node sets for the viscoelastic
and elastic material definition, respectively. The peak stress values are indicated with a
red dot and the corresponding peak time values were found by recognizing the time of the
peak stress. We note that the curves appear to be similar for both the viscoelastic and
the elastic material definition.
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(a) Shear stress σ12(t) extracted from the node set
Mid Reflection.
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(b) Axial displacement u2(t) extracted from the
node set Mid Reflection.

Figure 5.5: The shear stress and axial displacement in node set Mid Reflection are plotted
against time for different mesh densities. n corresponds to the number of elements that the shear
wave traverses during the impulse time.
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(a) Shear stress σ12(t) extracted from the node set
Tumor Boundary.
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(b) Axial displacement u2(t) extracted from the
node set Tumor Boundary.

Figure 5.6: The shear stress and axial displacement in node set Tumor Boundary are plotted
against time for different mesh densities. n corresponds to the number of elements that the shear
wave traverses during the impulse time.



5.2. RESULTS 67

Table 5.4: The numerical shear wave speed for the viscoelastic and the elastic material definitions
with the same elastic material parameters (E, ν, ρ). The numerical shear wave speed was found
from the peak shear stress values. The analytical shear wave speed was calculated from Equation
2.66. The deviance between numerical results and analytical values are given in %.

Tissue Tumor

Analytical ct [m
s ] 5.8184 10.0778

Numerical ct [m
s ] 5.8098 8.7525

Deviance [%] -0.1493 -13.1513

We determined ∆t(tissue) and ∆t(tumor) from Equation 5.5 and used these values to calculate

c
(tissue)
t and c

(tumor)
t from Equation 5.4. The resulting ct values for the viscoelastic and the

elastic material definition were equal and are both given in Table 5.4. The analytical shear
wave speed for the elastic and viscoelastic material definition were calculated from Equation
2.66, since the elastic material parameters were similar in both material definitions. The
deviance between numerical and analytical values are also given in Table 5.4. We note
that the material in the tumor section was purely elastic in both analyses.
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Figure 5.7: The shear stress distribution from node sets Mid Reflection, Tumor Boundary and
Mid Tumor for the viscoelastic material definition. The shear stress peaks are indicated with
red dots. The time difference ∆t(tissue) between the first and second peak was used to estimate
c
(tissue)
t . The time difference ∆t(tumor) between the second and third peak was used to determine

c
(tumor)
t .
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Figure 5.8: The shear stress distribution from node sets Mid Reflection, Tumor Boundary and
Mid Tumor for the elastic material definition. The shear stress peaks are indicated with red dots.
The time difference ∆t(tissue) between the first and second peak was used to estimate c

(tissue)
t .

The time difference ∆t(tumor) between the second and third peak was used to determine c
(tumor)
t .

Reflection Study

The temporal shear stress distribution σ12(t) in the node set Mid Reflection was extracted
from the FEA results. Further, the peak shear stress of the incident and reflected shear
waves were found. This is shown in Figure 5.9, where the blue and the green dot indicate
the incident shear wave peak and the reflected shear wave peak, respectively. From this
figure, we also see that σ12 < 0 before the incident and reflected waves arrived at the
node, which is indicated by the yellow and the magenta dot. This means that σ12 = 0
cannot be used as a reference value for determining the stress peaks. Consequently, we
used the shear stress values at the yellow dot and the magenta dot as reference values for
the incident and reflected shear wave, respectively. Thus, rather than using Equation 5.6
directly, we found the numerical reflection factor from

Rnum =
σ

(green)
12 − σ(magenta)

12

σ
(blue)
12 − σ(yellow)

12

(5.8)

where σ
(magenta)
12 and σ

(yellow)
12 represent the reference stress level for the reflected and

incident shear wave, respectively. σ
(green)
12 and σ

(blue)
12 are the peak shear stress values for

the reflected and the incident shear wave, respectively. The resulting values of Rnum and
the analytical reflection factor (Rana) for different stiffness ratios are plotted in Figure
5.10(a), while the deviance between Rnum and Rana is given in Figure 5.10(b).
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Figure 5.9: The temporal shear stress distribution for E(tumor) = 8E(tissue) in node set
Mid Reflection. The amplitudes used to determine the numerical reflection factor (Rnum) are
indicated by blue and green dots. Rnum was found as the ratio between the reflected amplitude
and the incident amplitude. The tumor was modeled as a circular inclusion with R = 1.5 mm
in this figure. The yellow dot and the magenta dot indicate the stress level as the incident and
reflected waves arrived, and was used as reference stress values.

We also determined Rnum for increasing values of the major radius R2 while the stiffness
ratio was kept constant, E(tumor) = 8E(tissue) . The resulting values of Rnum are shown in
Figure 5.11(a) where Rana is plotted for comparison. The deviance between Rnum and
Rana is given in Figure 5.11(b). We note that the deviance decreases as the major radius
increases.

Figure 5.12 shows field plots of the shear stress at four different times to demonstrate the
shear wave propagation and the reflections from the tumor boundary. The tumor was
circular with R = 1.5 mm and the stiffness of the tumor was set to E(tumor) = 8E(tissue)

in order to clearly visualize the reflections. The light grey regions have stress levels above
100 Pa, while the black region have stress levels below -100 Pa. Green color corresponds to
approximately zero stress. Red, orange and yellow colors are intermediate and decreasing
positive stress levels, respectively. Blue colors correspond to intermediate and negative
stress levels. The infinite elements are indicated by the light grey sections on the upper
and lower boundaries. We note that the infinite elements are not shown in their full size.
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Figure 5.10: The reflection factor was found numerically by determining the ratio between
the reflected shear stress amplitude and the incident shear stress amplitude in the node set
Mid Reflection. Both the reflection factor values and the deviance is plotted against the ratio

between tumor stiffness and tissue stiffness, E(tumor)

E(tissue) .
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(b) The deviance between the numerical values and
the plane wave theory is given in %. The discrepancy
is seen to decrease as R2 is increased. Rnum is always
lower than Rana.

Figure 5.11: The numerical reflection factor was determined from the shear stress in node
set Mid Reflection for several major radius values R2, while the stiffnes of the tumor was kept
constant at E(tumor) = 8E(tissue). The deviance between the numerical values and the plane wave
theory is seen to decrease as the major radius increases.
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t = 0.00626 ms

(a)

t = 1.0744 ms

(b)

t = 2.1258 ms

(c)

t = 2.903 ms

(d)

Figure 5.12: Field plots of σ12 at times t = 0.00629 ms, 1.0744 ms, 2.1258 ms and 2.903 ms.
The light grey color indicates stress levels higher than 100 Pa, while the dark grey color indicates
stress levels lower than -100 Pa. The tumor is circular with R = 1.5 mm and is located in the
middle of the soft tissue section. The tumor may be seen ahead of the shear wave front in Figure
5.12(b).

Time to Peak Displacement

We extracted the temporal axial displacement profile (u2(t)) in the focal point from
the node set FocalPoint. The temporal axial displacement for the different soft tissue
stiffness values are plotted in Figure 5.13. The red dots indicate the location of the peak
displacement in each curve. Figure 5.14 shows a plot of the TTP displacement against the
soft tissue stiffness. We note that the TTP displacement is reduced for increased values of
E(tissue).
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Figure 5.13: Axial displacement profile in the focal point for different soft tissue stiffness values.
The red dots indicate the peak displacement. u2 is given in µm, while the time is given in ms.

Figure 5.15 shows the temporal axial displacement profile for different impulse times (Ti),
whereas Figure 5.16 shows the TTP displacement as a function of the impulse time. We
see that the TTP displacement increases for increasing impulse times.

Figure 5.17 shows a field plot of the axial displacement for E(tissue) = 100 kPa and at time
t = 6.3 · 10−5 s. The blue color indicates the focal region, where the axial displacement
magnitude is largest. We note that only half of the modeled plate is shown in the field plot,
since the relevant information is the axial displacement in the focal point. The location
of the tumor is indicated by the half circle. The upper and lower boundary between the
tissue and infinite sections are indicated by the black lines. The infinite elements are not
shown in their full size in Figure 5.17.
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Figure 5.14: The TTP displacement is plotted as a function of soft tissue stiffness E(tissue).
TTP displacement is given in ms, while E(tissue) is given in kilopascals. It is seen that TTP
displacement decreases as the stiffness increases.
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Figure 5.15: Axial displacement profile in the focal point for different impulse times (Ti). The
red dots indicate the peak displacement. u2 is given in µm, while the time is given in ms.
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Figure 5.16: The TTP displacement is plotted as a function of impulse time (Ti). TTP
displacement is given in ms, while impulse time is given in µs. It is seen that the TTP displacement
increases as the impulse time increases.
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Figure 5.17: Field plot of the axial displacement in a region corresponding to half the plate.
The tumor is indicated by the half circle to the right in the figure. E(tissue) = 100 kPa and
t = 6.3 ·10−5 s. Blue color corresponds to large displacement magnitude and red color corresponds
to small displacement magnitude.
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5.3 Discussion

Modeling considerations

We modeled the soft tissue as a two-dimensional plane strain plate in Abaqus. We believe
that this is a fair approximation of the physical three-dimensional gel-agar phantom
since the imaging direction of the ultrasound transducer was in the thickness direction
(D), referring to Figure 3.1, which we see is much smaller than both the width (W )
and the length (L). Hence, the out-of-plane strains on a cross-section in the thickness
direction may be neglected. In physical ultrasound examinations, the large amount of
tissue surrounding the focal point reduces the mobility of the tissue normal to the imaging
direction. Consequently, when we consider a cross-section along the axial direction of the
transducer, we may assume that the out-of-plane strains are negligible since u1 ≈ 0 and
u3 ≈ 0, while u2 6= 0.

We chose a Poisson’s ratio of 0.499 as a trade-off between computational time and accuracy.
The analysis run time is very sensitive to changes in Poisson’s ratio when we approach
incompressible conditions, ν = 0.5. This is because the longitudinal (dilatational) wave
velocity is highly susceptible to changes in Poisson’s ratio for nearly incompressible
materials, which can be seen from Equation 2.65. Palmeri et al. [25] found that the
analysis run time was about 3.3 times longer when the value of ν changed from 0.499 to
0.4999. A Poisson’s ratio of 0.499 does not support a longitudinal velocity of 1540 m

s ,
which is the approximate value of cl for tissue. In order to obtain such a high value of cl
we would need ν ≈ 0.49999, according to Lee et al. [5]. However, we believe that the slight
difference in ν has less impact on the FEA results, since the physics in the FEM model is
dominated by shear waves. This is also argued by Palmeri et al. [12]. The shear wave
speed (ct) is minimally affected by this slight underestimation in ν, which can be seen
from Equation 2.66. However, the peak displacement decreases as ν increases, as discussed
in Palmeri et al. [25]. Hence, ν = 0.499 causes slightly overestimated peak displacement
values. This is shown in Figure 5.18, which is taken from Palmeri et al. [25].

We see from Table 3.2 that the relaxation times τn are quite large compared to the analysis
time (Ta). This implies that viscoelasticity is not important in our FEM simulations. We
may readily verify this from the shear stress profiles in Figures 5.7 and 5.8, which are seen
to coincide. Consequently, we could have disregarded the viscoelastic material in the FEM
simulations and still obtain the same results, since we used such small analysis times.

We note that we have applied the steady-state ARF field from Chapter 4.2 as an impulse
load for a time (Ti). This is not entirely correct, since it would take some time for the
ultrasound waves to reach the focal point and generate the desired ARF push. However,
referring to Chapter 4.3, the ultrasound waves reach the focal point 6.5 µs after the
ultrasound transducer was excited. Consequently, it takes 13 µs before the ultrasound
waves reach the lower boundary of the model and to obtain a steady-state ARF in the
modeled tissue. We assume that this travel time is sufficiently small to be neglected,
compared to the impulse time of the ARF. Hence, we believe that the assumption of a
time independent ARF field is representative of the physical time dependent ARF field
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Figure 5.18: Figure 1 in Palmeri et al. [25]. Comparison of the simulated axial displacement at
the focal point for ν = 0.499 and ν = 0.4999. The ARF was applied for 45 µs.

originating from a ultrasound transducer.

Even though the material behavior of soft tissues is generally non-linear, we have used
linear elastic and linear viscoelastic material definitions in the FEM simulations. However,
since the deformations caused by ultrasound waves are rather small, at least for medical
applications, we assume that this non-linearity is negligible and that a linear material
model will suffice.

Lastly, we could have used infinite elements on the right edge in Figure 5.1(a), in order
to damp out reflections from this boundary. However, our interest lay in the reflections
from the tumor and we did not use any FEA results that could have been affected by
reflections from the right edge of the plate. Hence, we chose to disregard infinite elements
on this edge and rather use finite elements for simpler implementation.

Mesh Dependency

The temporal shear stress and axial displacement distributions from the node sets
Mid Reflection and Tumor Boundary were plotted in Figures 5.5 and 5.6. We observe
that the differences between the various σ12-profiles and u2-profiles for different values of
n are rather small. The axial displacement profiles are seen to coincide for almost all time
values, except in the proximity of the displacement peaks. From Figures 5.5(b) and 5.6(b)
we see that the maximum displacement is slightly larger for n = 6 and n = 8 than for the
higher values of n. The trend is opposite for the preceding negative displacement peak,
where the magnitude of the axial displacement is slightly smaller for the lower n-values
than for the higher n-values. We also observe that the axial displacements are negative
before the arrival of the shear wave, t ≈ 0.9 ms in Figure 5.5(b) and t ≈ 1.7 ms in Figure
5.6(b). We believe that this is due to volume preservation. As the focal region is pushed
downwards in the positive axial direction, the tissue outside the focal region is pushed
upwards in the negative axial direction. This is also discussed in Lee et al. [5].
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We observe a larger discrepancy in the shear stress profiles than in the axial displacement
profiles, as we can see in Figures 5.5(a) and 5.6(a). The shear stress tends to oscillate after
the incident stress peak, and the amount and frequency of the oscillation are not the same
for the different mesh densities. We believe the reason for this behavior is that the stresses
are calculated from the displacement gradient, which can be seen from Equations 2.122 and
2.123. In general, errors are amplified during differentiation. A slight deviance between the
axial displacement profiles may consequently cause a more pronounced deviance between
the shear stress profiles.

Referring to Figure 5.5(a), we get some indications of diffusive effects in the stress peak at
t ≈ 0.9 ms, since the smaller values of n produce slightly wider shear stress waves. We
observe the same for the stress peak at t ≈ 1.7 ms in Figure 5.6(a). This could mean
that the initial impulse shape is somewhat smeared out due to numerical diffusion. We
also observe some numerical dispersion, which is indicated by an increased time difference
between the incident stress peak and the reflected stress peak for decreasing values of
n. This can be seen in Figure 5.5(a). The incident shear stress peaks for all values of
n arrive at t ≈ 0.9 ms. The reflected shear stress peak for n = 14, 12 and 10 are seen
to arrive at t ≈ 2.4 ms, while the arrival time increases slightly for the lower values of
n. This indicates that numerical dispersion is more apparent when n decreases, hence
when the element size increases. Numerical diffusion and dispersion effects are discussed
in Marfurt [26], where it is argued that more accurate solutions are obtained as the mesh
is refined. Also, it was mentioned that high frequency response (λ < ∆x) is more affected
by numerical diffusion and dispersion than low frequency response (λ > ∆x). Since our
impulse time was 0.25 ms, the dominant frequency is 4000 Hz, which gives an impulse

length of λ
(tissue)
I = 1.45 mm. This suggests that our simulations are of low frequency,

according to the element sizes (∆x(tissue)) given in Table 5.1, and should not be greatly
affected by numerical diffusion or dispersion. This is in agreement with the aforementioned
observation of slight numerical diffusion and dispersion in our FEA results and that these
errors increase as the element size increases.

Even though we have pointed out some minor differences between the various mesh
densities, the simulated response curves are in general quite similar. Thus, we could
probably have used either of the mesh densities and still obtain approximately the same
accuracy. However, we chose n = 10 as the default mesh density. This value was also used
in an example in the Abaqus documentation [21]. Treating n = 14 as a reference curve,
we see that both the amplitude and the arrival of the stress wave are in agreement for
n = 10. Hence, the degree of numerical diffusion and dispersion for n = 10 and n = 14
should be on the same order. Also, n = 10 reduces the total number of elements compared
to n = 14 and 12, which is beneficial for computational time.
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Figure 5.19: Adapted from Figure 9 in Marfurt [26]. The figure shows the numerical dispersion
curves for the explicit finite-element method for different element angles. The ratio

cph

C0
is the

ratio between numerical and analytical wave speed while 1
GS

is equivalent to 1
n

. Marfurt used
ν = 0.4 and square elements to obtain the results in this figure.

Wave Speed Study

The numerical shear wave speed in the soft tissue and tumor were presented in Table 5.4
along with the analytical values and the deviance between numerical and analytical shear
wave speed. We see that the shear wave speed in the soft tissue is in accordance with
the analytical solution, with an error of only ε ≈ −0.15%. This slight deviance could be
due to numerical dispersion, which is discussed in Marfurt [26]. Referring to Figure 5.19,
taken from Marfurt, which shows numerical dispersion for square elements with ν = 0.4,
we see that the dispersion error is about 2 % for n = 10. This means that we get better
results than what is expected. However, we cannot use Figure 5.19 directly in comparison
with our results since numerical dispersion is dependent upon both the Poisson’s ratio and
the angle of the elements in the mesh, as argued in Marfurt. We used ν = 0.499 whereas
the results in Figure 9 in Marfurt stems from ν = 0.4. Also, the elements in our FEM
model are not uniformly oriented or entirely square, as opposed to those used in Marfurt.

If we compare the numerical shear wave speed in the soft tissue with the measured shear
wave speed from the SSI experiment on the gel-agar phantom, the deviance is much more
pronounced than for the analytical shear wave speed comparison. The focal depth in the
FEM simulations was 10 mm and from Figure 5.3 we see that the experimental shear wave
speed at this depth correspond to cexp

t ≈ 5ms . This gives a deviance of
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ε =
5.8098− 5

5
· 100 % ≈ 16 % (5.9)

We believe this discrepancy stems from an incorrect estimate of E0 in the viscoelastic
material calibration from Chapter 3. A shear wave speed of 5 m

s correspond to an
instantaneous elastic stiffness of

E0 = 2ρ0(1 + ν0)(cexp
t )2 = 2 · 1060 · (1 + 0.499) · 52 = 79477 Pa (5.10)

From the calibration we carried out in Chapter 3, we found E0 = 107585 Pa, which is
significantly larger. This indicates that our calibration was not entirely correct and that
additional test data should have been used in order to obtain a better estimate of E0, as
previously discussed in Chapter 3.3.

Even though the shear wave speed in the soft tissue was accurately replicated in the FEM
simulation for the estimated value of E0, with an error of only -0.15 %, this is not the case
for the shear wave speed in the tumor. Referring to Table 5.4, we see that the deviance
between the numerical value and the analytical value is ε ≈ −13.15 %. We suspect this
discrepancy has to do with the larger element size used in the tumor or with boundary
effects from the boundary between the soft tissue and the tumor. In order to examine this
a bit further, we ran two additional simulations. We used an elliptical shaped tumor with
R2 = 5 mm in the first simulation, in order to increase the most relevant dimension of the
tumor. In the second simulation, we reduced the element size in the tumor (∆x(tumor)) to
match the element size of the tissue section (∆x(tissue)). The shear stress in the node sets
Tumor Boundary and Mid Tumor were extracted, since we were only concerned about
the shear wave speed in the tumor section. The resulting shear wave speeds are given in
Table 5.5.

From Table 5.5, we observe that reducing the element size in the tumor section has only
minor effects on the numerical shear wave speed, since the deviance is reduced by an
amount ∆ε = 1.5 % compared to the result in Table 5.4. From Equations 5.1 and 5.2, and
using that

n(tumor) =
c
(tumor)
t · Ti
∆x(tumor)

=

√
3c

(tissue)
t · Ti

∆x(tumor)
(5.11)

we may argue that as the element size in the tumor section is reduced by an amount 1
1.3 , the

value of n(tumor) is increased by an amount of 1.3, from n(tumor) ≈ 13.3 to n(tumor) ≈ 17.3
when n(tissue) = 10. Referring to Figure 5.19, we observe that the numerical dispersion
decreases as n increases, however slowly for such large values of n. This could explain the
minor improvement of the shear wave speed in the tumor when we reduce the element size.

Again referring to Table 5.5, we see that increasing R2 has a much more pronounced effect
on the calculated numerical shear wave speed than reducing the element size. We believe
this is due to the ratio between the size of the tumor and the impulse length of the shear
wave in the tumor. The impulse length in the tumor is given as
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Table 5.5: The shear wave speed in the tumor when considering an elliptical shaped tumor with
R2 = 5 mm or using the same element size in both tissue and tumor. The deviance was found
relative to the analytical solution, c

(ana)
t = 10.0778m

s
.

Possible improvement ct [m
s ] Deviance [%]

Elliptical shaped tumor 10.2887 2.09

Smaller element size 8.9021 -11.66

λ
(tumor)
I = c

(tumor)
t · Ti =

√
3 · λ(tissue)

I (5.12)

The impulse length in the tumor is about 2.5 mm, which is nearly the same as the diameter
of the circular tumor, D = 3 mm. When R2 is increased, the shear wave propagation along
the centerline of the tumor is less affected by boundary effects between the tumor and the
soft tissue. One type of boundary effect is interface waves, also referred to as Stoneley
waves for a solid-solid interface. These waves are guided along the material interface, and
cause the shear wave to move slower close to the boundary between the soft tissue and the
tumor. Since the distance from the boundary to the center of the tumor increases when
R2 is increased, the influence of Stoneley waves is reduced in the center of the tumor,
which causes a higher shear wave speed. We will not go into further detail about interface
waves, but we refer the reader to Rose [18] for more information. Also, both the angle of
the elements and the shape of the elements are better for the elliptical inclusion, which in
turn reduces the dispersion error, referring to Marfurt [26]. In Table 5.5, we see that the
deviance is about 2 %, which is acceptable. However, the numerical shear wave speed is
larger than the analytical. This is not what we expect, since the numerical dispersion for
quadrilateral finite elements with lumped mass (CPE4R/Explicit) should lead to reduced
wave speeds, which can be seen in Figure 5.20, taken from Belytschko et al. [27]. We are
not aware of the reason for this, but it may be due to inaccurate measurements of the
actual wave front. However, we have not yet figured out a better way to determine the
shear wave front than to consider the shear stress peak, as indicated in Figure 5.7.

We have seen that the shear wave speed in the soft tissue can be accurately estimated by
detecting the shear wave front at different locations within the soft tissue, and measuring
the time it takes the shear wave to travel between these locations. Consequently, we
believe that the shear wave speed can provide an accurate estimate of the elastic stiffness
in a homogeneous tissue, using ultrasound to track the shear wave propagation. In the
tumor, we observed that the estimated shear wave speed was highly dependent upon the
shape and size of the tumor due to boundary effects from the interface between the soft
tissue and the tumor. Thus, we cannot be certain that the shear wave speed reflects the
true elastic stiffness of the tumor. However, if the focal point of the ultrasound transducer
was located within the tumor, the shear wave speed might have been more accurately
estimated since boundary effects probably would have been less pronounced. Although,
this could be difficult in reality since the shear wave speed in the tumor is relatively high
and the size of the tumor is quite small, which would require a very high Pulse Repetition
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Figure 5.20: Figure 4 in Belytschko et al. [27]. The figure shows the numerical dispersion of
underintegrated bilinear quadrilateral element with lumped mass as a function of the relative
wave number. The ratio

cp
c0

is the ratio between numerical and analytical wave speeds and the

relative wave number corresponds to 1
n

.

Frequency (PRF) of the transducer in order to track the shear wave propagation.

Reflection Study

From Figure 5.10 we observe that the discrepancy between the plane shear wave reflection
factor from Equation 2.120 and the numerical values obtained from the FEA results is
prominent. The numerical reflection factors are much lower than the analytical values.
However, this comes as no surprise due to the circular shape of the tumor, which causes
a non-plane boundary between the soft tissue and the tumor. From the field plots in
Figure 5.12, we readily observe that the incident shear wave is reflected in many directions,
referred to as scattering in Chapter 2.1.1. Hence, the amount of the reflections that
actually reach back to the node Mid Reflection is much smaller than in the case of a
plane material boundary. This causes reduced reflection factors. From Figure 5.10(b),
we also see that the deviance decreases as the stiffness ratio between the tumor and the
soft tissue increases. We believe the reason for this is that larger stiffness ratios increase
the amplitude of the reflected shear wave, which makes the numerical reflection factor
less susceptible to small differences in the reference shear stress value, indicated by the
magenta dot in Figure 5.9.

Figure 5.11 shows the effects of increasing the value of R2 relative to R1, thus making the
material boundary facing the Region of Excitation (ROE) more plane. We observe that
the deviance in Figure 5.11(b) is reduced from ε ≈ 40% to ε ≈ 10% as the ratio between R2
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and R1 is increased from 1 to 5. As R2

R1
increases, the boundary facing the ROE gradually

becomes more plane, which reduces the scattering of the incident wave and increases the
magnitude of the reflected wave. However, we observe that the deviance is not reduced to
zero, which indicates that the plane shear wave reflection theory is never valid. This could
be due to several reasons. Firstly, even though we increased R2

R1
to a maximum value of 9,

the material boundary is still not entirely plane. Secondly, we must keep in mind that
the shear wave generated by the ARF is not truly plane, since it originates from a small
region. Lastly, we are not certain that the reference shear stress values used to determine
the numerical reflection factors are correct, which could affect the deviance. Also, we
observe that the lowest deviance is obtained for R2

R1
= 5. This is rather counter-intuitive,

since the larger radii ratios should approximate a plane material boundary even better.
We find it difficult to point out any obvious reasons for this occurrence, but it might be
due to mesh effects since the mesh changed slightly for the different radii ratios.

The tumors in real life are usually irregularly shaped and the assumption of plane material
boundaries is not valid. This makes it difficult to determine the stiffness of the tumor
based on the reflected shear wave, which reduces the reliability of the method. For instance,
if we would estimate the tumor stiffness based on the numerical reflection factor for a
stiffness ratio of 2 from Figure 5.10, we would obtain

Rnum = 0.0709 ⇒ E(tumor)

E(tissue)
≈ 1.1526 (5.13)

while the true value is
√

3. This gives an error of ε ≈ −33.5%.

Another limitation of this method is due to the definition of the boundary between the soft
tissue and the tumor. We have assumed a discrete material boundary in both the FEM
model and in the derivation of the analytical shear wave reflection factor in Equation 2.120.
However, it is more likely that the stiffness changes more gradually for real life tumors.
This reduces the impedance mismatch, which in turn causes the reflection magnitudes to
decrease. Thus, the simple analytical relation in Equation 2.120 can no longer be used to
determine the stiffness of the tumor, regardless of whether the material boundaries are
plane or not. This is discussed in Palmeri et al. [12]. Also, since the reflection factor only
provides information about the relative stiffness difference between the soft tissue and the
tumor, we must know the stiffness of the soft tissue in advance, in order to estimate the
stiffness of the tumor. However, reflection waves give qualitative information of inclusions
within the soft tissue and may still be appropriate to determine the approximate shape of
a potential tumor, even though the exact stiffness is difficult to predict.

TTP Displacement Study

Figure 5.13 shows the axial displacement profile in the node set FocalPoint for different
values of E0. We observe that the magnitude of the axial displacement decreases as the
elastic stiffness of the soft tissue increases. This is because the applied body force remains
constant in all simulations, while the counteracting elastic forces increase due to increasing
elastic stiffness. Based on these observations, we may think that axial displacement
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magnitudes alone could be used to estimate the elastic stiffness. However, as indicated
by Figure 5.21 taken from Palmeri et al. [12], the axial displacement profiles estimated
by ultrasound are affected by considerable jitter and underestimation of displacement
magnitudes. This reduces the utility of using displacement magnitudes to estimate
the elastic stiffness of soft tissues. However, the relative difference between estimated
displacement magnitudes still reflects elastic stiffness differences within the tissue. Hence,
we are still able to image a heterogeneous tissue by measuring the displacement magnitudes
with ultrasound, even if exact determination of the elastic stiffness properties is not feasible.

From Figures 5.13 and 5.14, we readily observe that the TTP displacement decreases as
the stiffness of the tissue increases. We also see that the decay of the curve in Figure 5.14
indicates that the TTP displacement is inversely related to the stiffness, as proposed in
Chapter 5.1. Based on these observations, TTP displacement appears as an adequate
measure of elastic stiffness properties, which is also suggested by Sarvazyan et al. [7].
The TTP displacement is independent of displacement magnitude and consequently also
independent of the applied force, as discussed in Palmeri et al. [12]. This is advantageous
in medical applications since the magnitude of the ARF is difficult to determine due to
unknown attenuation in the tissue.

Even though the TTP displacement seems to be a promising measure of stiffness, there
are some additional aspects that have not yet been brought to light. Firstly, the impulse
time and the focal configuration (F#) have an impact on the TTP displacement. From
Figures 5.15 and 5.16, we observe that the TTP displacement increases as the impulse
time (Ti) increases. This is in accordance with what was found in Palmeri et al. [12]. Also,
in Figure 5.22 from Palmeri et al. [12], the TTP displacement is seen to increase for larger
values of F#. Both Ti and F# are chosen by the person who performs the ultrasound
examination, and thus it is very important that these effects are accounted for. Secondly,
both the density and the Poisson’s ratio has an impact on the TTP displacement. In
Figure 5.23 from Palmeri et al. [12], we see that the TTP displacement increases almost
proportionally to the increase in density. From Figure 5.18, taken from Palmeri et al.
[25], we observe that the TTP displacement is dependent upon Poisson’s ratio. The TTP
displacement is seen to increase slightly as ν is changed from 0.499 to 0.4999. Thus, both
density and Poisson’s ratio affects the TTP displacement in an opposite manner to that of
elasticity. However, if we compare the elastic properties of tumors and healthy tissues, we
presume that the differences in density and Poisson’s ratio are rather small compared to
the difference in stiffness. Thus, these effects are assumed negligible compared to those
of the elastic stiffness. Lastly, limitations in the Pulse Repetition Frequency (PRF) can
make experimental stiffness estimation based on the TTP displacement difficult. Since
the TTP displacement values are rather short, we would need very high PRFs in order to
detect the displacement peak. From Figure 5.16, we see that the TTP displacement can
be as low as 0.15 ms. This means that the PRF must be substantially larger than 6667
Hz, in order to obtain sufficient resolution to detect the displacement peak.

In order to use the TTP displacement to estimate the stiffness of the tumor, we need to
excite the tumor directly by locating the focal point inside the tumor. However, measuring
the TTP displacement might be difficult. Since the stiffness of the tumor is higher than
that of the soft tissue, we would need even higher PRFs in order to detect the peak
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Figure 5.21: Figure 3 in Palmeri et al. [12]. Comparison of the simulated axial displacement at
the focal point for FEM and tracked FEM data. The data correspond to a PRF of 10 kHz.

displacement. Also, since the size of the tumor is relatively small, shear wave reflections
from the tumor boundary could possibly reach back to the ROE and cause constructive
interference. This would make it difficult to separate the actual displacement peak from the
reflected shear wave peak, and could result in erroneous values of the TTP displacement.
This is discussed in Palmeri et al. [12].

Even though Equation 5.7 provides an analytical expression to calculate the shear modulus
(G) based on the TTP displacement (tmax), this expression is only valid for a perfectly
Gaussian ultrasound beam. From Figure 4.3(a), we clearly see that this is not the case.
As argued in Bercoff et al. [9], techniques that rely on the measurement of the axial
displacement in the focal point are not quantitative when the ultrasound beam is not
perfectly Gaussian. Hence, we cannot use the TTP displacement to provide reliable
estimates of the stiffness in neither the soft tissue nor the tumor, since the ultrasound
beams are rarely perfect Gaussian. Even if they were, the TTP displacement would not
have been well-suited to estimate the stiffness of the tumor, due to the limited PRF values
and the possibility of constructive interference from the shear wave reflections.
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Figure 5.22: Figure 4 in Palmeri et al. [12]. Figure A shows normalized axial displacement
profiles for two different stiffness values (1 kPa and 58 kPa) and two different focal configurations
(F# = 1 and F# = 2). Figure B shows the TTP displacement as a function of tissue stiffness for
both focal configurations.

Figure 5.23: Figure 5 in Palmeri et al. [12]. Figure A shows the axial displacement profiles at
the focal point for different density values, ρ. The elastic stiffness was 4 kPa. Figure B shows the
TTP displacement at the focal point as a function of density.



6 Concluding Remarks

The work conducted in this thesis has been concerned with the use of FEM to simulate a
locally induced axial displacement in a soft tissue by the use of an ARF impulse. Due to
the impulse load and the restorative forces of the tissue, the axial displacement results in
a shear wave that propagates away from the ROE. Many modern elastography methods
relies on the use of locally induced displacements and shear waves to determine the elastic
properties of soft tissue and to locate possible tumors within the tissue. Even though
relative stiffness difference can be used for imaging, it is important to quantify elastic
stiffness because malignant tumors are in general stiffer than benign tumors. We have
carried out FEM analyses that can be used to verify the accuracy of stiffness estimation
procedures based on shear wave speed, shear wave reflection and TTP displacement.

The stress relaxation behavior of the viscoelastic tissue-mimicking gel-agar phantom
was accurately described by a three-element Maxwell model. However, from the FEM
simulation of the stress relaxation test we saw that the uniaxial stress was slightly
underestimated compared to the experimental data. We assumed that this was related
to the use of a prescribed initial stress in the FEM model, inaccurate estimate of E0 or
inaccurate displacement and force measurements in the experiment. We also argued that
more experimental test data should have been included in order to increase the reliability
of the estimated material parameters E0, gn, and τn.

We have been able to simulate the ARF field originating from a linear array transducer
and shown how this ARF field can be implemented as a body force in an FEM model by
the use of a mathematical function. The ARF field was well represented by a three-element
Gaussian function.

We obtained similar FEA results for both the elastic and the viscoelastic material definitions.
Thus, the FEM simulations were unaffected by the relaxation behavior of the calibrated
three-element Maxwell model. We argued that this was due to the large relaxation times
(τn) found from the material calibration in Chapter 3.2 and the relatively short analysis
time (Ta).

The shear wave speed was accurately represented in the soft tissue compared to the
analytical value for the estimated E0. However, we observed a discrepancy between the
numerical shear wave speed and the experimental shear wave speed found from the SSI
experiment. This deviance was assumed to stem from inaccurate estimation of E0 in
Chapter 3, and suggests that the estimated value of E0 from the relaxation test is too
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large. The numerical shear wave speed in the tumor was dependent upon the size and
shape of the tumor. In the case of a circular tumor with R = 1.5 mm, we saw that the
numerical shear wave speed was underestimated by 13.15 %. We argued that this was
due to boundary effects, since the impulse length (λI) was comparable to the diameter of
the tumor. When we increased R2 relative to R1, we saw that the numerical shear wave
speed was more in accordance with the analytical value. Since the shear wave speed of
the tumor is dependent upon the size and shape of the tumor, it may be difficult to use
this to determine the elastic stiffness. A possible remedy is to excite the tumor directly,
but this has not been investigated.

We have seen that the shear wave reflection factor from the FEA is not suited to determine
the proper stiffness ratio between the soft tissue and a tumor. Since the boundaries
between soft tissues and tumors are rarely plane, and the shear wave caused by the ARF is
not entirely plane, the reflection factors determined from the reflected shear wave cannot
be used to estimate the stiffness of the tumor. This method also requires that we know
the stiffness of the soft tissue in advance, in order to estimate the stiffness of the tumor.
However, as indicated in Chapter 5.3, the reflected wave may still be used to image an
inclusion within the soft tissue and to determine the shape of the inclusion.

We have seen that the TTP displacement is inversely related to the elastic stiffness of
the soft tissue. The TTP displacement is independent of the applied force, which is
beneficial in medical imaging where the exact value of the load magnitude is difficult to
determine, due to the unknown attenuation. However, the TTP displacement must be
used cautiously because factors such as impulse time and transducer size will affect the
TTP displacement values and may cause erroneous estimates of the elastic stiffness. Also,
the TTP displacement within a tumor can provide false information because of reflections
from the material boundary surrounding the ROE and limited PRFs. Lastly, the TTP
displacement can only be linked to the shear modulus for a perfect Gaussian ultrasound
beam, which is rarely the case.



7 Further Work

We have experienced that much of the work carried out in this thesis can be improved and
taken one step further. Also, we have used some assumptions that should be examined in
more detail. We will end this thesis by pointing out some improvements that could be
made and some assumptions that should be checked:

� More experimental data from stress relaxation and creep tests should be used in the
calibration, such that the elastic stiffness (E0) is estimated more accurately.

� Carry out transient pressure field simulations and check the validity of the continuous
wave assumption.

� Make a three-dimensional FEM model with a spherical inclusion inside and check
the validity of the plane strain approximation.

� Make an FEM model with the possibility to place the focal point inside the tumor,
such that the shear wave speed of the tumor can be estimated with the least amount
of boundary effects. Also, this model could be used to see to what extent the TTP
displacement is affected by shear wave reflections.

� Use differently shaped inclusions. Malignant tumors are rarely smooth, such that it
might be of interest to examine inclusions that are unevenly shaped.
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A MATLAB scripts

� experimentalDataRetriever.m was used to extract experimental data from a spread-
sheet and calculate uniaxial strain and stress and the elastic modulus. Further, we
used this script to make plots for comparison between experimental data and the
analysis in Abaqus.

� twoDimLinarray.m was used to calculate the pressure field generated by a linear
array ultrasound transducer. We also used it to plot pressure, intensity and radiation
force fields.

� createFit.m was used to create the curve fit of the three-element Gaussian function
to the radiation force distribution.

� meshStudy.m was used to load and plot the temporal shear stress and axial displace-
ment distributions from the FEA results in the mesh study.

� waveSpeeds.m was used to determine the wave speed from the temporal shear stress
distribution extracted from the FEA results in the wave speed study.

� extractData.m was used to load .dat-files from the FEA results.

� reflectionStudy.m was used to determine the shear stress peaks and the numerical
reflection from FEA results in the reflection study. We also used it to plot the shear
stress, reflection factor comparison and the deviance.

� TTP.m was used to determine the TTP displacement for different values of E0.
We also used it to plot the TTP displacement and the temporal axial displacement
distribution.

A.1 experimentalDataRetriever.m

1 % Writen by : Lars Edvard Bryhni Daehl i
2 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3 % S c r i p t that imports the e x c e l f i l e s with exper imenta l data
4 % and p l o t s r e l e v a n t graphs .
5 % Wil l a l s o perform l e a s t−square e s t imat i on o f the v i s c o e l a s t i c
6 % mate r i a l model .
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7 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
8

9 c l e a r a l l ; c l c ; c l f ;
10

11 path = 'D:\NTNU\Master\Excel \ ' ;
12 name = ' Relaxation Data ThinPhantom . x l sx ' ;
13 f i l e = f u l l f i l e ( path , name) ;
14

15 [N,T,R] = x l s r e a d ( f i l e ) ;
16

17 %The f i r s t 20 rows does not conta in any r e l e v a n t in fo rmat ion . We w i l l
18 %leave these rows out .
19

20 N = N(20:end , : ) ;
21

22 %Time , ex tens i on and f o r c e i s found as column 2 ,3 and 4 .
23

24 t = N( : , 1 ) ;
25 d = N( : , 2 ) ;
26 f = N( : , 3 ) ;
27

28 %I n i t i a l va lue s o f the t e s t specimen
29 t h i c k n e s s = 3 .5 e−03;
30 width = 57 .4 e−03;
31 L0 = 6 3 . 9 7 ;
32 A0 = t h i c k n e s s *width ;
33

34 %Experimental s t r e s s and s t r a i n va lue s
35 s t r a i n e = d . / L0 ;
36 s t r a i n l = log (1+ s t r a i n e ) ;
37 s t r e s s e = f . /A0 ;
38 s t r e s s t = s t r e s s e .* exp ( s t r a i n l ) ;
39

40 %S t r e s s and s t r a i n va lue s from the ( s imple support ) Abaqus a n a l y s i s
41 %based on the r e l a x a t i o n c o e f f i c i e n t s est imated by Abaqus
42 t aba = N( : , 1 6 ) ;
43 f o r c e a b a = N( : , 1 7 ) ;
44 s t r a i n a b a = N( : , 1 8 ) ;
45 s t r e s s a b a = N( : , 1 9 ) ;
46

47 % Plo t t i ng the exper imenta l data and the r e s u l t s from the ana ly s e s
48

49 %% Force−time p lo t
50

51 f i g u r e (1 )
52 p lo t ( t , f , 'b ' )
53 x l a b e l ( 'Time [ s ] ' )
54 y l a b e l ( ' Force [N] ' )
55 %legend ( ' Force data ' , ' Location ' , ' SouthEast ' )
56 %t i t l e ( ' Force−Time ' )
57 a x i s ( [ 0 350 0 1 . 3 ] )
58 matlab2t ikz ( ' f o r c e t ime expe r iment . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
59 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e )
60

61 %% Displacement−time p lo t
62

63 f i g u r e (2 )
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64 p lo t ( t , d )
65 x l a b e l ( 'Time [ s ] ' )
66 y l a b e l ( ' Extension [mm] ' )
67 %legend ( ' Extension data ' , ' Location ' , ' SouthEast ' )
68 %t i t l e ( ' Extension−Time ' )
69 matlab2t ikz ( ' extens i on t ime exper iment . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t '...

, . . .
70 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e )
71

72 %Determine the temporal e l a s t i c i t y based on E( t )=s ( t )−s1 /( e ( t )−e1 )
73

74 f o r i = 2 : l ength ( f )
75 E( i ) = ( s t r e s s t ( i )− s t r e s s t (1 ) ) /( s t r a i n l ( i )− s t r a i n l (1 ) ) ;
76 end
77

78 %Finding the onset o f s t r e s s r e l a x a t i o n
79 f o r i = 1 : l ength (d)
80 i f d ( i +1) == d( i )
81 i r e l a x = i ;
82 break
83 end
84 end
85

86 %Def in ing the ins tantaneous e l a s t i c modulus as E( t ) when the s t r e s s
87 %r e l a x a t i o n phase begin .
88 E0 = E( i r e l a x ) ;
89 t r e l a x = t ( i r e l a x ) ;
90

91 %I n i t i a l i z e the shear modulus r a t i o ( r e l a x a t i o n func t i on )
92 nn = length (d)− i r e l a x ;
93 g = ze ro s (N, 1 ) ;
94 t r e d = g ;
95

96 %Determine the r e l a x a t i o n func t i on va lue s from the exper imenta l data ...
s e t

97 f o r n = 1 : nn
98 j = ( i r e l a x −1)+n ;
99 g (n) = E( j ) /E0 ;

100 t r e d (n) = t ( j )−t r e l a x ;
101 end
102

103 %% Plot r e l a x a t i o n func t i on
104

105 f i g u r e (3 )
106 p lo t ( t red , g )
107 x l a b e l ( 'Time [ s ] ' )
108 y l a b e l ( ' g ( t ) = $\ f r a c {G( t ) }{G 0}$ ' )
109 %legend ( ' Relaxat ion data ' , ' Location ' , ' NorthEast ' )
110 %t i t l e ( ' Shear modulus ra t i o ' )
111 matlab2t ikz ( ' r e l axa t i on expe r iment . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
112 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
113

114 %The model to be f i t t e d i s a Maxwell model o f N elements . N can be ...
s e t to

115 %a number o f d i f f e r e n t i n t e g e r s . Remove the % ahead o f c f t o o l to ...
d i s p l a y

116 %the curve f i t and make any adjustments .
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117

118 %c f t o o l ( ' t w o e l e m e n t f i t . s f i t ' )
119

120 %Find the non−zero e n t r i e s o f the ”Abaqus v e c to r s ”
121 t aba = t aba ( 1 : 8 2 ) ;
122 s t r a i n a b a = s t r a i n a b a ( 1 : 8 2 ) ;
123 s t r e s s a b a = s t r e s s a b a ( 1 : 8 2 ) ;
124 f o r c e a b a = f o r c e a b a ( 1 : 8 2 ) ;
125

126 s aba = s t r e s s a b a /1000 ;
127 s t = s t r e s s t /1000 ;
128

129 %% Plot s t r e s s comparison
130

131 f i g u r e (4 )
132 p lo t ( t , s t , 'b− ' , t aba , s aba , ' r−. ' )
133 x l a b e l ( 'Time [ s ] ' )
134 y l a b e l ( ' $\ sigma$ [ kPa ] ' )
135 l egend ( ' Experimental data ' , ' Simulat ion ' , ' Locat ion ' , ' SouthEast ' )
136 %t i t l e ( ' S t r e s s comparison ' )
137 a x i s ( [ 0 350 0 7 ] )
138 matlab2t ikz ( ' s t r e s s compar i s on . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
139 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
140

141 %% Plot f o r c e comparison
142

143 f i g u r e (5 )
144 p lo t ( t , f , 'b− ' , t aba , f o r ce aba , ' r−. ' )
145 x l a b e l ( 'Time [ s ] ' )
146 y l a b e l ( ' Force [N] ' )
147 l egend ( ' Experimental data ' , ' Simulat ion ' , ' Locat ion ' , ' SouthEast ' )
148 %t i t l e ( ' Force comparison ' )
149 matlab2t ikz ( ' f o r c e compar i son . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
150 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e )
151

152 %% Check the percentage d i f f e r e n c e between s imu la t i on and experiment
153

154 f o r i = 1 : l ength ( t aba )
155

156 t o l = 0 . 0 3 ; %How l a r g e +/− t o l e r a n c e between t aba ( i +1) and ...
t aba ( i )

157 s = 0 ;
158 t e l l e r = 0 ;
159

160 %Average o f exper imenta l s t r e s s va lue s c l o s e to Abaqus t imes
161 f o r j = 1 : l ength ( t )
162 i f t ( j )≤ ( t aba ( i )+t o l ) && t ( j ) ≥ ( t aba ( i )−t o l )
163 s = s+s t r e s s t ( j )
164 t e l l e r = t e l l e r +1;
165 end
166 end
167 i f s>0
168 S( i )= s / t e l l e r ;
169 s d i f f ( i ) = 100* abs ( ( s t r e s s a b a ( i )−S( i ) ) /S( i ) ) ;
170 l s d i f f ( i ) = log ( s d i f f ( i ) ) ;
171 time ( i ) = t aba ( i ) ;
172 end
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173

174

175 end
176

177 %% Plot e r r o r between Abaqus and experiment
178

179 f i g u r e (6 )
180 p lo t ( time , l s d i f f , ' . ' )
181 x l a b e l ( 'Time [ s ] ' )
182 y l a b e l ( . . .
183 ' ln ( $100\ cdot \ l v e r t \ d f rac {\ s igma {aba}−\s igma {exp}}{\ s igma {exp}}\...

rv e r t$ ) ' )
184 %legend ( ' Re la t i v e l oga r i thmi c e r ror ' )
185 %t i t l e ( ' Re la t i v e e r r o r between experiment and Abaqus ana ly s i s ' )
186 matlab2t ikz ( ' d e v i a n c e c a l i b r a t i o n . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
187 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
188

189 %% Plot the l e a s t−square e s t imat i on f o r g ( t ) and the ” r e a l ” g ( t )
190

191 g1 = 0 .00945749 ;
192 g2 = 0 .0384291 ;
193 g3 = 0 .0646134 ;
194 tau1 = 1 . 5 1 7 8 ;
195 tau2 = 1 1 . 5 4 1 ;
196 tau3 = 9 3 . 9 7 7 ;
197 g e s t = ze ro s ( s i z e ( t r e d ) ) ;
198

199 f o r i = 1 : l ength ( t r e d )
200 g e s t ( i ) = 1−g1*(1−exp(−( t r e d ( i ) / tau1 ) ) ) − . . .
201 g2*(1−exp(−( t r e d ( i ) / tau2 ) ) )−g3*(1−exp(−( t r e d ( i ) / tau3 ) ) ) ;
202 end
203

204 f i g u r e (7 )
205 p lo t ( t red , g , ' r ' , t r ed , g e s t , 'b−. ' )
206 %t i t l e ( ' Relaxat ion func t i on comparison ' )
207 x l a b e l ( 'Time [ s ] ' )
208 y l a b e l ( ' g ( t ) ' )
209 l egend ( ' Experimental data ' , 'Prony S e r i e s ' , ' Locat ion ' , ' NorthEast ' )
210 matlab2t ikz ( ' r e l axa t i on compar i s on . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
211 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )

A.2 twoDimLinarray.m

1 % Written by : Lars Edvard Bryhni Daehl i
2 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
3 % S c r i p t that gene ra t e s a p r e s su r e f i e l d in a p l a t e o f s i m i l a r
4 % dimension as that o f the FEM−s imu la t i on f o r a 2D−p l a t e with
5 % i n f i n i t e e lements . Extract the p r e s su r e f i e l d to c a l c u l a t e
6 % the i n t e n s i t y f i e l d va lue s a f t e rwards such that the f o r c e
7 % f i e l d can be c a l c u l a t e d .
8 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
9 c l e a r a l l ; c l f ; c l c ;
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10 cd ( 'D:\NTNU\Master\Matlab\Ultrasound S imulat ions ' ) ;
11

12 %Total dimensions o f p l a t e g iven in [m]
13 x t o t a l = 20e−3;
14 y t o t a l = 2e−3;
15 z t o t a l = 20e−3;
16

17 % Use apod i za t i on i f apod = 1
18 apod = 1 ;
19 % Perform curve f i t i f f i t = 1
20 f i t = 0 ;
21

22 %Values from Abiga i l r egard ing t ransducer s i z e
23 p i t ch = 200e−6; %Total width o f both e lements and
24 k e r f = 30e−6; %Spacing between elements , k e r f
25 w = pitch−k e r f ; %Width o f e lements [m]
26 h = y t o t a l ; %Height o f e lements [m]
27 e l x = 40 ; %Number o f e lements in x−d i r e c t i o n
28 e l y = 1 ; %Number o f e lements in y−d i r e c t i o n
29 width = e l x * p i t ch − k e r f ; %Total width o f t ransducer
30

31 %Active elements , i f d e s i r e d to change the number o f a c t i v e e lements
32 e l x = e l x ;
33 width = e l x * p i t ch − k e r f ;
34

35 t r an sduce r a r r ay = c r e a t e r e c t p l a n a r a r r a y ( e l x , e l y , . . .
36 w, h , ker f , 0 ) ;
37

38 f i g u r e (1 )
39 draw array ( t ransducer a r ray , [ 0 0 1 ] ) ;
40

41 %Show the t ransducer geometry
42 t i t l e ( ' Transducer Geometry ' )
43 x l a b e l ( 'x−a x i s [m] ' )
44 y l a b e l ( 'y−a x i s [m] ' )
45 z l a b e l ( ' z−a x i s [m] ' )
46

47 %Def ine the appropr ia t e media f o r the wave propagat ion
48 de f ine med ia ( ) ;
49 medium = set medium ( ' l o s s l e s s ' ) ; %Could a l s o use water −> ...

at tenuat ion
50 medium . soundspeed = 1540 ; %To match the s o f t t i s s u e ...

p r o p e r t i e s
51 medium . dens i ty = 1060 ; %o f both speed and dens i ty
52 medium . at t enuat ion = 0 . 7 ;
53 c = medium . soundspeed ;
54 rho = medium . dens i ty ;
55 f 0 = 8e6 ; %Center f requency o f the ...

t ransducer
56 lambda = medium . soundspeed / f0 ; %Wave length
57

58 %Def ine the minimum and maximum va lues o f the x , y , and z−a x i s
59 xmin = −x t o t a l /2 ;
60 xmax = −xmin ;
61 ymin = 0 ;
62 ymax = 0 ;
63 zmin = 0 ;
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64 zmax = z t o t a l ;
65

66 %Def ine the t ransducer f o cus
67 f o c u s x = 0 ;
68 f o c u s y = 0 ;
69 f o c u s z = zmax /2 ; %Defined as a g iven po int
70

71 %Calcu la te the F−number in order to c o n t r o l that i t i s on the
72 %range 1 −> 2
73 F = f o c u s z /width ;
74 di sp ( [ 'F# = ' , num2str (F) ] ) ;
75

76 i f F<1 | | F>2
77 errorMsg = s p r i n t f ( 'Warning : F−number i s ou t s id e the v a l i d range !...

' ) ;
78 u iwa i t ( warndlg ( errorMsg ) ) ;
79 r e turn ;
80 end
81

82 %Number o f po in t s to subd iv ide the g r id in to
83 xpo int s = 600 ;
84 ypo int s = 1 ;
85 %zpo in t s = 200 ; %I s not used , because dz i s s e t to ...

dx
86

87 %Size o f e lements in g r id
88 dx = (xmax−xmin ) / xpo int s ;
89 dy = (ymax−ymin ) / ypo int s ;
90 dz = dx ; %Give the same increment in x and z
91 %dz = (zmax−zmin ) / zpo in t s ;
92

93 %Find the ve c t o r s d e f i n i n g the coo rd ina t e s to be covered in the
94 %c a l c u l a t i o n and make the coord inate g r id
95 x = xmin : dx : xmax ;
96 y = ymin : dy : ymax ;
97 z = zmin : dz : zmax ;
98 ∆ = [ dx dy dz ] ;
99 cg = s e t c o o r d i n a t e g r i d (∆ , xmin , xmax , ymin , ymax , zmin , zmax) ;

100

101 %Display r e l e v a n t in fo rmat ion regard ing the a n a l y s i s
102 di sp ( [ ' Focus po int at ( ' , num2str ( f o c u s x ) , ' , ' , num2str ( f o c u s y ) , ...

. . .
103 ' , ' , num2str ( f o c u s z ) , ' ) ' ] ) ;
104

105 %% FOCUS
106 %Focus the t ransducer at the g iven focus po int
107 num abscissa = 200 ; %Number o f a b s c i s s a s used f o r ...

c a l c u l a t i o n
108 t r an sduce r a r r ay = f i n d s i n g l e f o c u s p h a s e ( t ransducer a r ray , focus x , ...

. . .
109 f ocus y , f o cus z , medium , f0 , num abscissa ) ;
110

111 %% APODIZATION
112 i f apod == 1
113 apo = ze ro s ( e l x , 1 ) ;
114 j = 40 ;
115 f o r i = 1 : e l x
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116 apo ( i ) = s i n ( ( p i * i ) / e l x ) ;
117 end
118 t r an sduce r a r r ay = s e t a p o d i z a t i o n ( t ransduce r a r ray , apo ) ;
119 end
120

121

122 %% PRESSURE X−Z COLORPLOT
123 %Calcu la te the 3D pre s su r e d i s t r i b u t i o n with fnm ca l l . The pr e s su r e
124 %d i s t r i b u t i o n i s complex , and we need to f i n d the abso lu t e va lue f o r
125 %p l o t t i n g . This i s done with P = abs (p) .
126

127 ndiv =10;
128 t i c ( ) ;
129 di sp ( ' Cal cu l a t ing p r e s su r e f i e l d . . . ' ) ;
130 p = fnm ca l l ( t ransduce r a r ray , cg , medium , ndiv , f0 , 0) ;
131 di sp ( [ ' Simulat ion complete in ' , num2str ( toc ( ) ) , ' seconds . ' ] )
132 f i g u r e (2 )
133 h = pco lo r ( x*1000 , z *1000 , rot90 ( squeeze ( abs (p) ) , 3 ) ) ;
134 s e t (h , ' edgeco l o r ' , ' none ' ) ;
135 co l o rba r
136 % t i t l e ( ' Pressure f i e l d at y = 0 cm ' ) ;
137 % x l a b e l ( ' x [mm] ' ) ;
138 % y l a b e l ( ' z [mm] ' ) ;
139 %a x i s ( [ −10 ,10 ,0 ,20 ] )
140

141 Nx = round ( l ength ( x ) ) ;
142 Nz = round ( l ength ( z ) ) ;
143 Nx middle = round (Nx/2) ;
144 P = abs (p) ; %Find the p r e s su r e amplitude
145

146 %% BEAM PROFILE
147 %Plot the p r e s su r e d i s t r i b u t i o n along the l a t e r a l (x−a x i s ) d i r e c t i o n
148 %f o r d i f f e r e n t p l a c e s a long the a x i a l ( z−a x i s ) d i r e c t i o n .
149 f a c t o r = 6 ;
150 t e l l e r = 0 ;
151 dNz = f l o o r (Nz/ f a c t o r ) ;
152 f i g u r e (3 )
153

154 f o r i = 1 : dNz : ( f a c to r −1)*dNz+1
155 t e l l e r = t e l l e r + 1 ;
156 p x ( : , t e l l e r ) = P( : , 1 , i ) ;
157 l e g { t e l l e r } = s t r c a t ( ' z = ' , num2str (1000* i *dz ) , ' [mm] ' ) ;
158 end
159

160 xx = 1000*x ; %Just f o r the a x i s l a b e l to be in mm
161

162 p lo t ( xx ' , p x )
163 x l a b e l ( ' Late ra l p o s i t i o n [mm] ' )
164 y l a b e l ( ' Pressure [ Pa ] ' )
165 l egend ( l e g )
166 matlab2t ikz ( ' u l t r a sound beampro f i l e . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t '...

, . . .
167 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
168

169 %% PRESSURE ALONG AXIAL POSITION
170 %Find the average p r e s su r e f o r each z−increment . The pr e s su r e i s
171 %d i f f e r e n t along the x−d i r e c t i o n , dependent on which a x i a l p o s i t i o n
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172 %( z−a x i s ) we are l ook ing at . Also , the p r e s su r e w i l l n a t u r a l l y ...
dev ia t e

173 %in the l a t e r a l (x−a x i s ) d i r e c t i o n due to d e s t r u c t i v e and ...
c o n s t r u c t i v e

174 %i n t e r f e r e n c e o f the waves exce r t ed by each transducer element .
175 %The f o l l o w i n g for−loop addes the p r e s su r e va lue s that are l a r g e r 80 ...

%
176 %of the maximum pre s su r e in that z−increment and takes the average o f
177 %these .
178

179 %Determine which x−po in t s to inc lude in the average c a l c u l a t i o n .
180 %Only i n t e r e s t e d in the po in t s that are l o ca t ed with in the width
181 %of the t ransducer .
182

183 numPoints = round ( ( width/ x t o t a l ) * xpo int s ) ;
184 Xmin = round ( ( xpoints−numPoints ) /2) ;
185 Xmax = Xmin + numPoints ;
186

187 f o r i = 1 : Nz
188 Psum = 0 ;
189 ant = 0 ;
190 Pmax = max(P(Xmin :Xmax, 1 , i ) ) ;
191 f o r j = Xmin :Xmax
192 i f P( j , 1 , i ) > 0 .80*Pmax
193 Psum = Psum + P( j , 1 , i ) ;
194 ant = ant + 1 ;
195 e l s e
196 Psum = Psum ;
197 ant = ant ;
198 end
199 end
200 Pavg ( i ) = Psum/ ant ;
201 end
202

203 P = P( Nx middle , 1 , : ) ; %Ca lcu la te p r e s su r e in middle s e c t i o n
204 P = squeeze (P) ; %Create a 2D−array p r e s su r e (x , z )
205 X = x *1000 ; %Convert to [mm]
206 Z = z *1000 ;
207 I = P.ˆ2/(2* rho*c ) ; %Ca lcu la te i n t e n s i t y
208 Iavg = Pavg .ˆ2/(2* rho*c ) ; %I n t e n s i t y us ing averaged pr e s su r e
209

210 f i g u r e (4 )
211 p lo t (Z ' ,P, 'b ' ,Z ' , Pavg , ' r−. ' )
212 %t i t l e ( ' Pressure d i s t r i b u t i o n ' )
213 x l a b e l ( ' Axial p o s i t i o n [mm] ' )
214 y l a b e l ( ' Pressure [ Pa ] ' )
215 l egend ( ' Cente r l i n e ' , ' Averaged ' )
216 matlab2t ikz ( ' u l t r a s o u n d p r e s s u r e . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
217 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
218 %% PLOT INTENSITY
219 f i g u r e (5 )
220 p lo t (Z , I , 'b ' ,Z , Iavg , ' r−. ' )
221 %t i t l e ( ' I n t en s i t y ' )
222 x l a b e l ( ' Axial p o s i t i o n [mm] ' )
223 y l a b e l ( ' I n t e n s i t y [ $\ f r a c {W}{mˆ2}$ ] ' )
224 l egend ( ' Cente r l i n e ' , ' Averaged ' )
225 matlab2t ikz ( ' u l t r a s o u n d i n t e n s i t y . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
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226 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
227

228 %% PLOT BODY FORCE
229 % Now, c a l c u l a t e the body f o r c e [N/mˆ3 ]
230 alpha = 0 .7*100 ;
231 F = (2* alpha * I ) /c ;
232 Favg = (2* alpha * Iavg ) /c ;
233

234 f i g u r e (6 )
235 p lo t (Z , F , 'b ' ,Z , Favg , ' r−. ' )
236 %t i t l e ( ' Radiat ion fo r ce ' )
237 x l a b e l ( ' Axial p o s i t i o n [mm] ' )
238 y l a b e l ( 'Body f o r c e [ $\ f r a c {N}{mˆ3}$ ] ' )
239 l egend ( ' Cente r l i n e ' , ' Averaged ' )
240 matlab2t ikz ( ' r a d i a t i o n f o r c e . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
241 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
242

243 %% CURVE FIT
244 %Curve f i t t i n g in order to f i n d the appropr ia t e body f o r c e f i e l d
245 %to implement in Abaqus . c r e a t e F i t .m f i n d s cons tant s f o r a three−...

element
246 %gauss ian func t i on .
247

248 i f f i t == 1
249 [ f i t , go f ] = c r e a t e F i t ( z , Favg ) ;
250 end

A.3 createFit.m

1 f unc t i on [ f i t r e s u l t , go f ] = c r e a t e F i t ( z , Favg )
2 %CREATEFIT(Z ,FAVG)
3 % Create a f i t .
4 %
5 % Data f o r ' u n t i t l e d f i t 4 ' f i t :
6 % X Input : z
7 % Y Output : Favg
8 % Output :
9 % f i t r e s u l t : a f i t ob j e c t r e p r e s e n t i n g the f i t .

10 % gof : s t r u c t u r e with goodness−o f f i t i n f o .
11 %
12 % See a l s o FIT , CFIT , SFIT .
13

14 % Auto−generated by MATLAB on 26−Apr−2013 11 : 12 : 07
15

16

17 %% Fit : ' u n t i t l e d f i t 4 ' .
18 [ xData , yData ] = prepareCurveData ( z , Favg ) ;
19

20 % Set up f i t t y p e and opt ions .
21 f t = f i t t y p e ( ' gauss3 ' ) ;
22 opts = f i t o p t i o n s ( f t ) ;
23 opts . Display = ' Off ' ;
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24 opts . Lower = [− I n f −I n f 0 −I n f −I n f 0 −I n f −I n f 0 ] ;
25 opts . Star tPo int = [1864369 .83586478 0 .0101 0 .000547727483697369 . . .
26 1098616.03363283 0.0109666666666667 0 .000778445275184035 . . .
27 1083955.92275907 0 .0093 0 .000944554623995073 ] ;
28 opts . Upper = [ I n f I n f I n f I n f I n f I n f I n f I n f I n f ] ;
29

30 % Fit model to data .
31 [ f i t r e s u l t , go f ] = f i t ( xData , yData , f t , opts ) ;
32

33 x = xData *1000 ; %Convert to mm
34

35 % Plot f i t with data .
36 f i g u r e ( ) ;
37 h = p lo t ( f i t r e s u l t , xData , yData ) ;
38 t i t l e = ( ' Radiat ion f o r c e curve f i t ' )
39 l egend ( h , 'FOCUS ' , ' Gaussian f i t ' , ' Locat ion ' , ' NorthEast ' ) ;
40 % Label axes
41 x l a b e l ( ' Axial d i r e c t i o n [m] ' ) ;
42 y l a b e l ( ' Averaged Radiat ion Force $\ f r a c {N}{mˆ3}$ ' ) ;
43 matlab2t ikz ( ' r a d i a t i o n f o r c e f i t . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
44 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )

A.4 meshStudy.m

1 % Written by : Lars Edvard Bryhni Daehl i
2 %
3 % Used to e x t r a c t the shear s t r e s s and t r a n s v e r s a l d i sp lacement f o r
4 % d i f f e r e n t mesh s i z e s .
5

6 c l e a r a l l ; c l f ; c l c ;
7

8 f o l d e r = 'D:\NTNU\Master\Matlab\Extracted \2 D PlaneStra in \MeshStudy\ ' ;
9 cd ( f o l d e r ) ; %Make sure to put f i l e s in c o r r e c t f o l d e r

10 s p l o t = 1 ; %Plot the shear s t r e s s
11 uplot = 1 ; %Plot the t r a n s v e r s a l d i sp lacement
12 r e f l e c t e d = 1 ; %Use ” r e f l e c t i o n ” node from Abaqus model
13 boundary = 1 ; %Use ”boundary” node from Abaqus model
14 E = 107585; %E l a s t i c i t y o f t i s s u e [ Pa ]
15 rho = 1060 ; %Density o f t i s s u e [ kg/mˆ3 ]
16 nu = 0 . 4 9 9 ; %Poisson ' s r a t i o o f t i s s u e [ ]
17 c t = s q r t (E/(2* rho*(1+nu) ) ) ; %Shear wave speed [m/ s ]
18 T = 250e−06; %Impulse time [ s ]
19 %% Which n to inc lude . Must match the f i l e s in the f o l d e r . . . \ ...

MeshStudy
20

21 n = [ 6 , 8 , 1 0 , 1 2 , 1 4 ] ' ; %Number o f e lements impulse l oad ing ...
spans

22 dx = 1000* c t *T. / n ; %Element s i z e [mm]
23 c o l = hsv ( l ength (n) ) ; %Provides a unique c o l o r f o r each ”n”
24

25 %% Plot the shear s t r e s s ( S12 ) f o r d i f f e r e n t mesh s i z e s .
26 %Can choose whether to use r e f l e c t i o n node or boundary node , or both .
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27

28 i f s p l o t == 1
29 i f r e f l e c t e d == 1
30 f i g u r e (1 )
31 hold on ;
32 f o r i = 1 : l ength (n) ;
33 t o f i n d = ( [ ' * s t r e s s r e f l e c t n= ' , num2str (n( i ) ) , ' . dat ' ] ) ;
34 f i l e = f u l l f i l e ( f o l d e r , t o f i n d ) ;
35 d a t f i l e = d i r ( f i l e ) ;
36 name = d a t f i l e . name ;
37 ful lName = f u l l f i l e ( f o l d e r , name) ;
38 imported = importdata ( fullName , ' ' , 4 ) ;
39 t = imported . data ( : , 1 ) ;
40 s = imported . data ( : , 2 ) ;
41 l e g { i } = [ 'n = ' , num2str (n( i ) ) ] ;
42 p lo t (1000* t , s , ' c o l o r ' , c o l ( i , : ) ) ;
43 end
44 x l a b e l ( 'Time [ ms ] ' )
45 y l a b e l ( ' $\ s igma {12}$ [ Pa ] ' )
46 l egend ( l e g ) ;
47 matlab2t ikz ( ' m e s h s t u d y s t r e s s r e f l e c t i o n . t i k z ' , ' he ight ' , . . .
48 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
49 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
50 end
51 i f boundary == 1
52 f i g u r e (2 )
53 hold on ;
54 f o r i = 1 : l ength (n) ;
55 t o f i n d = ( [ ' * s t r e s s boundary n= ' , num2str (n( i ) ) , ' . dat ' ] ) ;
56 f i l e = f u l l f i l e ( f o l d e r , t o f i n d ) ;
57 d a t f i l e = d i r ( f i l e ) ;
58 name = d a t f i l e . name ;
59 ful lName = f u l l f i l e ( f o l d e r , name) ;
60 imported = importdata ( fullName , ' ' , 4 ) ;
61 t = imported . data ( : , 1 ) ;
62 s = imported . data ( : , 2 ) ;
63 l e g { i } = [ 'n = ' , num2str (n( i ) ) ] ;
64 p lo t (1000* t , s , ' c o l o r ' , c o l ( i , : ) ) ;
65 end
66 x l a b e l ( 'Time [ ms ] ' )
67 y l a b e l ( ' $\ s igma {12}$ [ Pa ] ' )
68 l egend ( l e g ) ;
69 matlab2t ikz ( ' meshstudy stress boundary . t i k z ' , ' he ight ' , . . .
70 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
71 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
72 end
73 end
74

75 %% Plot t r a n s v e r s a l d i sp lacement ( u2 ) f o r d i f f e r e n t mesh s i z e s .
76 %Can choose between r e f l e c t i o n node and boundary node , or both . Plot ...

in
77 %micro meter .
78

79 i f up lot == 1
80 i f r e f l e c t e d == 1
81 f i g u r e (3 )
82 hold on ;
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83 f o r i = 1 : l ength (n) ;
84 t o f i n d = ( [ ' * u 2 r e f l e c t n= ' , num2str (n( i ) ) , ' . dat ' ] ) ;
85 f i l e = f u l l f i l e ( f o l d e r , t o f i n d ) ;
86 d a t f i l e = d i r ( f i l e ) ;
87 name = d a t f i l e . name ;
88 ful lName = f u l l f i l e ( f o l d e r , name) ;
89 imported = importdata ( fullName , ' ' , 4 ) ;
90 t = imported . data ( : , 1 ) ;
91 u = −10ˆ6*( imported . data ( : , 2 ) ) ;
92 %l e g { i } = [ ' $\Delta {x}$ = ' , num2str ( dx ( i ) ) , ' [mm] ' ] ;
93 l e g { i } = [ 'n = ' , num2str (n( i ) ) ] ;
94 p lo t (1000* t , u , ' c o l o r ' , c o l ( i , : ) ) ;
95 end
96 x l a b e l ( 'Time [ ms ] ' )
97 y l a b e l ( ' $u 2$ [ $\mu$m] ' )
98 l egend ( l e g ) ;
99 matlab2t ikz ( ' m e sh s t u dy d i sp l a c em e n t r e f l e c t i o n . t i k z ' , ' he ight '...

, . . .
100 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
101 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
102 end
103 i f boundary == 1
104 f i g u r e (4 )
105 hold on ;
106 f o r i = 1 : l ength (n) ;
107 t o f i n d = ( [ ' *u2 boundary n= ' , num2str (n( i ) ) , ' . dat ' ] ) ;
108 f i l e = f u l l f i l e ( f o l d e r , t o f i n d ) ;
109 d a t f i l e = d i r ( f i l e ) ;
110 name = d a t f i l e . name ;
111 ful lName = f u l l f i l e ( f o l d e r , name) ;
112 imported = importdata ( fullName , ' ' , 4 ) ;
113 t = imported . data ( : , 1 ) ;
114 u = −10ˆ6*( imported . data ( : , 2 ) ) ;
115 %l e g { i } = [ ' $\Delta {x}$ = ' , num2str ( dx ( i ) ) , ' [mm] ' ] ;
116 l e g { i } = [ 'n = ' , num2str (n( i ) ) ] ;
117 p lo t (1000* t , u , ' c o l o r ' , c o l ( i , : ) ) ;
118 end
119 x l a b e l ( 'Time [ ms ] ' )
120 y l a b e l ( ' $u 2$ [ $\mu$m] ' )
121 l egend ( l e g ) ;
122 matlab2t ikz ( ' meshstudy displacement boundary . t i k z ' , ' he ight '...

, . . .
123 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
124 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
125 end
126 end
127

128 %% Calcu la te mean deviance between d i f f e r e n t mesh s i z e s .
129 % Use n=14 as r e f e r e n c e . Can be cons ide r ed in the r epo r t .
130 t o f i n d = ( [ ' * s t r e s s r e f l e c t n =14. dat ' ] ) ;
131 f i l e = f u l l f i l e ( f o l d e r , t o f i n d ) ;
132 d a t f i l e = d i r ( f i l e ) ;
133 name = d a t f i l e . name ;
134 ful lName = f u l l f i l e ( f o l d e r , name) ;
135 imported = importdata ( fullName , ' ' , 4 ) ;
136 s t r e s s r e f = imported . data (3:end , 2 ) ;
137
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138 f o r i = 1 : l ength (n)−1
139 t o f i n d = ( [ ' * s t r e s s r e f l e c t n= ' , num2str (n( i ) ) , ' . dat ' ] ) ;
140 f i l e = f u l l f i l e ( f o l d e r , t o f i n d ) ;
141 d a t f i l e = d i r ( f i l e ) ;
142 name = d a t f i l e . name ;
143 ful lName = f u l l f i l e ( f o l d e r , name) ;
144 imported = importdata ( fullName , ' ' , 4 ) ;
145 t = imported . data (3:end , 1 ) ;
146 s = imported . data (3:end , 2 ) ;
147 d i f f ( : , i ) = s−s t r e s s r e f ;
148 dev ( : , i ) = abs ( d i f f ( : , i ) . / s t r e s s r e f ) ;
149 ldev ( : , i ) = log ( dev ( : , i ) ) ;
150 mean dev ( i ) = sum( dev ( : , i ) ) / l ength ( t ) ;
151 l e g { i } = [ 'n = ' , num2str (n( i ) ) ] ;
152 end

A.5 waveSpeeds.m

1 % Written by : Lars Edvard Bryhni Daehl i
2 %
3 % Used to determine the shear wave speed f o r s o f t t i s s u e and tumor ...

based on
4 % the FEA r e s u l t s from p laneSt ra inP la t e with n=10.
5

6 c l e a r a l l ; c l f ; c l c ;
7 f o l d e r = . . .
8 'D:\NTNU\Master\Matlab\Extracted \2 D PlaneStra in \WaveSpeeds\ ' ;
9 cd ( f o l d e r ) ; %Make sure to put f i l e s in c o r r e c t f o l d e r

10

11 %% Tissue va lue s
12 E0 = 107585; %E l a s t i c i t y o f t i s s u e [ Pa ]
13 rho = 1060 ; %Density o f t i s s u e [ kg/mˆ3 ]
14 nu = 0 . 4 9 9 ; %Poisson ' s r a t i o o f t i s s u e [ ]
15 c t t i = s q r t (E0/(2* rho*(1+nu) ) ) ; %Shear wave speed [m/ s ]
16 T = 250e−06; %Impulse time [ s ]
17 n = 10 ; %Number o f e lements to span
18 dx = 1000* c t t i *T. / n ; %Element s i z e [mm]
19

20 di sp ( [ ' Ana ly t i c a l shear wave speed in t i s s u e : ' , num2str ( c t t i ) , ' [m...
/ s ] ' ] )

21

22 %% Tumor va lue s
23 E = 3*E0 ; %E l a s t i c i t y o f t i s s u e [ Pa ]
24 rho = 1060 ; %Density o f t i s s u e [ kg/mˆ3 ]
25 nu = 0 . 4 9 9 ; %Poisson ' s r a t i o o f t i s s u e [ ]
26 c t t u = s q r t (E/(2* rho*(1+nu) ) ) ; %Shear wave speed [m/ s ]
27

28 di sp ( [ ' Ana ly t i c a l shear wave speed in tumor : ' , num2str ( c t t u ) , ' [m/...
s ] ' ] )

29

30 %% Load f i l e s
31
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32 % Mid Re f l e c t i on
33 name = ( ' * s t r e s s r e f l e c t . dat ' ) ;
34 f i l e = f u l l f i l e ( f o l d e r , name) ;
35 d a t f i l e = d i r ( f i l e ) ;
36 datname = d a t f i l e . name ;
37 ful lName = f u l l f i l e ( f o l d e r , datname ) ;
38 imported = importdata ( fullName , ' ' , 4 ) ;
39 s t r e s s r e f l e c t = imported . data ( : , 2 ) ;
40 t = imported . data ( : , 1 ) ;
41

42 % Tumor Boundary
43 name = ( ' * s t r e s s boundary . dat ' ) ;
44 f i l e = f u l l f i l e ( f o l d e r , name) ;
45 d a t f i l e = d i r ( f i l e ) ;
46 datname = d a t f i l e . name ;
47 ful lName = f u l l f i l e ( f o l d e r , datname ) ;
48 imported = importdata ( fullName , ' ' , 4 ) ;
49 s t r e s s boundary = imported . data ( : , 2 ) ;
50

51

52 % Mid Tumor
53 name = ( ' * s t r e s s tumor . dat ' ) ;
54 f i l e = f u l l f i l e ( f o l d e r , name) ;
55 d a t f i l e = d i r ( f i l e ) ;
56 datname = d a t f i l e . name ;
57 ful lName = f u l l f i l e ( f o l d e r , datname ) ;
58 imported = importdata ( fullName , ' ' , 4 ) ;
59 s t r e s s tumor = imported . data ( : , 2 ) ;
60

61 f i g u r e (1 )
62 p lo t ( t , s t r e s s r e f l e c t , t , s t re s s boundary , t , s t r e s s tumor )
63 x l a b e l ( 'Time [ s ] ' ) ;
64 y l a b e l ( ' $\ s igma {12}$ [ Pa ] ' )
65 l egend ( 'Mid$\ $R e f l e c t i o n ' , 'Tumor$\ $Boundary ' , 'Mid$\ $Tumor ' )
66 matlab2t ikz ( ' stress waveSpeedStudy . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t ' , . . .
67 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
68

69

70 %% Def ine a r eg i on f o r the maxima search
71

72 [T, s ] = ginput (2 ) ; % Use T to d e f i n e where to search f o r maxima
73

74 t min = T(1) ; t max = T(2) ;
75

76 j =1;
77

78 f o r i = 1 : l ength ( t )
79 i f t ( i ) > t min && t ( i ) < t max
80 tau ( j ) = t ( i ) ;
81 S r ( j ) = s t r e s s r e f l e c t ( i ) ;
82 S b ( j ) = st r e s s boundary ( i ) ;
83 S t ( j ) = s t r e s s tumor ( i ) ;
84 j = j +1;
85 end
86 end
87

88 %% Find maxima f o r each o f the node s e t s
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89 [ max r , n r ] = max( S r ) ; [ max b , n b ] = max( S b ) ; [ max t , n t ] = max( S t...
) ;

90

91 % Find the cor re spond ing va lue s o f tau
92 t au r = tau ( n r ) ; tau b = tau ( n b ) ; t au t = tau ( n t ) ;
93

94 % Find the time i t takes to t r a v e l between node s e t s
95 d t t i s s u e = tau b−t au r ; dt tumor = tau t−tau b ;
96

97 %Distance between node s e t s ( found from p laneSt ra inP la t e . py )
98 d x t i s s u e = 4.05 e−03; dx tumor = 1 .5 e−03;
99

100 c t t i s s u e = d x t i s s u e / d t t i s s u e ;
101 ct tumor = dx tumor/ dt tumor ;
102

103 di sp ( [ ' Numerical shear wave speed in t i s s u e : ' , . . .
104 num2str ( c t t i s s u e ) , ' [m/ s ] ' ] )
105 di sp ( [ ' Numerical shear wave speed in tumor : ' , . . .
106 num2str ( ct tumor ) , ' [m/ s ] ' ] )
107

108 d e v t i s s u e = 100*( c t t i s s u e−c t t i ) / c t t i ;
109 dev tumor = 100*( ct tumor−c t t u ) / c t t u ;
110

111 di sp ( [ ' Deviat ion in t i s s u e : ' , . . .
112 num2str ( d e v t i s s u e ) , ' % ' ] )
113 di sp ( [ ' Deviat ion in tumor : ' , . . .
114 num2str ( dev tumor ) , ' % ' ] )
115

116 f i g u r e (2 )
117 p lo t (1000* tau , S r ,1000* tau , S b ,1000* tau , S t )
118 x l a b e l ( 'Time [ ms ] ' ) ;
119 y l a b e l ( ' $\ s igma {12}$ [ Pa ] ' )
120 l egend ( 'Mid$\ $R e f l e c t i o n ' , 'Tumor$\ $Boundary ' , 'Mid$\ $Tumor ' )
121 a x i s ( [ 0 1000*max( t ) −200 65 0 ] ) ;
122 hold on
123 p lo t (1000* tau r , max r , ' r . ' ,1000* tau b , max b , ' r . ' ,1000* tau t , max t , ' r ....

' )
124 hold o f f
125 matlab2t ikz ( ' maxPoints waveSpeedStudy . t i k z ' , ' he ight ' , ' \ f i g u r e h e i g h t '...

, . . .
126 ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
127

128 %% E l a s t i c a n a l y s i s
129

130 % Mid Re f l e c t i on
131 name = ( ' * e l a s t i c s t r e s s r e f l e c t . dat ' ) ;
132 f i l e = f u l l f i l e ( f o l d e r , name) ;
133 d a t f i l e = d i r ( f i l e ) ;
134 datname = d a t f i l e . name ;
135 ful lName = f u l l f i l e ( f o l d e r , datname ) ;
136 imported = importdata ( fullName , ' ' , 4 ) ;
137 s t r e s s r e f l e c t E l = imported . data ( : , 2 ) ;
138 t E l = imported . data ( : , 1 ) ;
139 % Tumor Boundary
140 name = ( ' * e l a s t i c s t r e s s b o u n d a r y . dat ' ) ;
141 f i l e = f u l l f i l e ( f o l d e r , name) ;
142 d a t f i l e = d i r ( f i l e ) ;
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143 datname = d a t f i l e . name ;
144 ful lName = f u l l f i l e ( f o l d e r , datname ) ;
145 imported = importdata ( fullName , ' ' , 4 ) ;
146 s t r e s s boundaryE l = imported . data ( : , 2 ) ;
147 % Mid Tumor
148 name = ( ' * e l a s t i c s t r e s s t u m o r . dat ' ) ;
149 f i l e = f u l l f i l e ( f o l d e r , name) ;
150 d a t f i l e = d i r ( f i l e ) ;
151 datname = d a t f i l e . name ;
152 ful lName = f u l l f i l e ( f o l d e r , datname ) ;
153 imported = importdata ( fullName , ' ' , 4 ) ;
154 s t r e s s tumorE l = imported . data ( : , 2 ) ;
155

156 %% Find maxima f o r each o f the node s e t s
157 [ max rEl , n rEl ] = max( s t r e s s r e f l e c t E l ) ;
158 [ max bEl , n bEl ] = max( s t r e s s boundaryE l ) ;
159 [ max tEl , n tEl ] = max( s t r e s s tumorE l ) ;
160

161 % Find the cor re spond ing va lue s o f tau
162 tau rE l = t E l ( n rEl ) ; tau bEl = t E l ( n bEl ) ; t au tE l = t E l ( n tEl ) ;
163

164 % Find the time i t takes to t r a v e l between node s e t s
165 d t t i s s u e E l = tau bEl−tau rE l ; dt tumorEl = tau tEl−tau bEl ;
166

167 %Distance between node s e t s ( found from p laneSt ra inP la t e . py )
168 d x t i s s u e = 4.05 e−03; dx tumor = 1 .5 e−03;
169

170 c t t i s s u e E l = d x t i s s u e / d t t i s s u e E l ;
171 ct tumorEl = dx tumor/ dt tumorEl ;
172

173 di sp ( [ ' Numerical shear wave speed in t i s s u e : ' , . . .
174 num2str ( c t t i s s u e E l ) , ' [m/ s ] ' ] )
175 di sp ( [ ' Numerical shear wave speed in tumor : ' , . . .
176 num2str ( ct tumorEl ) , ' [m/ s ] ' ] )
177

178 d e v t i s s u e E l = 100*( c t t i s s u e E l−c t t i ) / c t t i ;
179 dev tumorEl = 100*( ct tumorEl−c t t u ) / c t t u ;
180

181 di sp ( [ ' Deviat ion in t i s s u e : ' , . . .
182 num2str ( d e v t i s s u e E l ) , ' % ' ] )
183 di sp ( [ ' Deviat ion in tumor : ' , . . .
184 num2str ( dev tumorEl ) , ' % ' ] )
185

186 f i g u r e (3 )
187 p lo t (1000* t El , s t r e s s r e f l e c t E l ,1000* t El , s t re s s boundaryEl , . . .
188 1000* t El , s t r e s s tumorE l )
189 x l a b e l ( 'Time [ ms ] ' ) ;
190 y l a b e l ( ' $\ s igma {12}$ [ Pa ] ' )
191 l egend ( 'Mid$\ $R e f l e c t i o n ' , 'Tumor$\ $Boundary ' , 'Mid$\ $Tumor ' )
192 a x i s ( [ 0 1000*max( t E l ) −200 65 0 ] ) ;
193 hold on
194 p lo t (1000* tau rEl , max rEl , ' r . ' ,1000* tau bEl , max bEl , ' r . ' , . . .
195 1000* tau tEl , max tEl , ' r . ' )
196 hold o f f
197 matlab2t ikz ( ' maxPointsElastic waveSpeedStudy . t i k z ' , ' he ight ' , . . .
198 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
199 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
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A.6 extractData.m

1 % Written by : Lars Edvard Bryhni Daehl i
2

3 f unc t i on [ t , r ] = extractData (name , f o l d e r )
4

5 f i l e = f u l l f i l e ( f o l d e r , name) ;
6 d a t f i l e = d i r ( f i l e ) ;
7 datname = d a t f i l e . name ;
8 ful lName = f u l l f i l e ( f o l d e r , datname ) ;
9 imported = importdata ( fullName , ' ' , 4 ) ;

10 t = imported . data ( : , 1 ) ;
11 r = imported . data ( : , 2 ) ;
12

13 end

A.7 reflectionStudy.m

1 % Written by : Lars Edvard Bryhni Daehl i
2 %
3 % Find the r e f l e c t i o n c o e f f i c i e n t from the a n a l y s i s and compare with ...

the
4 % a n a l y t i c a l va lue s found from plane shear wave r e f l e c t i o n theory .
5

6 c l e a r a l l ; c l f ; c l c ;
7 f o l d e r = . . .
8 'D:\NTNU\Master\Matlab\Extracted \2 D PlaneStra in \R e f l e c t i o n \ ' ;
9 cd ( f o l d e r ) ; %Make sure to put f i l e s in c o r r e c t f o l d e r

10

11 %% Load f i l e s
12 j =1;
13 f o r i = 2 :8
14 name{ j } = [ ' *Ref l E= ' , num2str ( i ) , ' . dat ' ] ;
15 [T, S ] = extractData (name{ j } , f o l d e r ) ;
16 t ( : , j ) = T; %T should be the same f o r a l l f i l e s !
17 s ( : , j ) = S ; %S w i l l change .
18 j = j +1;
19 end
20

21 %% Def ine the appropar ia te window to search f o r the maximum va lues .
22 % This i s done with the ginput (4 ) . This g i v e s 4 d i f f e r e n t time va lue s...

.
23 % The two f i r s t time va lue s should be used to f i n d the f i r s t maxima . ...

The
24 % two l a s t time va lue s are used to f i n d the second maximum .
25 f i g u r e (1 )
26 p lo t ( t , s )
27 x l a b e l ( 'Time [ s ] ' )
28 y l a b e l ( ' S t r e s s [ Pa ] ' )
29
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30 [ tau , amp ] = ginput (4 ) ;
31

32 t1 min = tau (1 ) ; t1 max = tau (2 ) ;
33 t2 min = tau (3 ) ; t2 max = tau (4 ) ;
34

35 %% Find the f i r s t maximum
36 f o r j = 1 :7
37 k = 1 ;
38 f o r i = 1 : l ength ( t ( : , 1 ) )
39 i f t ( i , j ) ≥ t1 min && t ( i , j ) ≤ t1 max
40 s1 (k , j ) = s ( i , j ) ;
41 S d i f f (1 , j ) = s1 (1 , j ) ;
42 k = k+1;
43 end
44 end
45 end
46

47 [ amp1 , n1 ] = max( s1 ) ;
48 s 1 o f f s e t = amp1−S d i f f ;
49

50 %% Find the second maximum
51 f o r j = 1 :7
52 k = 1 ;
53 f o r i = 1 : l ength ( t ( : , 1 ) )
54 i f t ( i , j ) ≥ t2 min && t ( i , j ) ≤ t2 max
55 s2 (k , j ) = s ( i , j ) ;
56 s d i f f (1 , j ) = s2 (1 , j ) ;
57 k = k+1;
58 end
59 end
60 end
61

62 [ amp2 , n2 ] = max( s2 ) ;
63 s 2 o f f s e t = amp2−s d i f f ;
64

65 %% Find the r a t i o s between amp1 and amp2 and d e f i n e the a n a l y t i c a l
66 % expre s s i on
67 E numRat = 2 : 1 : 8 ;
68 R num = s 2 o f f s e t . / s 1 o f f s e t ;
69 E rat = 1 : 0 . 1 : 9 ;
70 R ana = ( s q r t ( E rat )−1) . / ( s q r t ( E rat ) +1) ;
71

72 f i g u r e (2 )
73 p lo t ( E rat , R ana )
74 x l a b e l ( ' $\ d f rac {Eˆ{\ t ex t {( tumor ) }}}{Eˆ{\ t ex t {( t i s s u e ) }}}$ ' )
75 y l a b e l ( 'R ' )
76 hold on
77 p lo t (E numRat , R num , ' r . ' )
78 l egend ( ' Ana ly t i c a l ' , ' Numerical ' , ' Locat ion ' , ' SouthEast ' )
79 hold o f f
80 matlab2t ikz ( ' r e f l e c t i o n F a c t o r . t i k z ' , ' he ight ' , . . .
81 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
82 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
83

84

85 %% Find the deviance
86 f o r i = 1 : l ength (R num)
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87 f o r j = 1 : l ength ( R ana )
88 i f E rat ( j ) == E numRat( i )
89 dev ( i ) = abs (100* ( (R num( i )−R ana ( j ) ) /R ana ( j ) ) ) ;
90 end
91 end
92 end
93

94 f i g u r e (3 )
95 p lo t (E numRat , dev , ' r . ' )
96 x l a b e l ( ' $\ d f rac {Eˆ{\ t ex t {( tumor ) }}}{Eˆ{\ t ex t {( t i s s u e ) }}}$ ' )
97 y l a b e l ( ' $100\ cdot \ l e f t | \ d f rac {Rˆ{num}−Rˆ{ana}}{Rˆ{ana}}\ r i g h t | $ [\%] '...

)
98 a x i s ( [ 1 9 30 6 0 ] )
99 matlab2t ikz ( ' d e v i a n c e R e f l e c t i o n . t i k z ' , ' he ight ' , . . .

100 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
101 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
102

103

104 %% I l l u s t r a t e how to f i n d R f o r E tumor = 8* E t i s s u e
105 A1 = amp1(7) ; A2 = amp2(7) ;
106

107 f o r i = 1 : l ength ( t ( : , 7 ) )
108 i f s ( i , 7 ) == A1
109 N1 = i ;
110 end
111 i f s ( i , 7 ) == A2
112 N2 = i ;
113 end
114 end
115

116 T1 = t (N1 , 7 ) ;
117 T2 = t (N2 , 7 ) ;
118

119 f i g u r e (4 )
120 p lo t (1000* t ( : , 7 ) , s ( : , 7 ) , ' r ' )
121 x l a b e l ( 'Time [ ms ] ' )
122 y l a b e l ( ' $\ s igma {12}$ [ Pa ] ' )
123 hold on
124 p lo t (1000*T1 , A1 , 'b . ' ,1000*T2 , A2 , ' g . ' ,1000* t2 min , s d i f f ( 7 ) , 'm. ' , . . .
125 1000* t1 min , S d i f f ( 7 ) , 'y . ' )
126 matlab2t ikz ( ' ampl i tudeExtract ion . t i k z ' , ' he ight ' , . . .
127 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
128 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
129

130 %% E l l i p t i c a l i n c l u s i o n
131 j =1;
132 f o r i = 3 : 2 : 9
133 name{ j } = [ ' *Ref l E=8 R= ' , num2str ( i ) , ' . dat ' ] ;
134 [TT, SS ] = extractData (name{ j } , f o l d e r ) ;
135 t t ( : , j ) = TT; %T should be the same f o r a l l f i l e s !
136 s s ( : , j ) = SS ; %S w i l l change .
137 j = j +1;
138 end
139

140 f o r j = 1 :4
141 k = 1 ;
142 f o r i = 1 : l ength ( t t ( : , j ) )
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143 i f t t ( i , j ) ≥ t1 min && t t ( i , j ) ≤ t1 max
144 s3 (k , j ) = s s ( i , j ) ;
145 S S d i f f (1 , j ) = s3 (1 , j ) ;
146 k = k+1;
147 end
148 end
149 end
150

151 [ amp3 , n3 ] = max( s3 ) ;
152 s 3 o f f s e t = amp3−S S d i f f ;
153

154 f o r j = 1 :4
155 k = 1 ;
156 f o r i = 1 : l ength ( t t ( : , j ) )
157 i f t t ( i , j ) ≥ t2 min && t t ( i , j ) ≤ t2 max
158 s4 (k , j ) = s s ( i , j ) ;
159 s s d i f f (1 , j ) = s4 (1 , j ) ;
160 k = k+1;
161 end
162 end
163 end
164

165 r = 1 : 1 : 1 0 ;
166

167 [ amp4 , n4 ] = max( s4 ) ;
168 s 4 o f f s e t = amp4−s s d i f f ;
169

170 R8num = s 4 o f f s e t . / s 3 o f f s e t ;
171 R8num = [ R num(7) R8num ] ;
172 R8ana = 0.4775922* ones ( s i z e ( r ) ) ;
173 Ry = [ 1 . 5 3 5 7 9 ] ;
174

175 f i g u r e (5 )
176 p lo t (Ry ,R8num, ' r . ' , r , R8ana , 'b ' )
177 x l a b e l ( 'Major rad iu s $R 2$ [mm] ' )
178 y l a b e l ( 'R ' )
179 a x i s ( [ 1 10 0 .25 0 . 5 5 ] )
180 l egend ( ' Numerical ' , ' Plane wave theory ' , ' Locat ion ' , ' SouthEast ' )
181 matlab2t ikz ( ' majorRadiusDependence . t i k z ' , ' he ight ' , . . .
182 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
183 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
184

185 f o r i = 1 :5
186 Dev( i ) = 100* abs ( (R8num( i )−R8ana (1 ) ) /R8ana (1 ) ) ;
187 end
188

189 f i g u r e (6 )
190 p lo t (Ry , Dev , ' r . ' )
191 x l a b e l ( 'Major rad iu s $R 2$ [mm] ' )
192 y l a b e l ( ' Deviance [\%] ' )
193 a x i s ( [ 1 10 0 5 0 ] )
194 matlab2t ikz ( ' deviance majorRadiusDependence . t i k z ' , ' he ight ' , . . .
195 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
196 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
197

198 f i g u r e (7 )
199 hold on
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200 p lo t (1000* tt , s s )
201 x l a b e l ( 'Time [ s ] ' )
202 y l a b e l ( ' $\ s igma {12}$ ' )
203 p lo t (1000* t2 min , s s d i f f , 'm. ' , . . .
204 1000* t1 min , S S d i f f , 'y . ' )
205 hold o f f
206 matlab2t ikz ( ' a m p l i t u d e E x t r a c t i o n e l l i p s e . t i k z ' , ' he ight ' , . . .
207 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
208 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )

A.8 TTP.m

1 % Written by : Lars Edvard Bryhni Daehl i
2 %
3 % Find the TTP disp lacement from the a n a l y s i s
4

5 c l e a r a l l ; c l f ; c l c ;
6 f o l d e r = . . .
7 'D:\NTNU\Master\Matlab\Extracted \2 D PlaneStra in \TTP\ ' ;
8 cd ( f o l d e r ) ; %Make sure to put f i l e s in c o r r e c t f o l d e r
9

10 %% Load f i l e s f o r e l a s t i c i t y study
11 c o l = hsv (6 ) ;
12 j =1;
13 f o r i = 60 : 20 : 160
14 name{ j } = [ ' *displacement E= ' , num2str ( i ) , ' . dat ' ] ;
15 [T,D] = extractData (name{ j } , f o l d e r ) ;
16 t ( : , j ) = T; %T should be the same f o r a l l f i l e s !
17 d ( : , j ) = −D; %D w i l l change .
18 l e g { j } = [ 'E = ' , num2str ( i ) , ' kPa ' ] ;
19 E( j ) = i ;
20 j = j +1;
21 end
22

23 %% Find maximum disp lacement f o r each value o f E
24 [ nc , nr ] = s i z e (d) ;
25

26 f i g u r e (1 )
27 hold on
28 t t = 1000 .* t ;
29 dd = 10ˆ6.*d ;
30 p lo t ( tt , dd )
31 x l a b e l ( 'Time [ ms ] ' )
32 y l a b e l ( ' $u 2$ [ $\mu$m] ' )
33 f o r i = 1 : nr
34 [ amp( i ) ,n ( i ) ] = max(d ( : , i ) ) ;
35 t tp ( i ) = t (n( i ) , i ) ;
36 p lo t (1000* t tp ( i ) ,10ˆ6*amp( i ) , ' r . ' )
37 end
38 l egend ( l e g )
39 matlab2t ikz ( ' TTPdisplacement . t i k z ' , ' he ight ' , . . .
40 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
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41 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
42

43 ttp ms = 1000* t tp ;
44 f i g u r e (2 )
45 p lo t (E, ttp ms , 'bd ' ,E, ttp ms , 'b ' )
46 x l a b e l ( 'E [ kPa ] ' )
47 y l a b e l ( 'Time to Peak Displacement [ ms ] ' )
48 a x i s ( [ 5 5 165 0 .29 0 . 3 6 ] ) ;
49 matlab2t ikz ( 'TTP. t i k z ' , ' he ight ' , . . .
50 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
51 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
52

53 %% Load f i l e s f o r pu l s e durat ion study
54 j =1;
55 f o r i = 50 : 50 : 250
56 Name{ j } = [ ' * t tp= ' , num2str ( i ) , ' . dat ' ] ;
57 [T,D] = extractData (Name{ j } , f o l d e r ) ;
58 t p ( : , j ) = T; %T should be the same f o r a l l f i l e s !
59 d p ( : , j ) = −D; %D w i l l change .
60 Leg{ j } = [ ' $T i$ = ' , num2str ( i ) , ' $\mu$s ' ] ;
61 j = j +1;
62 end
63

64 f i g u r e (3 )
65 hold on
66 TT = 1000.* t p ;
67 DD = 10ˆ6.* d p ;
68 p lo t (TT,DD)
69 x l a b e l ( 'Time [ ms ] ' )
70 y l a b e l ( ' $u 2$ [ $\mu$m] ' )
71 f o r i = 1 :5
72 [Amp( i ) ,N( i ) ] = max( d p ( : , i ) ) ;
73 t tp p ( i ) = t p (N( i ) , i ) ;
74 p lo t (1000* t tp p ( i ) ,10ˆ6*Amp( i ) , ' r . ' )
75 pu l s e ( i ) = 50* i ;
76 end
77 a x i s ( [ 0 2 −1 1 4 ] ) ;
78 l egend ( Leg )
79 matlab2t ikz ( ' TTPdisplacement pulse . t i k z ' , ' he ight ' , . . .
80 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
81 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )
82

83 TTP ms = 1000* t tp p ;
84 f i g u r e (4 )
85 p lo t ( pulse , TTP ms , 'bd ' , pulse , TTP ms , 'b ' )
86 x l a b e l ( ' Impulse Time [ $\mu$s ] ' )
87 y l a b e l ( 'Time to Peak Displacement [ ms ] ' )
88 a x i s ( [ 4 0 260 0 .15 0 . 3 6 ] ) ;
89 matlab2t ikz ( ' TTP pulse . t i k z ' , ' he ight ' , . . .
90 ' \ f i g u r e h e i g h t ' , ' width ' , ' \ f i gu r ew id th ' , ' showInfo ' , . . .
91 f a l s e , ' p a r s e S t r i n g s ' , f a l s e )





B PYTHON scripts

The scripts given below were used to automatize the modelling, simulation and data
retrieving in Abaqus - and to be able to perform parametric studies in an easy fashion.

� uniaxial.py was used to simulate the experiment on the gel-agar phantom in Abaqus.

� planeStrainPlate.py was the main FEM model in this thesis. It contains a two-
dimensional plane strain plate with an inclusion. Infinite elements are used in the
model. It is possible to change relevant modelling features, such as; element size,
material properties, elastic or viscoelastic analysis, type of element, analysis time,
impulse time and tumor size.

B.1 uniaxial.py

1 # Written by : Lars Edvard Bryhni Daehl i
2

3 # −−−−−−−− I n i t i a l i z i n g −−−−−−−−−−−−−−−−−−−−
4

5 from part import *

6 from mate r i a l import *

7 from s e c t i o n import *

8 from assembly import *

9 from step import *

10 from i n t e r a c t i o n import *

11 from load import *

12 from mesh import *

13 from opt imiza t i on import *

14 from job import *

15 from sketch import *

16 from v i s u a l i z a t i o n import *

17 from connectorBehavior import *

18

19 s e s s i o n . journa lOpt ions . s e tVa lues ( replayGeometry=COORDINATE,
20 recoverGeometry=COORDINATE)
21

22 workDirectory = r 'D:\NTNU\Master\ Simulat ions \Uniaxia l Model '

23 caeName = ' Uniax ia l . cae '

24 jobName = ' Uniax ia l Tes t '

117
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25

26 os . chd i r ( workDirectory )
27

28 # −−−−−−−−−− Parameters −−−−−−−−−−−−−−−−−−−−−−−
29 # Naming convent ion accord ing to the exper iments c a r r i e d out at UGent
30

31 a = 63.97E−03 #Length ( u n i a x i a l t e s t d i r e c t i o n )
32 b = 57 .4E−03 #Width
33 c = 3 .5E−03 #Thickness
34

35 #Compensate f o r the i n i t i a l s t r e s s −> Smal ler area !
36 red = s q r t (1−0.004027357)
37 b = b* red
38 c = c* red
39

40 saveModel = 1 #Set to 1 i f you want to save the CAE−model .
41 viscoLoad = 1 #1 i f v i s c o e l a s t i c s tep during load ing .
42 clamped = 0 #1 i f specimen i s model led as clamped . 0 i f
43 #simply supported and prevented from moving in y and z .
44

45 E0 = 107585.6 #Instantaneous e l a s t i c modulus from exper imenta l data...
.

46 nu0 = 0.499 #Chosen Poisson ' s r a t i o .
47 rho = 1060 #Chosen dens i ty .
48 LStol = 0.0019 #Tolerance c r i t e r i a f o r l e s t square f i t o f ...

r e l a x a t i o n data .
49 Nmax = 13 #Maximum number o f terms in the prony s e r i e s .
50

51 e l S i z e = 1 .1E−03 #Approximate g l o b a l elemenent s i z e .
52 elType = C3D20R #Choose element type . Check Abaqus manual f o r names...

.
53

54 timeLoading = 10.239 #The time i t takes to reach d e s i r e d ...
disp lacement .

55 timeRelax = 299.98 #The t o t a l r e l a x a t i o n time .
56 i f v iscoLoad == 0 :
57 dtLoading = 0.5* timeLoading #Time s t ep s f o r the load ing part i f ...

e l a s t i c .
58 i f v iscoLoad == 1 :
59 dtLoading = 0.05* timeLoading #Time s t ep s f o r the load ing part i f ...

v i s c o e l a s t i c .
60

61 dtRelax = 5 #Time s t ep s f o r the r e l a x a t i o n part .
62 preDisp = 0.25763E−03 #O f f s e t o f the r e l a x a t i o n data
63 dispLoad = 3.20633E−03−preDisp #Total d i sp lacement when r e l a x a t i o n ...

beg ins .
64 p r e S t r e s s = 1520 .5 #Pre−s t r e s s o f specimen
65

66

67 CEtol = 0 .05 #Tolerance f o r v i s c o e l a s t i c i t y ( on the order o f max ...
s t r a i n ) .

68

69 percMemory = 80 #How many percentage o f the CPU maximum f o r ...
a n a l y s i s and

70 #p r e p r o c e s s i n g
71

72 prony = 1 #I f you want to use the r e l a x a t i o n c o e f f i c i e n t s
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73 #given or implement your own , s e t prony = 1 .
74 #prony = 0 −> Use the r e l a x a t i o n va lue s implemented from
75 #r e l a x a t i o n t e s t .
76 # Relaxat ion c e f f i c i e n t s
77 g1 = 9.45749E−03
78 g2 = 3.84291E−02
79 g3 = 6.46134E−02
80 t1 = 1.5178
81 t2 = 11.541
82 t3 = 93.977
83 # −−−−−−−−−−−−−− Create model −−−−−−−−−−−−−−−−−
84

85 mdb. Model ( modelType=STANDARD EXPLICIT, name= ' Uniax ia l ' )
86

87 # −−−−−−−−−−− Creat ing geometry −−−−−−−−−−−−−−−.
88

89 mdb. models [ ' Uniax ia l ' ] . Constra inedSketch (name= ' p r o f i l e ' , ...
s h e e t S i z e =2*a )

90 mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e ' ] . sketchOptions ....
se tVa lues (

91 dec imalPlaces =3)
92 mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e ' ] . r e c t a n g l e ( po int1 =(0 , b...

)
93 , po int2=(a , 0) )
94 mdb. models [ ' Uniax ia l ' ] . Part ( d imens i ona l i t y=THREE D, name= ' Part−1 ' , ...

type=
95 DEFORMABLE BODY)
96 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . BaseSol idExtrude ( depth=c , ...

sketch=
97 mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e ' ] )
98

99 # −−−−−−−−−−−−−− Mater ia l −−−−−−−−−−−−−−−−−−−−−−
100

101 mdb. models [ ' Uniax ia l ' ] . Mater ia l (name= ' V i s c o e l a s t i c ' )
102 mdb. models [ ' Uniax ia l ' ] . m a t e r i a l s [ ' V i s c o e l a s t i c ' ] . E l a s t i c ( moduli=...

INSTANTANEOUS,
103 t ab l e =((E0 , nu0 ) , ) )
104 mdb. models [ ' Uniax ia l ' ] . m a t e r i a l s [ ' V i s c o e l a s t i c ' ] . Density ( t ab l e =(( rho ,...

) , ) )
105 mdb. models [ ' Uniax ia l ' ] . m a t e r i a l s [ ' V i s c o e l a s t i c ' ] . V i s c o e l a s t i c ( domain=...

TIME,
106 e r r t o l=LStol , nmax=Nmax, t ab l e =() , time=RELAXATION TEST DATA)
107

108 i f prony == 0 :
109 mdb. models [ ' Uniax ia l ' ] . m a t e r i a l s [ ' V i s c o e l a s t i c ' ] . v i s c o e l a s t i c ....

shearTestData . s e tVa lues (
110 s h r i n f =0.8875 , t ab l e =((0.995151231 , 0 . 5 ) , (0 .993538583 , 1 . 0 ) , ...

(0 .988378965 ,
111 1 . 5 ) , (0 .984403849 , 2 . 0 ) , (0 .982747908 , 2 . 5 ) , (0 .982737084 , 3 . 0 ) ,...

(
112 0 .97859182 , 3 . 5 ) , (0 .978158894 , 4 . 0 ) , (0 .979111331 , 4 . 5 ) , ...

(0 .975831918 ,
113 5 . 0 ) , (0 .970084828 , 5 . 5 ) , (0 .970528577 , 6 . 0 ) , (0 .969478732 , 6 . 5 ) ,...

(
114 0 .967876907 , 7 . 0 ) , (0 .967833614 , 7 . 5 ) , (0 .960214121 , 8 . 0 ) , ...

(0 .964294446 ,



120 APPENDIX B. PYTHON SCRIPTS

115 8 . 5 ) , (0 .969825073 , 9 . 0 ) , (0 .960116712 , 9 . 5 ) , (0 .954001636 , 1 0 . 0 )...
, (

116 0 .963526003 , 1 0 . 5 ) , (0 .960993387 , 1 1 . 0 ) , (0 .958071138 , 1 1 . 5 ) , ...
(0 .955192182 ,

117 1 2 . 0 ) , (0 .957042939 , 1 2 . 5 ) , (0 .958460771 , 1 3 . 0 ) , (0 .956988824 , ...
1 3 . 5 ) , (

118 0 .957335164 , 1 4 . 0 ) , (0 .953720234 , 1 4 . 5 ) , (0 .950668107 , 1 5 . 0 ) , ...
(0 .95088457 ,

119 1 5 . 5 ) , (0 .953871758 , 1 6 . 0 ) , (0 .952324048 , 1 6 . 5 ) , (0 .950419175 , ...
1 7 . 0 ) , (

120 0 .949758963 , 1 7 . 5 ) , (0 .94668519 , 1 8 . 0 ) , (0 .944747847 , 1 8 . 5 ) , ...
(0 .944563854 ,

121 1 9 . 0 ) , (0 .948438539 , 1 9 . 5 ) , (0 .948687472 , 2 0 . 0 ) , (0 .945786869 , ...
2 0 . 5 ) , (

122 0 .944271629 , 2 1 . 0 ) , (0 .946847537 , 2 1 . 5 ) , (0 .943514009 , 2 2 . 0 ) , ...
(0 .94627391 ,

123 2 2 . 5 ) , (0 .945397236 , 2 3 . 0 ) , (0 .943059437 , 2 3 . 5 ) , (0 .942042061 , ...
2 4 . 0 ) , (

124 0 .945851808 , 2 4 . 5 ) , (0 .943524832 , 2 5 . 0 ) , (0 .943838703 , 2 5 . 5 ) , ...
(0 .939412037 ,

125 2 6 . 0 ) , (0 .939347098 , 2 6 . 5 ) , (0 .942962028 , 2 7 . 0 ) , (0 .938015851 , ...
2 7 . 5 ) , (

126 0 .936662958 , 2 8 . 0 ) , (0 .939368744 , 2 8 . 5 ) , (0 .939282159 , 2 9 . 0 ) , ...
(0 .939660969 ,

127 2 9 . 5 ) , (0 .941749836 , 3 0 . 0 ) , (0 .940223773 , 3 0 . 5 ) , (0 .927971973 , ...
3 1 . 0 ) , (

128 0 .936598019 , 3 1 . 5 ) , (0 .938676063 , 3 2 . 0 ) , (0 .935071956 , 3 2 . 5 ) , ...
(0 .933513423 ,

129 3 3 . 0 ) , (0 .934509152 , 3 3 . 5 ) , (0 .933816471 , 3 4 . 0 ) , (0 .932225469 , ...
3 4 . 5 ) , (

130 0 .934714792 , 3 5 . 0 ) , (0 .934595737 , 3 5 . 5 ) , (0 .934422567 , 3 6 . 0 ) , ...
(0 .930840106 ,

131 3 6 . 5 ) , (0 .932474401 , 3 7 . 0 ) , (0 .933253668 , 3 7 . 5 ) , (0 .935028663 , ...
3 8 . 0 ) , (

132 0 .931814984 , 3 8 . 5 ) , (0 .931835836 , 3 9 . 0 ) , (0 .929032641 , 3 9 . 5 ) , ...
(0 .927993619 ,

133 4 0 . 0 ) , (0 .930775167 , 4 0 . 5 ) , (0 .931348794 , 4 1 . 0 ) , (0 .932355347 , ...
4 1 . 5 ) , (

134 0 .929941785 , 4 2 . 0 ) , (0 .929314043 , 4 2 . 5 ) , (0 .928491484 , 4 3 . 0 ) , ...
(0 .92300415 ,

135 4 3 . 5 ) , (0 .927668925 , 4 4 . 0 ) , (0 .931478672 , 4 4 . 5 ) , (0 .93081846 , ...
4 5 . 0 ) , (

136 0 .925038901 , 4 5 . 5 ) , (0 .924768322 , 4 6 . 0 ) , (0 .927019536 , 4 6 . 5 ) , ...
(0 .927495755 ,

137 4 7 . 0 ) , (0 .927344231 , 4 7 . 5 ) , (0 .927073652 , 4 8 . 0 ) , (0 .928480661 , ...
4 8 . 5 ) , (

138 0 .925915576 , 4 9 . 0 ) , (0 .925515119 , 4 9 . 5 ) , (0 .924595152 , 5 0 . 0 ) , ...
(0 .925807344 ,

139 5 0 . 5 ) , (0 .925363595 , 5 1 . 0 ) , (0 .923848355 , 5 1 . 5 ) , (0 .92221406 , ...
5 2 . 0 ) , (

140 0 .923144851 , 5 2 . 5 ) , (0 .925082193 , 5 3 . 0 ) , (0 .925352772 , 5 3 . 5 ) , ...
(0 .925028078 ,

141 5 4 . 0 ) , (0 .92224653 , 54 . 5 ) , (0 .924865731 , 5 5 . 0 ) , (0 .923404606 , ...
5 5 . 5 ) , (

142 0 .920168486 , 5 6 . 0 ) , (0 .925082193 , 5 6 . 5 ) , (0 .920991045 , 5 7 . 0 ) , ...
(0 .921380678 ,
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143 5 7 . 5 ) , (0 .920439064 , 5 8 . 0 ) , (0 .921045161 , 5 8 . 5 ) , (0 .922657809 , ...
5 9 . 0 ) , (

144 0 .921672903 , 5 9 . 5 ) , (0 .920601412 , 6 0 . 0 ) , (0 .920731289 , 6 0 . 5 ) , ...
(0 .922776864 ,

145 6 1 . 0 ) , (0 .920190132 , 6 1 . 5 ) , (0 .920449888 , 6 2 . 0 ) , (0 .920276717 , ...
6 2 . 5 ) , (

146 0 .920850344 , 6 3 . 0 ) , (0 .921478086 , 6 3 . 5 ) , (0 .919800499 , 6 4 . 0 ) , ...
(0 .919508274 ,

147 6 4 . 5 ) , (0 .919280988 , 6 5 . 0 ) , (0 .919118641 , 6 5 . 5 ) , (0 .919259342 , ...
6 6 . 0 ) , (

148 0 .918501722 , 6 6 . 5 ) , (0 .919843791 , 6 7 . 0 ) , (0 .918988763 , 6 7 . 5 ) , ...
(0 .91897794 ,

149 6 8 . 0 ) , (0 .917202944 , 6 8 . 5 ) , (0 .918480075 , 6 9 . 0 ) , (0 .918545014 , ...
6 9 . 5 ) , (

150 0 .919454158 , 7 0 . 0 ) , (0 .917993034 , 7 0 . 5 ) , (0 .91708389 , 7 1 . 0 ) , ...
(0 .917192121 ,

151 7 1 . 5 ) , (0 .917040597 , 7 2 . 0 ) , (0 .916402032 , 7 2 . 5 ) , (0 .917668339 , ...
7 3 . 0 ) , (

152 0 .917473523 , 7 3 . 5 ) , (0 .916423678 , 7 4 . 0 ) , (0 .916012398 , 7 4 . 5 ) , ...
(0 .916326269 ,

153 7 5 . 0 ) , (0 .914702798 , 7 5 . 5 ) , (0 .916109807 , 7 6 . 0 ) , (0 .915287248 , ...
7 6 . 5 ) , (

154 0 .91574182 , 77 . 0 ) , (0 .915135724 , 77 . 5 ) , (0 .914443042 , 78 . 0 ) , ...
(0 .916153099 ,

155 7 8 . 5 ) , (0 .915687704 , 7 9 . 0 ) , (0 .914908438 , 7 9 . 5 ) , (0 .916131453 , ...
8 0 . 0 ) , (

156 0 .915016669 , 8 0 . 5 ) , (0 .915449595 , 8 1 . 0 ) , (0 .915406302 , 8 1 . 5 ) , ...
(0 .913956001 ,

157 8 2 . 0 ) , (0 .914551274 , 8 2 . 5 ) , (0 .913761184 , 8 3 . 0 ) , (0 .913588014 , ...
8 3 . 5 ) , (

158 0 .914226579 , 8 4 . 0 ) , (0 .914432219 , 8 4 . 5 ) , (0 .913295789 , 8 5 . 0 ) , ...
(0 .911574909 ,

159 8 5 . 5 ) , (0 .912419114 , 8 6 . 0 ) , (0 .912559815 , 8 6 . 5 ) , (0 .913176734 , ...
8 7 . 0 ) , (

160 0 .913620483 , 8 7 . 5 ) , (0 .912949448 , 8 8 . 0 ) , (0 .91288451 , 8 8 . 5 ) , ...
(0 .91302521 ,

161 8 9 . 0 ) , (0 .912386645 , 8 9 . 5 ) , (0 .912289237 , 9 0 . 0 ) , (0 .912191828 , ...
9 0 . 5 ) , (

162 0 .912787101 , 9 1 . 0 ) , (0 .91340402 , 9 1 . 5 ) , (0 .911325977 , 9 2 . 0 ) , ...
(0 .912321706 ,

163 9 2 . 5 ) , (0 .910763173 , 9 3 . 0 ) , (0 .910590003 , 9 3 . 5 ) , (0 .911488324 , ...
9 4 . 0 ) , (

164 0 .911347623 , 9 4 . 5 ) , (0 .91095799 , 9 5 . 0 ) , (0 .910709057 , 9 5 . 5 ) , ...
(0 .90978909 ,

165 9 6 . 0 ) , (0 .911185276 , 9 6 . 5 ) , (0 .911748079 , 9 7 . 0 ) , (0 .911390916 , ...
9 7 . 5 ) , (

166 0 .908879946 , 9 8 . 0 ) , (0 .908609367 , 9 8 . 5 ) , (0 .909529335 , 9 9 . 0 ) , ...
(0 .911228568 ,

167 9 9 . 5 ) , (0 .910947167 , 100 . 0 ) , (0 .910286955 , 100 . 5 ) , (0 .909085586 , ...
101 . 0 ) , (

168 0 .908934062 , 101 . 5 ) , (0 .910514241 , 102 . 0 ) , (0 .91095799 , 102 . 5 ) , (
169 0 .910568357 , 103 . 0 ) , (0 .908598544 , 103 . 5 ) , (0 .907602815 , 104 . 0 ) , ...

(
170 0 .908793361 , 104 . 5 ) , (0 .911185276 , 105 . 0 ) , (0 .910535887 , 105 . 5 ) , ...

(
171 0 .908522782 , 106 . 0 ) , (0 .90675861 , 106 . 5 ) , (0 .907418822 , 107 . 0 ) , (
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172 0 .908425374 , 107 . 5 ) , (0 .908533605 , 108 . 0 ) , (0 .908760891 , 108 . 5 ) , ...
(

173 0 .907970802 , 109 . 0 ) , (0 .907256474 , 109 . 5 ) , (0 .906542147 , 110 . 0 ) , ...
(

174 0 .907830101 , 110 . 5 ) , (0 .907938332 , 111 . 0 ) , (0 .906812725 , 111 . 5 ) , ...
(

175 0 .906910134 , 112 . 0 ) , (0 .906953426 , 112 . 5 ) , (0 .907959979 , 113 . 0 ) , ...
(

176 0 .907667754 , 113 . 5 ) , (0 .906845195 , 114 . 0 ) , (0 .906682848 , 114 . 5 ) , ...
(

177 0 .906780256 , 115 . 0 ) , (0 .907202359 , 115 . 5 ) , (0 .90693178 , 116 . 0 ) , (
178 0 .90693178 , 116 . 5 ) , (0 .906293214 , 117 . 0 ) , (0 .906401446 , 117 . 5 ) , (
179 0 .906715317 , 118 . 0 ) , (0 .90503773 , 118 . 5 ) , (0 .905633003 , 119 . 0 ) , (
180 0 .906888487 , 119 . 5 ) , (0 .906466385 , 120 . 0 ) , (0 .905427363 , 120 . 5 ) , ...

(
181 0 .904518219 , 121 . 0 ) , (0 .904583158 , 121 . 5 ) , (0 .905806173 , 122 . 0 ) , ...

(
182 0 .905351601 , 122 . 5 ) , (0 .905535594 , 123 . 0 ) , (0 .90503773 , 123 . 5 ) , (
183 0 .905113492 , 124 . 0 ) , (0 .904691389 , 124 . 5 ) , (0 .904864559 , 125 . 0 ) , ...

(
184 0 .905860289 , 125 . 5 ) , (0 .905059376 , 126 . 0 ) , (0 .905026907 , 126 . 5 ) , ...

(
185 0 .904788797 , 127 . 0 ) , (0 .905167607 , 127 . 5 ) , (0 .905059376 , 128 . 0 ) , ...

(
186 0 .904886206 , 128 . 5 ) , (0 .904788797 , 129 . 0 ) , (0 .904972791 , 129 . 5 ) , ...

(
187 0 .90424764 , 130 . 0 ) , (0 .903554959 , 130 . 5 ) , (0 .903414258 , 131 . 0 ) , (
188 0 .903370965 , 131 . 5 ) , (0 .904312579 , 132 . 0 ) , (0 .904258463 , 132 . 5 ) , ...

(
189 0 .902505114 , 133 . 0 ) , (0 .902104658 , 133 . 5 ) , (0 .90366319 , 134 . 0 ) , (
190 0 .904334225 , 134 . 5 ) , (0 .904096116 , 135 . 0 ) , (0 .902461821 , 135 . 5 ) , ...

(
191 0 .90194231 , 136 . 0 ) , (0 .902894747 , 136 . 5 ) , (0 .903706483 , 137 . 0 ) , (
192 0 .904442457 , 137 . 5 ) , (0 .90366319 , 138 . 0 ) , (0 .903089564 , 138 . 5 ) , (
193 0 .902602522 , 139 . 0 ) , (0 .903219441 , 139 . 5 ) , (0 .903392612 , 140 . 0 ) , ...

(
194 0 .903186972 , 140 . 5 ) , (0 .903208618 , 141 . 0 ) , (0 .902515937 , 141 . 5 ) , ...

(
195 0 .901899018 , 142 . 0 ) , (0 .90176914 , 142 . 5 ) , (0 .902505114 , 143 . 0 ) , (
196 0 .902072188 , 143 . 5 ) , (0 .901920664 , 144 . 0 ) , (0 .901314568 , 144 . 5 ) , ...

(
197 0 .901541854 , 145 . 0 ) , (0 .901823256 , 145 . 5 ) , (0 .901671732 , 146 . 0 ) , ...

(
198 0 .901639262 , 146 . 5 ) , (0 .90290557 , 147 . 0 ) , (0 .901953134 , 147 . 5 ) , (
199 0 .901401153 , 148 . 0 ) , (0 .90101152 , 148 . 5 ) , (0 .901357861 , 149 . 0 ) , (
200 0 .901866548 , 149 . 5 ) , (0 .902223712 , 150 . 0 ) , (0 .901985603 , 150 . 5 ) , ...

(
201 0 .901292922 , 151 . 0 ) , (0 .900708472 , 151 . 5 ) , (0 .900827526 , 152 . 0 ) , ...

(
202 0 .901292922 , 152 . 5 ) , (0 .901000697 , 153 . 0 ) , (0 .900308016 , 153 . 5 ) , ...

(
203 0 .90060024 , 154 . 0 ) , (0 .900210607 , 154 . 5 ) , (0 .900611064 , 155 . 0 ) , (
204 0 .900513655 , 155 . 5 ) , (0 .900297192 , 156 . 0 ) , (0 .900113199 , 156 . 5 ) , ...

(
205 0 .90022143 , 157 . 0 ) , (0 .900989874 , 157 . 5 ) , (0 .89984262 , 158 . 0 ) , (
206 0 .899756035 , 158 . 5 ) , (0 .900059083 , 159 . 0 ) , (0 .900827526 , 159 . 5 ) , ...

(
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207 0 .900502832 , 160 . 0 ) , (0 .900113199 , 160 . 5 ) , (0 .899983321 , 161 . 0 ) , ...
(

208 0 .899983321 , 161 . 5 ) , (0 .899810151 , 162 . 0 ) , (0 .899788505 , 162 . 5 ) , ...
(

209 0 .899636981 , 163 . 0 ) , (0 .899052531 , 163 . 5 ) , (0 .899052531 , 164 . 0 ) , ...
(

210 0 .898987592 , 164 . 5 ) , (0 .899258171 , 165 . 0 ) , (0 .899020061 , 165 . 5 ) , ...
(

211 0 .899182409 , 166 . 0 ) , (0 .898955122 , 166 . 5 ) , (0 .898944299 , 167 . 0 ) , ...
(

212 0 .899279817 , 167 . 5 ) , (0 .899052531 , 168 . 0 ) , (0 .899344756 , 168 . 5 ) , ...
(

213 0 .899377225 , 169 . 0 ) , (0 .899388048 , 169 . 5 ) , (0 .89891183 , 170 . 0 ) , (
214 0 .898576312 , 170 . 5 ) , (0 .898511374 , 171 . 0 ) , (0 .898727836 , 171 . 5 ) , ...

(
215 0 .898294911 , 172 . 0 ) , (0 .897699638 , 172 . 5 ) , (0 .897591406 , 173 . 0 ) , ...

(
216 0 .897602229 , 173 . 5 ) , (0 .89815421 , 174 . 0 ) , (0 .898468081 , 174 . 5 ) , (
217 0 .898511374 , 175 . 0 ) , (0 .89815421 , 175 . 5 ) , (0 .898013509 , 176 . 0 ) , (
218 0 .898349026 , 176 . 5 ) , (0 .89832738 , 177 . 0 ) , (0 .898338203 , 177 . 5 ) , (
219 0 .897580583 , 178 . 0 ) , (0 .897320828 , 178 . 5 ) , (0 .897526467 , 179 . 0 ) , ...

(
220 0 .897104365 , 179 . 5 ) , (0 .897461529 , 180 . 0 ) , (0 .897201773 , 180 . 5 ) , ...

(
221 0 .89663897 , 181 . 0 ) , (0 .897223419 , 181 . 5 ) , (0 .897331651 , 182 . 0 ) , (
222 0 .897634699 , 182 . 5 ) , (0 .897883631 , 183 . 0 ) , (0 .89815421 , 183 . 5 ) , (
223 0 .89715848 , 184 . 0 ) , (0 .896942018 , 184 . 5 ) , (0 .896584854 , 185 . 0 ) , (
224 0 .896141105 , 185 . 5 ) , (0 .898089271 , 186 . 0 ) , (0 .89850055 , 186 . 5 ) , (
225 0 .896942018 , 187 . 0 ) , (0 .895664887 , 187 . 5 ) , (0 .895340192 , 188 . 0 ) , ...

(
226 0 .896465799 , 188 . 5 ) , (0 .896487446 , 189 . 0 ) , (0 .896942018 , 189 . 5 ) , ...

(
227 0 .896790494 , 190 . 0 ) , (0 .895719002 , 190 . 5 ) , (0 .896076166 , 191 . 0 ) , ...

(
228 0 .896498269 , 191 . 5 ) , (0 .896714732 , 192 . 0 ) , (0 .896833786 , 192 . 5 ) , ...

(
229 0 .896974487 , 193 . 0 ) , (0 .896379214 , 193 . 5 ) , (0 .896249336 , 194 . 0 ) , ...

(
230 0 .895783941 , 194 . 5 ) , (0 .8966065 , 195 . 0 ) , (0 .896108635 , 195 . 5 ) , (
231 0 .894874797 , 196 . 0 ) , (0 .895405131 , 196 . 5 ) , (0 .894928913 , 197 . 0 ) , ...

(
232 0 .895437601 , 197 . 5 ) , (0 .895621594 , 198 . 0 ) , (0 .895708179 , 198 . 5 ) , ...

(
233 0 .895004675 , 199 . 0 ) , (0 .895654063 , 199 . 5 ) , (0 .895719002 , 200 . 0 ) , ...

(
234 0 .895719002 , 200 . 5 ) , (0 .895913819 , 201 . 0 ) , (0 .895881349 , 201 . 5 ) , ...

(
235 0 .895686533 , 202 . 0 ) , (0 .895405131 , 202 . 5 ) , (0 .895686533 , 203 . 0 ) , ...

(
236 0 .895275253 , 203 . 5 ) , (0 .89509126 , 204 . 0 ) , (0 .894311993 , 204 . 5 ) , (
237 0 .895112906 , 205 . 0 ) , (0 .894950559 , 205 . 5 ) , (0 .894744919 , 206 . 0 ) , ...

(
238 0 .895069614 , 206 . 5 ) , (0 .89374919 , 207 . 0 ) , (0 .894052238 , 207 . 5 ) , (
239 0 .89450681 , 208 . 0 ) , (0 .894625865 , 208 . 5 ) , (0 .894604218 , 209 . 0 ) , (
240 0 .894571749 , 209 . 5 ) , (0 .894214585 , 210 . 0 ) , (0 .894387755 , 210 . 5 ) , ...

(
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241 0 .894311993 , 211 . 0 ) , (0 .894571749 , 211 . 5 ) , (0 .894961382 , 212 . 0 ) , ...
(

242 0 .894788212 , 212 . 5 ) , (0 .894420225 , 213 . 0 ) , (0 .894658334 , 213 . 5 ) , ...
(

243 0 .894593395 , 214 . 0 ) , (0 .894182116 , 214 . 5 ) , (0 .893911537 , 215 . 0 ) , ...
(

244 0 .893857421 , 215 . 5 ) , (0 .893586843 , 216 . 0 ) , (0 .893413672 , 216 . 5 ) , ...
(

245 0 .893727544 , 217 . 0 ) , (0 .893327087 , 217 . 5 ) , (0 .893251325 , 218 . 0 ) , ...
(

246 0 .893208033 , 218 . 5 ) , (0 .892948277 , 219 . 0 ) , (0 .89333791 , 219 . 5 ) , (
247 0 .893381203 , 220 . 0 ) , (0 .893662605 , 220 . 5 ) , (0 .893695074 , 221 . 0 ) , ...

(
248 0 .89319721 , 221 . 5 ) , (0 .893500258 , 222 . 0 ) , (0 .894182116 , 222 . 5 ) , (
249 0 .894192939 , 223 . 0 ) , (0 .893467788 , 223 . 5 ) , (0 .893532727 , 224 . 0 ) , ...

(
250 0 .893067332 , 224 . 5 ) , (0 .893272972 , 225 . 0 ) , (0 .893132271 , 225 . 5 ) , ...

(
251 0 .893392026 , 226 . 0 ) , (0 .893067332 , 226 . 5 ) , (0 .892980747 , 227 . 0 ) , ...

(
252 0 .892677699 , 227 . 5 ) , (0 .892731814 , 228 . 0 ) , (0 .892601937 , 228 . 5 ) , ...

(
253 0 .892796753 , 229 . 0 ) , (0 .891638677 , 229 . 5 ) , (0 .891508799 , 230 . 0 ) , ...

(
254 0 .892298889 , 230 . 5 ) , (0 .892850869 , 231 . 0 ) , (0 .892645229 , 231 . 5 ) , ...

(
255 0 .892904985 , 232 . 0 ) , (0 .892883338 , 232 . 5 ) , (0 .893489434 , 233 . 0 ) , ...

(
256 0 .894615042 , 233 . 5 ) , (0 .891075873 , 234 . 0 ) , (0 .892840046 , 234 . 5 ) , ...

(
257 0 .891887609 , 235 . 0 ) , (0 .891562915 , 235 . 5 ) , (0 .893024039 , 236 . 0 ) , ...

(
258 0 .890534716 , 236 . 5 ) , (0 .894398579 , 237 . 0 ) , (0 .896530738 , 237 . 5 ) , ...

(
259 0 .892493705 , 238 . 0 ) , (0 .890220845 , 238 . 5 ) , (0 .896270983 , 239 . 0 ) , ...

(
260 0 .891920079 , 239 . 5 ) , (0 .894907266 , 240 . 0 ) , (0 .889095238 , 240 . 5 ) , ...

(
261 0 .889062768 , 241 . 0 ) , (0 .890599655 , 241 . 5 ) , (0 .891692793 , 242 . 0 ) , ...

(
262 0 .892158188 , 242 . 5 ) , (0 .893478611 , 243 . 0 ) , (0 .89051307 , 243 . 5 ) , (
263 0 .894355286 , 244 . 0 ) , (0 .893208033 , 244 . 5 ) , (0 .895026321 , 245 . 0 ) , ...

(
264 0 .885577716 , 245 . 5 ) , (0 .895102083 , 246 . 0 ) , (0 .893933183 , 246 . 5 ) , ...

(
265 0 .891487153 , 247 . 0 ) , (0 .886681677 , 247 . 5 ) , (0 .889041122 , 248 . 0 ) , ...

(
266 0 .890870234 , 248 . 5 ) , (0 . 894128 , 249 . 0 ) , (0 .894409402 , 249 . 5 ) ,
267 (0 .893500258 ,
268 250 . 0 ) , (0 .892277242 , 250 . 5 ) , (0 .891216574 , 251 . 0 ) ,
269 (0 .889647218 , 251 . 5 ) , (
270 0 .890653771 , 252 . 0 ) , (0 .892753461 , 252 . 5 ) , (0 .891530445 , 253 . 0 ) , ...

(
271 0 .888196917 , 253 . 5 ) , (0 .89085941 , 254 . 0 ) , (0 .891292336 , 254 . 5 ) , (
272 0 .891194928 , 255 . 0 ) , (0 .890707886 , 255 . 5 ) , (0 .892482882 , 256 . 0 ) , ...

(
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273 0 .892298889 , 256 . 5 ) , (0 .889452402 , 257 . 0 ) , (0 .886540976 , 257 . 5 ) , ...
(

274 0 .889062768 , 258 . 0 ) , (0 .892071603 , 258 . 5 ) , (0 .892093249 , 259 . 0 ) , ...
(

275 0 .889744626 , 259 . 5 ) , (0 .889452402 , 260 . 0 ) , (0 .888727251 , 260 . 5 ) , ...
(

276 0 .88972298 , 261 . 0 ) , (0 .889766273 , 261 . 5 ) , (0 .891292336 , 262 . 0 ) , (
277 0 .892526175 , 262 . 5 ) , (0 .890567185 , 263 . 0 ) , (0 .88951734 , 263 . 5 ) , (
278 0 .888337618 , 264 . 0 ) , (0 .890794472 , 264 . 5 ) , (0 .891465506 , 265 . 0 ) , ...

(
279 0 .887839753 , 265 . 5 ) , (0 .890902703 , 266 . 0 ) , (0 .890220845 , 266 . 5 ) , ...

(
280 0 .889441578 , 267 . 0 ) , (0 .891010934 , 267 . 5 ) , (0 .88779646 , 268 . 0 ) , (
281 0 .887460943 , 268 . 5 ) , (0 .89085941 , 269 . 0 ) , (0 .891335629 , 269 . 5 ) , (
282 0 .890534716 , 270 . 0 ) , (0 .888467495 , 270 . 5 ) , (0 .888088685 , 271 . 0 ) , ...

(
283 0 .890545539 , 271 . 5 ) , (0 .89085941 , 272 . 0 ) , (0 .891119166 , 272 . 5 ) , (
284 0 .890339899 , 273 . 0 ) , (0 .887471766 , 273 . 5 ) , (0 .887688229 , 274 . 0 ) , ...

(
285 0 .889181823 , 274 . 5 ) , (0 .890794472 , 275 . 0 ) , (0 .889041122 , 275 . 5 ) , ...

(
286 0 .88782893 , 276 . 0 ) , (0 .8866925 , 276 . 5 ) , (0 .88913853 , 277 . 0 ) ,
287 (0 .890632124 ,
288 277 . 5 ) , (0 .890188375 , 278 . 0 ) , (0 .888846305 , 278 . 5 ) ,
289 (0 .888683958 , 279 . 0 ) , (
290 0 .889831212 , 279 . 5 ) , (0 .889452402 , 280 . 0 ) , (0 .890253314 , 280 . 5 ) , ...

(
291 0 .889647218 , 281 . 0 ) , (0 .889062768 , 281 . 5 ) , (0 .888922067 , 282 . 0 ) , ...

(
292 0 .889766273 , 282 . 5 ) , (0 .884614456 , 283 . 0 ) , (0 .889235939 , 283 . 5 ) , ...

(
293 0 .896097812 , 284 . 0 ) , (0 .905156784 , 284 . 5 ) , (0 .89640086 , 285 . 0 ) , (
294 0 .874722102 , 285 . 5 ) , (0 .897180127 , 286 . 0 ) , (0 .890599655 , 286 . 5 ) , ...

(
295 0 .889852858 , 287 . 0 ) , (0 .885805002 , 287 . 5 ) , (0 .889874504 , 288 . 0 ) , ...

(
296 0 .889127707 , 288 . 5 ) , (0 .891129989 , 289 . 0 ) , (0 .887363535 , 289 . 5 ) , ...

(
297 0 .886129696 , 290 . 0 ) , (0 .886346159 , 290 . 5 ) , (0 .888045393 , 291 . 0 ) , ...

(
298 0 .889398286 , 291 . 5 ) , (0 .889777096 , 292 . 0 ) , (0 .887991277 , 292 . 5 ) , ...

(
299 0 .887266126 , 293 . 0 ) , (0 .887471766 , 293 . 5 ) , (0 .888575727 , 294 . 0 ) , ...

(
300 0 .889160177 , 294 . 5 ) , (0 .889203469 , 295 . 0 ) , (0 .888175271 , 295 . 5 ) , ...

(
301 0 .887753168 , 296 . 0 ) , (0 .887504236 , 296 . 5 ) , (0 .887969631 , 297 . 0 ) , ...

(
302 0 .888608196 , 297 . 5 ) , (0 .888099509 , 298 . 0 ) , (0 .887579998 , 298 . 5 ) , ...

(
303 0 .887569174 , 298 .98 ) ) )
304

305 i f prony == 1 :
306 mdb. models [ ' Uniax ia l ' ] . m a t e r i a l s [ ' V i s c o e l a s t i c ' ] . v i s c o e l a s t i c ....

se tVa lues ( domain=
307 TIME, t ab l e =((g1 , 0 . 0 , t1 ) , ( g2 , 0 . 0 , t2 ) , ( g3 , 0 . 0 , t3 ) ) , time=...

PRONY)
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308

309 # −−−−−−−−−−−− Create and a s s i g n s e c t i o n −−−−−−−−−−−−−−−−−−−−−−−
310

311 mdb. models [ ' Uniax ia l ' ] . HomogeneousSol idSection ( mate r i a l= ' V i s c o e l a s t i c...
' , name=

312 'Phantom ' , t h i c k n e s s=None )
313

314 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . Sect ionAssignment ( o f f s e t =0.0 ,
315 o f f s e t F i e l d= ' ' , o f f s e tType=MIDDLE SURFACE, r eg i on=Region (
316 c e l l s=mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . c e l l s . f indAt ( ( ( 0 . 5 * a...

, 0 .5*b ,
317 0) , ) , ) ) , sectionName= 'Phantom ' , th icknessAss ignment=...

FROM SECTION)
318

319 # −−−−−−−−−−−−−−− Create p a r t i t i o n s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−
320

321 mdb. models [ ' Uniax ia l ' ] . Constra inedSketch ( gr idSpac ing =0.004 , name= '...
p r o f i l e ' ,

322 s h e e t S i z e=a , trans form=
323 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . MakeSketchTransform (
324 sketchPlane=mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . f a c e s . f indAt...

( ( 0 . 0 ,
325 0 .5*b , 0 .5* c ) , ) , sketchPlaneS ide=SIDE1 ,
326 sketchUpEdge=mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . edges . f indAt...

( ( 0 . 0 ,
327 b , 0 .25* c ) , ) , ske t chOr i en ta t i on=TOP, o r i g i n =(0.0 , 0 .5*b ,
328 0 .5* c ) ) )
329 mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e ' ] . sketchOptions ....

se tVa lues (
330 dec imalPlaces =3)
331 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . p ro jectRe fe rencesOntoSketch (...

f i l t e r=
332 COPLANAR EDGES, sketch=mdb. models [ ' Uniax ia l ' ] . s k e t che s [ '...

p r o f i l e ' ] )
333 mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e ' ] . Line ( po int1 =(0.0 , 0 .5*...

b) ,
334 point2 =(0.0 , −0.5*b) )
335 mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e ' ] . Line ( po int1 =(−0.5*c , ...

0 . 0 ) ,
336 point2 =(0.5* c , 0 . 0 ) )
337 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . Part i t ionFaceBySketch ( f a c e s=
338 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . f a c e s . f indAt ( ( ( 0 . 0 , 0 .5*b ,
339 0 .5* c ) , ) ) , sketch=mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e '...

] ,
340 ske t chOr i en ta t i on=TOP, sketchUpEdge=
341 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . edges . f indAt ( ( 0 . 0 , b ,
342 0 .25* c ) , ) )
343

344 mdb. models [ ' Uniax ia l ' ] . Constra inedSketch ( gr idSpac ing =0.004 , name= '...
p r o f i l e ' ,

345 s h e e t S i z e=a , trans form=
346 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . MakeSketchTransform (
347 sketchPlane=mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . f a c e s . f indAt ( (...

a ,
348 0 .5*b , 0 .5* c ) , ) , sketchPlaneS ide=SIDE1 ,
349 sketchUpEdge=mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . edges . f indAt...

( ( a ,
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350 b , 0 .25* c ) , ) , ske t chOr i en ta t i on=TOP, o r i g i n =(0.0 , 0 .5*b ,
351 0 .5* c ) ) )
352 mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e ' ] . sketchOptions ....

se tVa lues (
353 dec imalPlaces =3)
354 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . p ro jectRe fe rencesOntoSketch (...

f i l t e r=
355 COPLANAR EDGES, sketch=mdb. models [ ' Uniax ia l ' ] . s k e t che s [ '...

p r o f i l e ' ] )
356 mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e ' ] . Line ( po int1 =(0.0 , 0 .5*...

b) ,
357 point2 =(0.0 , −0.5*b) )
358 mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e ' ] . Line ( po int1 =(−0.5*c , ...

0 . 0 ) ,
359 point2 =(0.5* c , 0 . 0 ) )
360 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . Part i t ionFaceBySketch ( f a c e s=
361 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . f a c e s . f indAt ( ( ( a , 0 .5*b ,
362 0 .5* c ) , ) ) , sketch=mdb. models [ ' Uniax ia l ' ] . s k e t che s [ ' p r o f i l e '...

] ,
363 ske t chOr i en ta t i on=TOP, sketchUpEdge=
364 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . edges . f indAt ( ( a , b ,
365 0 .25* c ) , ) )
366

367 # −−−−−−−−−−−−−−−−−− Create s e t s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
368

369 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . Set ( f a c e s=
370 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . f a c e s . getByBoundingBox...

(−0.1*a , −0.1*b ,
371 −0.1*c , 0 .1* a , 1 .1*b , 1 .1* c ) , name= 'MountedEnd ' )
372

373 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . Set ( f a c e s=
374 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . f a c e s . getByBoundingBox...

( 0 . 95* a , −0.1*b ,
375 −0.1*c , 1 .05* a , 1 .1*b , 1 .1* c ) , name= ' DisplacedEnd ' )
376

377 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . Set (name= ' MidNode DisplacedEnd...
' , v e r t i c e s=

378 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . v e r t i c e s . f indAt ( ( ( a , 0 .5*b...
,

379 0 .5* c ) , ) ) )
380

381 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . Set (name= 'MidNode MountedEnd ' ,...
v e r t i c e s=

382 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . v e r t i c e s . f indAt ( ( ( 0 , 0 .5*b...
,

383 0 .5* c ) , ) ) )
384

385 # −−−−−−−−−−−−−−−− Create assembly −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
386

387 mdb. models [ ' Uniax ia l ' ] . rootAssembly . DatumCsysByDefault (CARTESIAN)
388 mdb. models [ ' Uniax ia l ' ] . rootAssembly . Ins tance ( dependent=ON, name= ' Part...

−1−1 ' ,
389 part=mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] )
390

391 # −−−−−−−−−−−−−−−−−− Mesh −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
392

393 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . seedPart ( dev ia t i onFacto r =0.1 ,
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394 minSizeFactor =0.1 , s i z e=e l S i z e )
395 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . generateMesh ( )
396

397 mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . setElementType ( elemTypes=(...
ElemType (

398 elemCode=elType , e lemLibrary=STANDARD) , ElemType ( elemCode=C3D15 ,
399 e lemLibrary=STANDARD) , ElemType ( elemCode=C3D10 , e lemLibrary=...

STANDARD) ) ,
400 r e g i o n s =(mdb. models [ ' Uniax ia l ' ] . pa r t s [ ' Part−1 ' ] . c e l l s . f indAt...

( ( ( 0 . 5 * a ,
401 0 .5*b , 0) , ) ) , ) )
402

403 # −−−−−−−−−−−−−−−−− Create Steps −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
404

405 mdb. models [ ' Uniax ia l ' ] . S t r e s s ( d i s t r ibut i onType=UNIFORM, name= '...
O f f s e t S t r e s s ' ,

406 r eg i on=Region (
407 c e l l s=mdb. models [ ' Uniax ia l ' ] . rootAssembly . i n s t a n c e s [ ' Part−1−1 ' ] . ...

c e l l s . f indAt (
408 ( ( 0 . 0 , 0 .009567 , 0 .001167) , ) , ) ) , sigma11=preSt r e s s , sigma12...

=0.0 , sigma13 =0.0
409 , sigma22 =0.0 , sigma23 =0.0 , sigma33 =0.0)
410

411 i f v iscoLoad == 1 :
412 mdb. models [ ' Uniax ia l ' ] . ViscoStep ( d e s c r i p t i o n=
413 ' This s tep i s f o r the load ing o f the specimen up u n t i l the ...

r e l a x a t i o n s t r a i n i s reached . '

414 , c e t o l=CEtol , i n i t i a l I n c=dtLoading , maxInc=dtLoading ,
415 maxNumInc=1000 , minInc =0.001*dtLoading , name= ' Loading ' , nlgeom=ON...

, p r ev ious= ' I n i t i a l ' ,
416 t imePer iod=timeLoading )
417

418

419 i f v iscoLoad == 0 :
420 mdb. models [ ' Uniax ia l ' ] . S t a t i cS t ep ( d e s c r i p t i o n=
421 ' This s tep i s f o r the load ing o f the specimen up u n t i l the ...

r e l a x a t i o n s t r a i n i s reached . '

422 , i n i t i a l I n c=dtLoading , maxInc=dtLoading , maxNumInc=1000 , minInc...
=0.001*dtLoading ,

423 name= ' Loading ' , nlgeom=ON, prev ious= 'PreLoad ' , t imePeriod=...
timeLoading )

424

425 mdb. models [ ' Uniax ia l ' ] . ViscoStep ( c e t o l=CEtol , d e s c r i p t i o n=
426 ' This s tep i s f o r the r e l a x a t i o n o f the s t r e s s as the ...

l o n g i t u d i n a l s t r a i n i s kept constant ' ,
427 i n i t i a l I n c=dtRelax , maxInc=dtRelax , maxNumInc=10000 ,
428 minInc =0.00001 , name= ' Relaxat ion ' , p r ev ious= ' Loading ' , t imePeriod...

=timeRelax )
429

430 # −−−−−−−−−−−−−−−− Output va lue s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
431

432 de l mdb. models [ ' Uniax ia l ' ] . f i e ldOutputRequest s [ 'F−Output−1 ' ]
433 de l mdb. models [ ' Uniax ia l ' ] . h i storyOutputRequests [ 'H−Output−1 ' ]
434

435 mdb. models [ ' Uniax ia l ' ] . FieldOutputRequest ( createStepName= ' Loading ' , ...
name=

436 ' Loading ' , v a r i a b l e s =( 'S ' , 'U ' , 'RF ' ) )
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437 mdb. models [ ' Uniax ia l ' ] . FieldOutputRequest ( createStepName= ' Relaxat ion '...
, name=

438 ' Relaxat ion ' , v a r i a b l e s =( 'S ' , 'U ' , 'RF ' ) )
439

440 mdb. models [ ' Uniax ia l ' ] . HistoryOutputRequest ( createStepName= ' Loading ' ,...
name=

441 ' DisplacedEnd ' , r ebar=EXCLUDE, reg i on=
442 mdb. models [ ' Uniax ia l ' ] . rootAssembly . i n s t a n c e s [ ' Part−1−1 ' ] . s e t s [ '...

DisplacedEnd ' ]
443 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( ' S11 ' , 'E11 ' , 'LE11 ' , 'CEEQ ' )...

)
444

445 mdb. models [ ' Uniax ia l ' ] . HistoryOutputRequest ( createStepName= ' Loading ' ,...
name=

446 'MountedEnd ' , r ebar=EXCLUDE, reg i on=
447 mdb. models [ ' Uniax ia l ' ] . rootAssembly . i n s t a n c e s [ ' Part−1−1 ' ] . s e t s [ '...

MountedEnd ' ]
448 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'RF1 ' , ) )
449

450 mdb. models [ ' Uniax ia l ' ] . HistoryOutputRequest ( createStepName= ' Loading ' ,...
name=

451 ' MidNode DisplacedEnd ' , r ebar=EXCLUDE, reg i on=
452 mdb. models [ ' Uniax ia l ' ] . rootAssembly . i n s t a n c e s [ ' Part−1−1 ' ] . s e t s [ '...

MidNode DisplacedEnd ' ]
453 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , ) )
454

455 # −−−−−−−−−−−−−−− Loading and BC ' s −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
456

457 i f clamped == 0 :
458 mdb. models [ ' Uniax ia l ' ] . DisplacementBC ( amplitude=UNSET, ...

createStepName= ' I n i t i a l '

459 , d i s t r ibut i onType=UNIFORM, fieldName= ' ' , l o ca lCsy s=None , name=
460 ' Fasten ingPoints ' , r eg i on=
461 mdb. models [ ' Uniax ia l ' ] . rootAssembly . i n s t a n c e s [ ' Part−1−1 ' ] . s e t s [ '...

MountedEnd ' ]
462 , u1=SET, u2=UNSET, u3=UNSET, ur1=SET, ur2=SET, ur3=SET)
463

464 i f clamped == 0 :
465 mdb. models [ ' Uniax ia l ' ] . DisplacementBC ( amplitude=UNSET, ...

createStepName= ' I n i t i a l '

466 , d i s t r ibut i onType=UNIFORM, fieldName= ' ' , l o ca lCsy s=None , name= '...
Fixed u3 ' ,

467 r eg i on=Region (
468 v e r t i c e s=mdb. models [ ' Uniax ia l ' ] . rootAssembly . i n s t a n c e s [ ' Part−1−1...

' ] . v e r t i c e s . f indAt (
469 ( ( 0 . 0 , b , 0 .5* c ) , ) , ( ( 0 . 0 , 0 . 0 , 0 .5* c ) , ) , ) ) , u1=UNSET, u2=...

UNSET,
470 u3=SET, ur1=UNSET, ur2=UNSET, ur3=UNSET)
471

472 i f clamped == 0 :
473 mdb. models [ ' Uniax ia l ' ] . DisplacementBC ( amplitude=UNSET, ...

createStepName= ' I n i t i a l '

474 , d i s t r ibut i onType=UNIFORM, fieldName= ' ' , l o ca lCsy s=None , name= '...
Fixed u2 ' ,

475 r eg i on=Region (
476 v e r t i c e s=mdb. models [ ' Uniax ia l ' ] . rootAssembly . i n s t a n c e s [ ' Part−1−1...

' ] . v e r t i c e s . f indAt (
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477 ( ( 0 . 0 , 0 .5*b , 0) , ) , ( ( 0 . 0 , 0 .5*b , c ) , ) , ) ) , u1=UNSET, u2=SET,
478 u3=UNSET, ur1=UNSET, ur2=UNSET, ur3=UNSET)
479

480 i f clamped == 1 :
481 mdb. models [ ' Uniax ia l ' ] . DisplacementBC ( amplitude=UNSET, ...

createStepName= ' I n i t i a l '

482 , d i s t r ibut i onType=UNIFORM, fieldName= ' ' , l o ca lCsy s=None , name=
483 ' Fasten ingPoints ' , r eg i on=
484 mdb. models [ ' Uniax ia l ' ] . rootAssembly . i n s t a n c e s [ ' Part−1−1 ' ] . s e t s [ '...

MountedEnd ' ]
485 , u1=SET, u2=SET, u3=SET, ur1=SET, ur2=SET, ur3=SET)
486

487 mdb. models [ ' Uniax ia l ' ] . DisplacementBC ( amplitude=UNSET, createStepName...
= ' Loading '

488 , d i s t r ibut i onType=UNIFORM, fieldName= ' ' , f i x e d=OFF, l o ca lCsy s=...
None , name=

489 ' Uniaxia lLoading ' , r eg i on=
490 mdb. models [ ' Uniax ia l ' ] . rootAssembly . i n s t a n c e s [ ' Part−1−1 ' ] . s e t s [ '...

DisplacedEnd ' ]
491 , u1=dispLoad , u2=UNSET, u3=UNSET, ur1=UNSET, ur2=UNSET, ur3=...

UNSET)
492

493 # −−−−−−−−−−−−−−−−− Create job −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
494

495 mdb. models [ ' Uniax ia l ' ] . rootAssembly . r eg ene ra t e ( )
496

497 i f clamped == 0 :
498 jobName = jobName + ' s imp le suppor t '

499

500 i f clamped == 1 :
501 jobName = jobName + ' clamped '

502

503 mdb. Job ( atTime=None , contac tPr in t=OFF, d e s c r i p t i o n= ' ' , echoPr int=OFF,
504 e x p l i c i t P r e c i s i o n=SINGLE, getMemoryFromAnalysis=True , ...

h i s t o r y P r i n t=OFF,
505 memory=percMemory , memoryUnits=PERCENTAGE, model= ' Uniax ia l ' , ...

modelPrint=OFF,
506 mult iprocess ingMode=DEFAULT, name=jobName , nodalOutputPrec i s ion=
507 SINGLE, numCpus=1, queue=None , s c ra t ch= ' ' , type=ANALYSIS, ...

userSubrout ine= ' '

508 , waitHours =0, waitMinutes=0)
509

510 mdb. models [ ' Uniax ia l ' ] . keywordBlock . synchVers ions (...
storeNodesAndElements=Fal se )

511 mdb. models [ ' Uniax ia l ' ] . keywordBlock . r e p l a c e (38 ,
512 ' \n* I n i t i a l Condit ions , type=STRESS, UNBALANCED STRESS=STEP\...

n PickedSet4 , 1520 .5 , 0 . , 0 . , 0 . , 0 . , 0 . ' )
513

514 i f saveModel == 1 :
515 mdb. saveAs (pathName=workDirectory + ' / ' + caeName )

B.2 planeStrainPlate.py
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1 # Written by : Lars Edvard Bryhni Daehl i
2

3 # −−−− I n i t i a l i z i n g −−−− #
4

5 from part import *

6 from mate r i a l import *

7 from s e c t i o n import *

8 from assembly import *

9 from step import *

10 from i n t e r a c t i o n import *

11 from load import *

12 from mesh import *

13 from opt imiza t i on import *

14 from job import *

15 from sketch import *

16 from v i s u a l i z a t i o n import *

17 from connectorBehavior import *

18

19 s e s s i o n . journa lOpt ions . s e tVa lues ( replayGeometry=COORDINATE,
20 recoverGeometry=COORDINATE)
21

22 # −−−−−−−−−−−−− Change work d i r e c t o r y −−−−−−−−−−−−−−−−−
23

24 workDirectory = r 'D:\NTNU\Master\ Simulat ions \2 D PlaneStra in '

25 caeName = ' p laneS t ra inP la t e . cae '

26 modelName = ' p laneS t ra inP la t e '

27

28 os . chd i r ( workDirectory )
29

30 # −−−−−−−−−−−−−−− Def in ing a n a l y s i s −−−−−−−−−−−−−−−−−−−
31

32 makeJob 1 = 1 # 1 −> Creates the f i r s t job to wr i t e input from
33 makeJob 2 = 1 # 1 −> Creates the second job to change s tack ...

d i r e c t i o n
34 i nc ludeShear = 0 # 1 −> Generates a shear f o r c e . Abaqus tends to ...

shut down i f
35 # t h i s i s inc luded the f i r s t time the s c r i p t i s s t a r t e d .
36 includeARF = 1 # 1 −> Generates an a c o u s t i c r a d i a t i o n f o r c e ...

e x c i t a t i o n
37 saveModel = 1 # 1 −> CAE−model saved with g iven caeName
38 ro l l i ngUpper = 0 # 1 −> R o l l e r supports on upper boundary
39 r o l l i ngLower = 0 # 1 −> R o l l e r supports on lower boundary
40 v i s c o E l a s t i c = 1 # 1 −> Inc lude a v i s c o e l a s t i c mate r i a l d e f i n i t i o n ...

based on
41 # time−domain prony c o e f f i c i e n t s .
42

43 # NB: Cannot use both i m p l i c i t and e x p l i c i t !
44

45 e x p l i c i t = 1 # 1 −> E x p l i c i t a n a l y s i s
46 i m p l i c i t = 0 # 1 −> I m p l i c i t a n a l y s i s
47

48 # −−−−−−−−−−−−−−−− Def in ing v a r i a b l e s −−−−−−−−−−−−−−−−−
49 # |−−− REMARK! −−−|
50 # I f the geometry i s changed , then the element s tack d i r e c t i o n w i l l ...

not
51 # change automat i ca l l y by running the s c r i p t . I could not f i g u r e out ...

a smart
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52 # way to handle th i s , and would not spend too much time on i t . So , i f ...
any o f

53 # the cons tant s a , b , c , d , f , E0 , nu0 , rho0 , n , Xe or Ye are changed , the ...
i n f i n i t e

54 # elements w i l l no l onge r be automat i ca l l y generated by the s c r i p t .
55 # Then you have to change the mesh stack d i r e c t i o n manually in #Edit :
56 # Mesh Stack Or i entat i on ” . Make i t po int outwards from the t i s s u e ...

r eg i on . Load the
57 # input f i l e in e . g TextPad , and change e lements CPS4R to CINPE4 . ...

Import the
58 # input f i l e to Abaqus and c r e a t e a job with the input f i l e you j u s t ...

imported !
59

60 # Geometry
61 a = 20E−03 #Width [m]
62 b = 60E−03 #Height [m] ( Inc lud ing the i n f i n i t e e lements )
63 c = 10E−03 #Distance from cent r e to outer p a r t i t i o n
64 #NB: Make sure that the l ength o f the i n f i n i t e e lements
65 #are as long as the he ight o f the f i n i t e reg ion , b . This
66 #i s ensured as long as b = 6* c .
67 d = 8E−03 #Width o f TOTAL transducer ( Only mode l l ing h a l f )
68 f = 0 .05*d #Focus s i z e
69 Xe = 1.5E−03 #X−value o f e l l i p s e [m]
70 Ye = 1.5E−03 #Y−value o f e l l i p s e [m]
71

72 n = 10 #Contro l s mesh s i z e . I t i s the number o f e lements
73 #the impulse load should span . Set n =6 ,7 , . . or 10 .
74 # Mater ia l Constants
75 E0 = 107585 #Instantaneous E−modulus o f s o f t t i s s u e [ Pa ]
76 nu0 = 0.499 #Poisson ' s r a t i o o f s o f t t i s s u e [ Pa ]
77 rho0 = 1060 #Density o f So f t Tissue
78 g1 = 9.45749E−03 #Prony ( r e l a x a t i o n ) c o e f f i c i e n t s
79 g2 = 3.84291E−02 #f o r the v i s c o e l a s t i c mate r i a l
80 g3 = 6.46134E−02 #are g1 , g2 , g3 , tau1 , tau2 and tau3
81 tau1 = 1.5178
82 tau2 = 11.541
83 tau3 = 93.977
84 E t = 3*E0 #E l a s t i c modulus o f tumor [m]
85 nu t = nu0 #Poisson ' s r a t i o o f tumor [m]
86 rho t = rho0 #Density o f tumor
87

88 # Step va lue s
89 Ta = 4E−3 #Analys i s time [ s ]
90 Ti = 250E−6 #Impulse time [ s ]
91 l i nBu lk = 0.06 #Linear bulk v i s c o s i t y parameter
92 quadBulk = 0 .0 #Quadratic bulk v i s c o s i t y parameter
93

94 shearForce = 1 #Magnitude o f shear t r a c t i o n f o r c e [ Pa ] .
95 #Valid f o r both ARF and edge shear f o r c e !
96 numField = 700 #Number o f f i e l d output frames
97 numHist = 700 #Number o f h i s t o r y output
98

99 elType = CPE4R #Choose element type f o r e x p l i c i t a n a l y s i s
100 e lType Imp l i c i t = CPE8 #Choose element type f o r i m p l i c i t a n a l y s i s
101 meshTech = STRUCTURED #Choose meshing technique (FREE/STRUCTURED (...

d e f a u l t ) )
102 meshTech ARF = FREE #Choose meshing technique f o r the ARF−r eg i on
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103 minSize = 0.95 #Minimum s i z e f a c t o r f o r e lements
104

105 # −− Curve f i t t i n g o f the body f o r c e from ult rasound f i e l d s imu la t i on...
−−

106

107 #Using a Gaussian func t i on to f i t the body f o r c e d i s t r i b u t i o n
108 #from the u l t rasound f i e l d c f t o o l (x , y ) in Matlab i s used f o r the
109 #curve f i t t i n g . This i s done in the matlab s c r i p t
110 #two d im l inar ray .m.
111 #
112 #F(Y) = a1*exp (−((b1*Y) /c1 ) ˆ2) + . . . + a3*exp (−((b3*Y) /c3 ) ˆ2)
113

114 a1 = 6.564E5
115 b1 = 0.009823
116 c1 = 0.001613
117 a2 = −1.494E5
118 b2 = 0.01506
119 c2 = 0.00394
120 a3 = 3.417E5
121 b3 = 0.01148
122 c3 = 0.007131
123

124 # −−−−−−−−−−−−−−− Cal cu l a t ing c e n t r a l cons tant s −−−−−−−
125

126 #Long i tud ina l v e l o c i t y o f s o f t t i s s u e [m/ s ]
127 c l 1 = s q r t (E0*(1−nu0 ) /( rho0*(1−2*nu0 ) *(1+nu0 ) ) )
128 #Transver sa l v e l o c i t y o f s o f t t i s s u e [m/ s ]
129 c t 1 = s q r t (E0/(2* rho0*(1+nu0 ) ) )
130 #Long i tud ina l v e l o c i t y o f tumor [m/ s ]
131 c l 2 = s q r t ( E t*(1−nu t ) /( rho t *(1−2*nu t ) *(1+ nu t ) ) )
132 #Transver sa l v e l o c i t y o f tumor [m/ s ]
133 c t 2 = s q r t ( E t /(2* rho t *(1+ nu t ) ) )
134

135 # −−−−−−−−−−−−−−−− Def in ing the mesh dens i ty −−−−−−−−−−
136

137 # The s c r i p t i s a l r eady opt imized f o r n = 3 −> n = 10 . I f any o f ...
the se values ,

138 # or the ones in between , are s e l e c t e d the s c r i p t
139 # makes sure that the e lements governing the i n i f n i t e e lements are
140 # c o r r e c t l y o r i en t ed accord ing to the d e f i n i t i o n in the Abaqus manual...

.
141 # The i n f i n i t e e lements must ” po int ” in the i n f i n i t e
142 # d i r e c t i o n − This i s not the case !
143 #
144 # Remember to open the Job Inputfile ANALYSISNAME . inp and f i n d
145 # the elements de f ined as *Element , type=CPS3R and change them
146 # to type=CINPE4 . This must be done in order to use
147 # i n f i n i t e e lements .
148

149 #Distance t r a v e l l e d by the shear wave with in the impulse time [m]
150 dx = c t 1 * Ti
151 #Approximate g l o b a l element s i z e [m]
152 e l S i z e = dx/n #Changes mesh dens i ty with Ti , E0 . . .
153 #e l S i z e = 0 .14E−03 #El . s i z e f o r n=10,E0=107585 , Ti=250E−6
154 e l S i z e i n c l u s i o n = 1.3* e l S i z e
155 #Approximate element s i z e f o r i n c l u s i o n [m]
156
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157 # −−−−−−−−−−−−−−−− Time incrementat ion −−−−−−−−−−−−−−−−
158

159 #Only to be used in i m p l i c i t a n a l y s i s
160

161 dt = 2E−05
162 dt min = 1 .0E−07
163

164 pr in t '−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− '

165 pr in t ' * Width = ' + repr (1000* a ) + ' mm'

166 pr in t ' * Height = ' + repr (1000*(2* c ) ) + ' mm'

167 pr in t ' * E l l i p s e X−value = ' + repr (1000*Xe) + ' mm'

168 pr in t ' * E l l i p s e Y−value = ' + repr (1000*Ye) + ' mm'

169 pr in t ' * Approximate element s i z e = ' + repr (1000* e l S i z e ) + ' mm'

170 pr in t ' * E l a s t i c Modulus o f Tissue = ' + repr (E0/1000) + ' kPa '

171 pr in t ' * E l a s t i c Modulus o f Tumor = ' + repr ( E t /1000) + ' kPa '

172 pr in t ' * Shear speed in t i s s u e = ' + repr ( c t 1 ) + ' m/ s '

173 pr in t ' * Long i tud ina l speed in t i s s u e = ' + repr ( c l 1 ) + ' m/ s '

174 pr in t ' * Shear speed in tumor = ' + repr ( c t 2 ) + ' m/ s '

175 pr in t ' * Long i tud ina l speed in tumor = ' + repr ( c l 2 ) + ' m/ s '

176 pr in t '−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− '

177

178 # −−−−−−−−−−−−−−−−−−−−−− Creat ing model −−−−−−−−−−−−−−−
179 mdb. Model (name=modelName)
180 mdb. models [ modelName ] . s e tVa lues ( noPart s InputFi l e=ON)
181

182 # −−−−−−−−−−−−−−−−−−− Creat ing the geometry −−−−−−−−−−−
183

184 mdb. models [ modelName ] . Constra inedSketch (name= ' p r o f i l e ' ,
185 s h e e t S i z e =2*a )
186 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . r e c t a n g l e ( po int1 =(−0.5*...

a ,
187 −0.5*b) , po int2 =(0.5*a , 0 .5*b) )
188 mdb. models [ modelName ] . Part ( d imens i ona l i t y=TWO D PLANAR, name= ' Plate ' ,
189 type=DEFORMABLE BODY)
190 mdb. models [ modelName ] . Part ( d imens i ona l i t y=TWO D PLANAR, name= ' Plate ' ,
191 type=DEFORMABLE BODY)
192 mdb. models [ modelName ] . par t s [ ' Plate ' ] . BaseShe l l ( sketch=
193 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] )
194

195 # −−−− Creat ing an e l l i p t i c a l p a r t i t i o n with l i n e s −−−−
196

197 mdb. models [ modelName ] . Constra inedSketch ( gr idSpac ing =0.1*Xe , name=
198 ' p r o f i l e ' , s h e e t S i z e =2*a , trans form=
199 mdb. models [ modelName ] . par t s [ ' Plate ' ] . MakeSketchTransform (
200 sketchPlane=mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . f indAt ( (
201 −a /6 , −b/6 , 0 . 0 ) , ( 0 . 0 , 0 . 0 , 1 . 0 ) ) , sketchPlaneS ide=SIDE1 ,
202 ske t chOr i en ta t i on=RIGHT, o r i g i n =(0.0 , 0 . 0 , 0 . 0 ) ) )
203 mdb. models [ modelName ] . par t s [ ' Plate ' ] . p ro jectRe fe rencesOntoSketch (
204 f i l t e r=COPLANAR EDGES, sketch=
205 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] )
206 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . ...

El l ipseByCenterPer imeter (
207 ax i sPo int1=(Xe , 0 . 0 ) , ax i sPo int2 =(0.0 , Ye) , c en t e r =(0.0 , 0 . 0 ) )
208 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1=(−Xe ,
209 0 . 0 ) , po int2=(Xe , 0 . 0 ) )
210 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1 =(0.0 ,
211 Ye) , po int2 =(0.0 , −Ye) )
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212 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Part i t ionFaceBySketch ( f a c e s=
213 mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . f indAt (((−a /6 ,
214 −b/6 , 0 . 0 ) , ) ) , sketch=
215 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] )
216

217 # −−−−−−−−−−−−− P a r t i t i o n i n g the s o f t t i s s u e −−−−−−−−−−
218

219 # 1 : Choosing the f a c e to p a r t i t i o n
220

221 mdb. models [ modelName ] . Constra inedSketch ( gr idSpac ing =0.1*Xe , name=
222 ' p r o f i l e ' , s h e e t S i z e =2*a , trans form=
223 mdb. models [ modelName ] . par t s [ ' Plate ' ] . MakeSketchTransform (
224 sketchPlane=mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . f indAt ( (
225 0 .45* a , −0.8*c , 0 . 0 ) , ( 0 . 0 , 0 . 0 , 1 . 0 ) ) , sketchPlaneS ide=SIDE1 ,
226 ske t chOr i en ta t i on=RIGHT, o r i g i n =(0.0 , 0 . 0 , 0 . 0 ) ) )
227 mdb. models [ modelName ] . par t s [ ' Plate ' ] . p ro jectRe fe rencesOntoSketch (
228 f i l t e r=COPLANAR EDGES, sketch=
229 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] )
230

231 # 2 : Create p a r t i t i o n s f o r f i n i t e and i n f i n i t e e lements
232

233 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1 =(−0.5*a ,
234 c ) , po int2 =(0.5*a , c ) )
235 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1 =(−0.5*a ,
236 −c ) , po int2 =(0.5*a , −c ) )
237

238 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1 =(0 ,
239 c ) , po int2 =(0 , Ye) )
240 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1 =(0 ,
241 −c ) , po int2 =(0 , −Ye) )
242

243 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1 =(−0.5*a ,
244 0) , po int2=(−Xe , 0) )
245 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1=(Xe ,
246 0) , po int2 =(0.5*a , 0) )
247

248 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1=
249 ((−0.5*a ) +(0.5*d) , c ) , po int2 =(−0.5*a+f , f ) )
250

251 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1=
252 (−0.5*a+f , f ) , po int2 =(−0.5*a+f , −f ) )
253

254 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1=
255 (−0.5*a+f , −f ) , po int2 =((−0.5*a ) +(0.5*d) , −c ) )
256

257 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1=
258 (−0.5*(0 .5* a+Xe−f ) , c ) , po int2 =(−0.5*(0.5*a+Xe−f ) , −c ) )
259

260 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] . Line ( po int1=
261 ( 0 . 5 * ( 0 . 5 * a+Xe) , c ) , po int2 =(0 .5* (0 .5* a+Xe) , −c ) )
262

263 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Part i t ionFaceBySketch ( f a c e s=
264 mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . f indAt ( ( ( 0 . 4 5 * a ,
265 −0.8*c , 0 . 0 ) , ) ) , sketch=
266 mdb. models [ modelName ] . ske t che s [ ' p r o f i l e ' ] )
267

268 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Part it ionEdgeByPoint ( edge=
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269 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt (( −0 .5* (0 .5* a+Xe...
−f ) ,

270 0 . 0 , 0 . 0 ) , ) , po int=
271 mdb. models [ modelName ] . par t s [ ' Plate ' ] . I n t e r e s t i n g P o i n t (
272 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt (( −0 .5* (0 .5* a+Xe...

−f ) ,
273 0 . 0 , 0 . 0 ) , ) , MIDDLE) )
274

275 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Part it ionEdgeByPoint ( edge=
276 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt ( ( 0 . 5 * ( 0 . 5 * a+Xe)...

,
277 0 . 0 , 0 . 0 ) , ) , po int=
278 mdb. models [ modelName ] . par t s [ ' Plate ' ] . I n t e r e s t i n g P o i n t (
279 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt ( ( 0 . 5 * ( 0 . 5 * a+Xe)...

,
280 0 . 0 , 0 . 0 ) , ) , MIDDLE) )
281

282 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Part it ionEdgeByPoint ( edge=
283 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt ((−0.5*a+0.5* f , ...

0 . 0 ,
284 0 . 0 ) , ) , po int=
285 mdb. models [ modelName ] . par t s [ ' Plate ' ] . I n t e r e s t i n g P o i n t (
286 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt ((−0.5*a+0.5* f , ...

0 . 0 ,
287 0 . 0 ) , ) , MIDDLE) )
288

289 # −−−−−−−−−−−−−−−−−−−−−− Mater ia l −−−−−−−−−−−−−−−−−−−−−
290

291 # 1 : So f t Tissue
292

293 i f v i s c o E l a s t i c == 0 :
294 mdb. models [ modelName ] . Mater ia l (name= ' So f tT i s sue ' )
295 mdb. models [ modelName ] . m a t e r i a l s [ ' So f tT i s sue ' ] . E l a s t i c ( moduli=...

INSTANTANEOUS,
296 t ab l e =((E0 , nu0 ) , ) )
297 mdb. models [ modelName ] . m a t e r i a l s [ ' So f tT i s sue ' ] . Density ( t ab l e =(( rho0 ,
298 ) , ) )
299

300 i f v i s c o E l a s t i c == 1 :
301 mdb. models [ modelName ] . Mater ia l (name= ' So f tT i s sue ' )
302 mdb. models [ modelName ] . m a t e r i a l s [ ' So f tT i s sue ' ] . E l a s t i c ( moduli=...

INSTANTANEOUS,
303 t ab l e =((E0 , nu0 ) , ) )
304 mdb. models [ modelName ] . m a t e r i a l s [ ' So f tT i s sue ' ] . Density ( t ab l e =(( rho0 ,
305 ) , ) )
306 mdb. models [ modelName ] . m a t e r i a l s [ ' So f tT i s sue ' ] . V i s c o e l a s t i c (
307 domain=TIME, t ab l e =((g1 , 0 . 0 , tau1 ) , ( g2 , 0 . 0 , tau2 ) ,
308 ( g3 , 0 . 0 , tau3 ) ) , time=PRONY)
309

310 # 2 : Tumor
311

312 mdb. models [ modelName ] . Mater ia l (name= 'Tumor ' )
313 mdb. models [ modelName ] . m a t e r i a l s [ 'Tumor ' ] . E l a s t i c ( moduli=INSTANTANEOUS...

,
314 t ab l e =((E t , nu t ) , ) )
315 mdb. models [ modelName ] . m a t e r i a l s [ 'Tumor ' ] . Density ( t ab l e =(( rho t ,
316 ) , ) )
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317

318 # 3 : Mater ia l in the i n f i n i t e element r eg i on must be e l a s t i c and
319 # match the e l a s t i c part o f the v i s c o e l a s t i c mate r i a l .
320 mdb. models [ modelName ] . Mater ia l (name= ' I n f i n i t e M a t e r i a l ' )
321 mdb. models [ modelName ] . m a t e r i a l s [ ' I n f i n i t e M a t e r i a l ' ] . E l a s t i c ( moduli=...

INSTANTANEOUS,
322 t ab l e =((E0 , nu0 ) , ) )
323 mdb. models [ modelName ] . m a t e r i a l s [ ' I n f i n i t e M a t e r i a l ' ] . Density ( t ab l e =((...

rho0 ,
324 ) , ) )
325

326 # −−−−−−−−−−−−−−−−−−− Creat ing s e c t i o n s −−−−−−−−−−−−−−−
327

328 mdb. models [ modelName ] . HomogeneousSol idSection ( mate r i a l= ' So f tT i s sue ' ,
329 name= ' So f tT i s sue ' , t h i c k n e s s=None )
330 mdb. models [ modelName ] . HomogeneousSol idSection ( mate r i a l= 'Tumor ' ,
331 name= 'Tumor ' , t h i c k n e s s=None )
332 mdb. models [ modelName ] . HomogeneousSol idSection ( mate r i a l= '...

I n f i n i t e M a t e r i a l ' ,
333 name= ' I n f i n i t e ' , t h i c k n e s s=None )
334

335 # −−−−−−−−−−−−−−−−−−−− Assign s e c t i o n s −−−−−−−−−−−−−−−−
336

337 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Sect ionAssignment ( o f f s e t =0.0 ,
338 o f f s e t F i e l d= ' ' , o f f s e tType=MIDDLE SURFACE, r eg i on=Region (
339 f a c e s=mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox...

(
340 −0.55*a ,−1.1* c , −0 .1 ,0 .55* a , 1 . 1 * c , 1 . 1 ) , ) , sectionName= ' So f tT i s sue '...

,
341 th icknessAss ignment=FROM SECTION)
342

343 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Sect ionAssignment ( o f f s e t =0.0 ,
344 o f f s e t F i e l d= ' ' , o f f s e tType=MIDDLE SURFACE, r eg i on=Region (
345 f a c e s=mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox...

(
346 −1.1*Xe,−1.1*Ye, −0 .1 ,1 .1*Xe , 1 . 1 *Ye , 1 . 1 ) , ) , sectionName= 'Tumor ' ,
347 th icknessAss ignment=FROM SECTION)
348

349 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Sect ionAssignment ( o f f s e t =0.0 ,
350 o f f s e t F i e l d= ' ' , o f f s e tType=MIDDLE SURFACE, r eg i on=Region (
351 f a c e s=mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox...

(
352 −0.55*a ,−0.55*b , −0 .1 ,0 .55* a ,−0.95* c , 1 . 1 ) , ) , sectionName= ' I n f i n i t e ...

' ,
353 th icknessAss ignment=FROM SECTION)
354

355 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Sect ionAssignment ( o f f s e t =0.0 ,
356 o f f s e t F i e l d= ' ' , o f f s e tType=MIDDLE SURFACE, r eg i on=Region (
357 f a c e s=mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox...

(
358 −0.55*a , 0 . 9 5* c , −0 .1 ,0 .55* a , 0 . 5 5*b , 1 . 1 ) , ) , sectionName= ' I n f i n i t e ' ,
359 th icknessAss ignment=FROM SECTION)
360

361 # −−−−−−−−−−−−−−−−−− Creat ing assembly −−−−−−−−−−−−−−−−
362

363 mdb. models [ modelName ] . rootAssembly . DatumCsysByDefault (CARTESIAN)
364 mdb. models [ modelName ] . rootAssembly . Ins tance ( dependent=ON, name=
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365 ' Plate−1 ' , part=mdb. models [ modelName ] . par t s [ ' Plate ' ] )
366

367 # −−−−−−−−−−−−−−−−−−− Create s e t s −−−−−−−−−−−−−−−−−−−−−
368 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set ( edges=
369 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt ( ( ( a /2 , 0 .5* c ,
370 0 . 0 ) , ) , ( ( a /2 , −0.5*c , 0 . 0 ) , ) , ) , name= ' Fixed ' )
371 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set ( edges=
372 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt (((−a /2 , 0 .5* c ,
373 0 . 0 ) , ) , ((−a /2 , −0.5*c , 0 . 0 ) , ) , ) , name= ' Loading ' )
374 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set ( edges=
375 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt ( ( ( a /4 , c ,
376 0 . 0 ) , ) , ((−a /4 , c , 0 . 0 ) , ) , ) , name= 'Upper ' )
377 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set ( edges=
378 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt ( ( ( a /4 , −c ,
379 0 . 0 ) , ) , ((−a /4 , −c , 0 . 0 ) , ) , ) , name= 'Lower ' )
380 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set ( edges=
381 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt (((−0.45*a , 0 . 0 ,
382 0 . 0 ) , ) , ((−1.1*Xe , 0 . 0 , 0 . 0 ) , ) , ((−0.5*a+0.55*d , 0 . 0 , 0 . 0 ) , ) ,
383 ((−0.5*a+0.51*d , 0 . 0 , 0 . 0 ) , ) , ) , name= ' R e f l e c t i o n L i n e ' )
384 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set ( edges=
385 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt ( ( ( 0 . 4 5 * a , 0 . 0 ,
386 0 . 0 ) , ) , ( ( 1 . 1*Xe , 0 . 0 , 0 . 0 ) , ) , ) , name= ' Transmiss ion Line ' )
387 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set ( edges=
388 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt ( ( ( 0 . 5 * a ,
389 1 .5* c , 0 . 0 ) , ) , ((−0.5*a , 1 .5* c , 0 . 0 ) , ) , ((−0.5*a , −1.5*c , 0 . 0 ) ,...

) ,
390 ( ( 0 . 5* a , −1.5*c , 0 . 0 ) , ) , ) , name= ' I n f i n i t e 1 e l ' )
391 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set (name= ' Mid Ref l e c t i on ' ,
392 v e r t i c e s=mdb. models [ modelName ] . par t s [ ' Plate ' ] . v e r t i c e s . f indAt ( ( (
393 −0.5*(0.5* a+Xe−f ) , 0 . 0 , 0 . 0 ) , ) ) )
394 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set (name= ' Mid Transmitted ' ,
395 v e r t i c e s=mdb. models [ modelName ] . par t s [ ' Plate ' ] . v e r t i c e s . f indAt ( ( (
396 ( 0 . 25* a+0.5*Xe) , 0 . 0 , 0 . 0 ) , ) ) )
397 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set (name= 'Mid Tumor ' ,
398 v e r t i c e s=mdb. models [ modelName ] . par t s [ ' Plate ' ] . v e r t i c e s . f indAt ( ( (
399 0 . 0 , 0 . 0 , 0 . 0 ) , ) ) )
400 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set (name= ' FocalPoint ' ,
401 v e r t i c e s=mdb. models [ modelName ] . par t s [ ' Plate ' ] . v e r t i c e s . f indAt ( ( (
402 −0.5*a+0.5* f , 0 . 0 , 0 . 0 ) , ) ) )
403 mdb. models [ modelName ] . rootAssembly . Set ( f a c e s=
404 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . f a c e s ....

f indAt (
405 ((−0.5*a+f , −0.5*c , 0 . 0 ) , ) , ((−0.5*a+f , 0 .5* c , 0 . 0 ) , ) , ) , name=
406 'BodyForce ' )
407 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set (name= '...

Reflection Tumor Boundary ' ,
408 v e r t i c e s=mdb. models [ modelName ] . par t s [ ' Plate ' ] . v e r t i c e s . f indAt ( ( (
409 −Xe , 0 . 0 , 0 . 0 ) , ) ) )
410 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set (name= '...

Transmission Tumor Boundary ' ,
411 v e r t i c e s=mdb. models [ modelName ] . par t s [ ' Plate ' ] . v e r t i c e s . f indAt ( ( (
412 Xe , 0 . 0 , 0 . 0 ) , ) ) )
413

414 # Separate the e lements that should be as s i gned d i f f e r e n t s tack ...
o r i e n t a t i o n

415

416 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set ( f a c e s=
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417 mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox (
418 −0.55*a , 0 . 9 * c , −0 .1 ,0 .55* a , 0 . 5 5*b , 1 . 1 ) , name= ' I n f i n i t e U p p e r ' )
419

420 mdb. models [ modelName ] . par t s [ ' Plate ' ] . Set ( f a c e s=
421 mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox (
422 −0.55*a ,−0.55*b , −0 .1 ,0 .55* a ,−0.9* c , 1 . 1 ) , name= ' I n f i n i t e L o w e r ' )
423

424 # −−−−−−−− Datum Plane f o r the u l t rasound f i e l d −−−−−−−
425

426 myDatum = mdb. models [ modelName ] . rootAssembly . DatumCsysByThreePoints (
427 coordSysType=CARTESIAN, name= ' CSYS BodyForceField ' , o r i g i n=
428 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . v e r t i c e s ....

f indAt (
429 (−0.5*a , c , 0 . 0 ) , ) , po int1=
430 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . ...

I n t e r e s t i n g P o i n t (
431 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . edges ....

f indAt (
432 (−0.1*a , c , 0 . 0 ) , ) , MIDDLE) , po int2=
433 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . ...

I n t e r e s t i n g P o i n t (
434 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . edges ....

f indAt (
435 (−0.5*a , 0 .1* c , 0 . 0 ) , ) , MIDDLE) )
436

437 # −−−−−−−−−− Creat ing and gene ra t ing mesh −−−−−−−−−−−−−
438

439 # 1 : Meshing technique and element cho i c e
440

441 mdb. models [ modelName ] . par t s [ ' Plate ' ] . setMeshControls ( elemShape=QUAD,...
r e g i o n s=

442 mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox (
443 −0.5*a+0.45*d ,−1.1* c , −0 .1 ,0 .55* a , 1 . 1 * c , 1 . 1 ) ,
444 techn ique=meshTech )
445

446 mdb. models [ modelName ] . par t s [ ' Plate ' ] . setMeshControls ( elemShape=QUAD,...
r e g i o n s=

447 mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox (
448 −0.55*a ,−1.1* c ,−0.1 ,−0.5*a+0.6*d , 1 . 1 * c , 1 . 1 ) ,
449 techn ique=meshTech ARF)
450

451 i f e x p l i c i t == 1 :
452 mdb. models [ modelName ] . par t s [ ' Plate ' ] . setElementType ( elemTypes=(
453 ElemType ( elemCode=elType , e lemLibrary=EXPLICIT , ...

secondOrderAccuracy=OFF,
454 hourg la s sCont ro l=DEFAULT, d i s t o r t i o n C o n t r o l=DEFAULT) , ElemType (
455 elemCode=CPE3, e lemLibrary=EXPLICIT) ) , r e g i o n s =(
456 mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox (
457 −0.55*a ,−1.1* c , −0 .1 ,0 .55* a , 1 . 1 * c , 1 . 1 ) ,
458 ) )
459

460 i f i m p l i c i t == 1 :
461 mdb. models [ modelName ] . par t s [ ' Plate ' ] . setElementType ( elemTypes=(
462 ElemType ( elemCode=e lTypeImpl i c i t , e lemLibrary=STANDARD,
463 secondOrderAccuracy=OFF,
464 hourg la s sCont ro l=DEFAULT, d i s t o r t i o n C o n t r o l=DEFAULT) , ElemType (
465 elemCode=CPE6M, elemLibrary=STANDARD) ) , r e g i o n s =(
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466 mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox (
467 −0.55*a ,−1.1* c , −0 .1 ,0 .55* a , 1 . 1 * c , 1 . 1 ) ,
468 ) )
469 mdb. models [ modelName ] . par t s [ ' Plate ' ] . setElementType ( elemTypes=(
470 ElemType ( elemCode=CPS8 , e lemLibrary=STANDARD,
471 secondOrderAccuracy=OFF,
472 hourg la s sCont ro l=DEFAULT, d i s t o r t i o n C o n t r o l=DEFAULT) , ElemType (
473 elemCode=CPS6M, elemLibrary=STANDARD) ) , r e g i o n s =(
474 mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox (
475 −0.55*a , 0 . 9 5* c , −0 .1 ,0 .55* a , 0 . 5 5*b , 1 . 1 ) ,
476 ) )
477 mdb. models [ modelName ] . par t s [ ' Plate ' ] . setElementType ( elemTypes=(
478 ElemType ( elemCode=CPS8 , e lemLibrary=STANDARD,
479 secondOrderAccuracy=OFF,
480 hourg la s sCont ro l=DEFAULT, d i s t o r t i o n C o n t r o l=DEFAULT) , ElemType (
481 elemCode=CPS6M, elemLibrary=STANDARD) ) , r e g i o n s =(
482 mdb. models [ modelName ] . par t s [ ' Plate ' ] . f a c e s . getByBoundingBox (
483 −0.55*a ,−0.55*b , −0 .1 ,0 .55* a ,−0.95* c , 1 . 1 ) ,
484 ) )
485

486

487 # 2 : Mesh seed
488

489 mdb. models [ modelName ] . par t s [ ' Plate ' ] . seedPart ( dev ia t i onFacto r =0.1 ,
490 minSizeFactor=minSize , s i z e=e l S i z e )
491

492 mdb. models [ modelName ] . par t s [ ' Plate ' ] . seedEdgeByNumber ( c o n s t r a i n t=
493 FINER, edges=mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . f indAt ( ( (
494 0 .5* a , 1 .5* c , 0 . 0 ) , ) , ((−0.5*a , 1 .5* c , 0 . 0 ) , ) , ((−0.5*a , −1.5*c...

,
495 0 . 0 ) , ) , ( ( 0 . 5* a , −1.5*c , 0 . 0 ) , ) , ) , number=1)
496

497 mdb. models [ modelName ] . par t s [ ' Plate ' ] . seedEdgeBySize ( c o n s t r a i n t=FINER,
498 dev ia t i onFacto r =0.1 , edges=
499 mdb. models [ modelName ] . par t s [ ' Plate ' ] . edges . getByBoundingBox (−1.1*...

Xe ,
500 −1.1*Ye , −0.1 , 1 .1*Xe , 1 .1*Ye , 1 . 1 ) , minSizeFactor=minSize ,
501 s i z e=e l S i z e i n c l u s i o n )
502

503 # 3 : Generate mesh
504 mdb. models [ modelName ] . par t s [ ' Plate ' ] . generateMesh ( )
505

506

507 # −−−−−−−−−−−−−−− Create load ing step −−−−−−−−−−−−−−−−−
508

509 # Comment out the s tep to exc lude from the a n a l y s i s
510

511 # Step 1 : E x p l i c i t Dynamic
512 i f e x p l i c i t == 1 :
513 mdb. models [ modelName ] . Expl ic i tDynamicsStep (name= ' Dynamic Expl ic i t ' ,
514 prev ious= ' I n i t i a l ' , t imePeriod=Ta , l i n e a r B u l k V i s c o s i t y=l inBulk ,
515 quadBulkViscos i ty=quadBulk )
516

517

518 # Step 2 : I m p l i c i t Dynamic
519 i f i m p l i c i t == 1 :
520 mdb. models [ modelName ] . Impl ic i tDynamicsStep ( t imePer iod=Ta ,
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521 i n i t i a l I n c= dt , minInc = dt min , maxInc=dt ,maxNumInc=10000000 ,
522 name= ' Dynamic Impl ic i t ' ,
523 nlgeom=ON, noStop=OFF, nohaf=OFF, prev ious= ' I n i t i a l ' ,
524 timeIncrementationMethod=AUTOMATIC)
525

526 # −−−−−−−−−−−− Fie ld and h i s t o r y output −−−−−−−−−−−−−−
527

528 de l mdb. models [ modelName ] . f i e ldOutputRequests [ 'F−Output−1 ' ]
529 de l mdb. models [ modelName ] . h istoryOutputRequests [ 'H−Output−1 ' ]
530

531 i f e x p l i c i t == 1 :
532 mdb. models [ modelName ] . FieldOutputRequest ( createStepName=
533 ' Dynamic Expl ic i t ' , name= 'WholeModel ' , numIntervals=numField ,
534 v a r i a b l e s =( 'S ' , 'UT ' , 'LE ' ) )
535 mdb. models [ modelName ] . HistoryOutputRequest ( createStepName=
536 ' Dynamic Expl ic i t ' , name= ' Mid Ref lected ' , numIntervals=numHist , ...

rebar=EXCLUDE,
537 r eg i on=
538 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Mid Ref l e c t i on ' ]
539 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , 'U2 ' ) )
540 mdb. models [ modelName ] . HistoryOutputRequest ( createStepName=
541 ' Dynamic Expl ic i t ' , name= ' Mid Transmitted ' , numIntervals=numHist ,...

rebar=EXCLUDE,
542 r eg i on=
543 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Mid Transmitted ' ]
544 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , 'U2 ' ) )
545 mdb. models [ modelName ] . HistoryOutputRequest ( createStepName=
546 ' Dynamic Expl ic i t ' , name= 'Mid Tumor ' , numIntervals=numHist , rebar...

=EXCLUDE,
547 r eg i on=
548 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Mid Tumor ' ]
549 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , 'U2 ' ) )
550 mdb. models [ modelName ] . HistoryOutputRequest ( createStepName=
551 ' Dynamic Expl ic i t ' , name= ' FocalPoint ' , numIntervals=numHist , ...

rebar=EXCLUDE,
552 r eg i on=
553 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

FocalPoint ' ]
554 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , 'U2 ' ) )
555 mdb. models [ modelName ] . HistoryOutputRequest ( createStepName=
556 ' Dynamic Expl ic i t ' , name= ' Ref lect ion Tumor ' , numIntervals=numHist...

, r ebar=EXCLUDE,
557 r eg i on=
558 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Reflection Tumor Boundary ' ]
559 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , 'U2 ' ) )
560 mdb. models [ modelName ] . HistoryOutputRequest ( createStepName=
561 ' Dynamic Expl ic i t ' , name= ' Tumor Transmission ' , numIntervals=...

numHist , rebar=EXCLUDE,
562 r eg i on=
563 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Transmission Tumor Boundary ' ]
564 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , 'U2 ' ) )
565
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566 i f i m p l i c i t == 1 :
567 mdb. models [ modelName ] . FieldOutputRequest ( createStepName=
568 ' Dynamic Expl ic i t ' , name= 'WholeModel ' , f r equency =1,
569 v a r i a b l e s =( 'S ' , 'UT ' , 'E ' ) )
570 mdb. models [ modelName ] . HistoryOutputRequest ( createStepName=
571 ' Dynamic Impl ic i t ' , name= 'Mid Tumor ' , f r equency =1, rebar=EXCLUDE,
572 r eg i on=
573 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Mid Tumor ' ]
574 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , 'U2 ' ) )
575 mdb. models [ modelName ] . HistoryOutputRequest ( createStepName=
576 ' Dynamic Impl ic i t ' , name= ' Mid Ref l e c t i on ' , f r equency =1, rebar=...

EXCLUDE,
577 r eg i on=
578 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Mid Ref l e c t i on ' ]
579 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , 'U2 ' ) )
580 mdb. models [ modelName ] . HistoryOutputRequest ( createStepName=
581 ' Dynamic Impl ic i t ' , name= ' Mid Transmitted ' , f r equency =1, rebar=...

EXCLUDE,
582 r eg i on=
583 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Mid Transmitted ' ]
584 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , 'U2 ' ) )
585 mdb. models [ modelName ] . HistoryOutputRequest ( createStepName=
586 ' Dynamic Impl ic i t ' , name= ' FocalPoint ' , f r equency =1, rebar=EXCLUDE,
587 r eg i on=
588 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

FocalPoint ' ]
589 , s e c t i o n P o i n t s=DEFAULT, v a r i a b l e s =( 'U1 ' , 'U2 ' ) )
590

591 # −−−−−−−−−−−−−−−− Amplitude func t i on −−−−−−−−−−−−−−−−−
592

593 mdb. models [ modelName ] . SmoothStepAmplitude ( data =((0 .0 , 0 . 0 ) , ( 0 . 1* Ti ,
594 1 . 0 ) , ( 0 . 9* Ti , 1 . 0 ) , ( Ti , 0 . 0 ) ) , name= ' SmoothStep ' , timeSpan=STEP...

)
595

596 # −−−−−−−−−−− Create u l t rasound load ing f i e l d −−−−−−−−−
597

598 mdb. models [ modelName ] . Expre s s i onF ie ld ( d e s c r i p t i o n= ' ' ,
599 exp r e s s i on=
600 repr ( a1 ) + ' *exp ( −pow ( ( (Y− ' + repr ( b1 ) + ' ) / ' + repr ( c1 ) + ' )...

,2 ) ) + '

601 + repr ( a2 ) + ' *exp ( −pow ( ( (Y− ' + repr ( b2 ) + ' ) / ' + repr ( c2 ) + ...
' ) ,2 ) ) + '

602 + repr ( a3 ) + ' *exp ( −pow ( ( (Y− ' + repr ( b3 ) + ' ) / ' + repr ( c3 ) + ...
' ) ,2 ) ) ' ,

603 l o ca lCsy s=mdb. models [ modelName ] . rootAssembly . datums [myDatum. id ]
604 , name= 'BodyForce ' )
605

606 # −−−−−−−−−−− Loading and boundary c o n d i t i o n s −−−−−−−−−
607

608 # Clamp at the r i g h t edge and symmetry at l e f t edge
609

610 mdb. models [ modelName ] . XsymmBC( createStepName= ' I n i t i a l ' ,
611 l o ca lCsy s=None , name= 'Symmetry ' , r eg i on=Region (
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612 edges=mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . ...
edges . f indAt (

613 ((−0.5*a , −0.5*c , 0 . 0 ) , ) , ((−0.5*a , 0 .5* c , 0 . 0 ) , ) , ) ) )
614

615 mdb. models [ modelName ] . rootAssembly . r eg ene ra t e ( )
616 mdb. models [ modelName ] . DisplacementBC ( amplitude=UNSET, createStepName=
617 ' I n i t i a l ' , d i s t r ibut i onType=UNIFORM, fieldName= ' ' , l o ca lCsy s=None...

, name=
618 'Clamped ' , r eg i on=
619 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Fixed ' ]
620 , u1=SET, u2=SET, ur3=SET)
621

622 # Ro l l e r support on upper and lower boundar ies
623

624 i f r o l l i ngLower == 1 :
625 mdb. models [ modelName ] . DisplacementBC ( amplitude=UNSET, createStepName...

=
626 ' I n i t i a l ' , d i s t r ibut i onType=UNIFORM, fieldName= ' ' , l o ca lCsy s=None...

, name=
627 ' Rol l ingSupport Lower ' , r eg i on=
628 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Lower ' ]
629 , u1=SET, u2=UNSET, ur3=UNSET)
630

631 i f r o l l i ngUpper == 1 :
632 mdb. models [ modelName ] . DisplacementBC ( amplitude=UNSET, createStepName...

=
633 ' I n i t i a l ' , d i s t r ibut i onType=UNIFORM, fieldName= ' ' , l o ca lCsy s=None...

, name=
634 ' Rol l ingSupport Upper ' , r eg i on=
635 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . s e t s [ '...

Upper ' ]
636 , u1=SET, u2=UNSET, ur3=UNSET)
637

638 # Shear f o r c e on the l e f t edge
639

640 i f i nc ludeShear == 1 :
641 mdb. models [ modelName ] . Sur faceTract ion ( amplitude= ' SmoothStep ' ,
642 createStepName= ' Dynamic Expl ic i t ' , d i r e c t i o n V e c t o r =(
643 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . v e r t i c e s ....

f indAt (
644 (−0.5*a , 0 . 0 , 0 . 0 ) , ) ,
645 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . ...

I n t e r e s t i n g P o i n t (
646 mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . edges ....

f indAt (
647 (−0.5*a , 0 .25*b , 0 . 0 ) , ) , MIDDLE) ) , d i s t r ibut i onType=UNIFORM, ...

f i e l d= ' ' ,
648 l o ca lCsy s=None , magnitude=shearForce , name= ' ShearTract ion ' , ...

r eg i on=Region (
649 s ide1Edges=mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 '...

] . edges . f indAt (
650 ((−0.5*a , 0 .5* c , 0 . 0 ) , ) , ((−0.5*a , −0.5*c , 0 . 0 ) , ) , ) ) )
651

652 # Radiat ion f o r c e in the u l t rasound pr e s su r e f i e l d
653
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654 i f includeARF == 1 :
655 i f e x p l i c i t == 1 :
656 mdb. models [ modelName ] . BodyForce ( amplitude= ' SmoothStep ' ,
657 comp2=−1.0 , createStepName= ' Dynamic Expl ic i t ' , d i s t r ibut i onType=...

FIELD,
658 f i e l d= 'BodyForce ' , name= 'BodyForce ' , r eg i on=Region (
659 f a c e s=mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . ...

f a c e s . f indAt (
660 ((−0.5*a+0.5* f , −0.1*c , 0 . 0 ) , ( 0 . 0 , 0 . 0 , 1 . 0 ) ) , ((−0.5*a+0.5* f , ...

0 .1* c , 0 . 0 ) ,
661 ( 0 . 0 , 0 . 0 , 1 . 0 ) ) , ) ) )
662 i f i m p l i c i t == 1 :
663 mdb. models [ modelName ] . BodyForce ( amplitude= ' SmoothStep ' ,
664 comp2=−1.0 , createStepName= ' Dynamic Impl ic i t ' , d i s t r ibut i onType=...

FIELD,
665 f i e l d= 'BodyForce ' , name= 'BodyForce ' , r eg i on=Region (
666 f a c e s=mdb. models [ modelName ] . rootAssembly . i n s t a n c e s [ ' Plate−1 ' ] . ...

f a c e s . f indAt (
667 ((−0.5*a+0.5* f , −0.1*c , 0 . 0 ) , ( 0 . 0 , 0 . 0 , 1 . 0 ) ) , ((−0.5*a+0.5* f , ...

0 .1* c , 0 . 0 ) ,
668 ( 0 . 0 , 0 . 0 , 1 . 0 ) ) , ) ) )
669 # −−−−−−−−−−−−−−−− Create job −−−−−−−−−−−−−−−−−−−−−−−−−
670

671 jobName = modelName + ' n= ' + repr ( i n t (
672 round (n , 0 ) ) ) + ' Job '

673

674 i f v i s c o E l a s t i c == 1 :
675 jobName = 'V ' + modelName + ' T= ' + repr ( i n t (
676 round (1E6*Ti , 0 ) ) ) + ' Job '

677 #+ ' a =' + repr ( a ) + ' b=' + repr (b) + ' Xe=' + repr (
678 #Xe) + ' Ye=' + repr (Ye) + ' v =' + repr ( nu1 )
679

680 jobName = jobName . r e p l a c e ( ” . ” , ” , ” )
681

682 inputName = ' I n f i n i t e ' + ' n= ' + repr ( i n t ( round (n , 0 ) ) )
683

684 i f v i s c o E l a s t i c == 1 :
685 inputName = ' I n f i n i t e V ' + ' T= ' + repr ( i n t ( round (1E6*Ti , 0 ) ) )
686

687 inputName = inputName . r e p l a c e ( ” . ” , ” , ” )
688

689 inputJobName = inputName + ' Job '

690

691 inputJobName = inputJobName . r e p l a c e ( ” . ” , ” , ” )
692

693 i f makeJob 1 == 1 :
694 mdb. Job ( act ivateLoadBalanc ing=False , atTime=None , contac tPr in t=OFF,
695 d e s c r i p t i o n= ' ' , echoPr int=OFF, e x p l i c i t P r e c i s i o n=SINGLE, ...

h i s t o r y P r i n t=OFF,
696 model=modelName , modelPrint=OFF, mult iprocess ingMode=DEFAULT,
697 name=jobName , nodalOutputPrec i s ion=SINGLE, numCpus=1,
698 numDomains=1, p a r a l l e l i z a t i o n M e t h o d E x p l i c i t=DOMAIN, queue=None , ...

s c ra t ch= ' ' ,
699 type=ANALYSIS, userSubrout ine= ' ' , waitHours =0, waitMinutes=0)
700

701 # Writing out an input f i l e and import ing i t back to Abaqus CAE
702
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703 i f makeJob 1 == 1 :
704 mdb. jobs [ jobName ] . wr i te Input ( )
705 mdb. ModelFromInputFile ( inputFileName=
706 'D: /NTNU/Master/ S imulat ions /2 D PlaneStra in / ' + jobName + ' . inp ' ,
707 name=inputName )
708

709 # Creat ing the second job that governs the i n f i n i t e e lements input ...
f i l e

710

711 i f makeJob 2 == 1 :
712 mdb. Job ( act ivateLoadBalanc ing=False , atTime=None , contac tPr in t=OFF,
713 d e s c r i p t i o n= ' ' , echoPr int=OFF, e x p l i c i t P r e c i s i o n=SINGLE, ...

h i s t o r y P r i n t=OFF,
714 model=inputName , modelPrint=OFF, mult iprocess ingMode=
715 DEFAULT, name=inputJobName , nodalOutputPrec i s ion=
716 SINGLE, numCpus=1, numDomains=1, p a r a l l e l i z a t i o n M e t h o d E x p l i c i t=...

DOMAIN,
717 queue=None , s c ra t ch= ' ' , type=ANALYSIS, userSubrout ine= ' ' , ...

waitHours =0,
718 waitMinutes=0)
719

720 i f n == 6 :
721 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . o r i entElements (
722 pickedElements=
723 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . e lements [ 5 6 3 1 : 5 7 1 3 ] ,
724 r e f e r enceReg ion=
725 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . elemEdges [ 1 8 2 1 4 5 ] )
726

727 i f n == 8 :
728 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . o r i entElements (
729 pickedElements=
730 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . e lements [ 9 7 0 5 : 9 8 1 4 ] ,
731 r e f e r enceReg ion=
732 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . elemEdges [ 3 1 2 9 6 1 ] )
733

734 i f n == 10 :
735 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . o r i entElements (
736 pickedElements=
737 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . e lements [ 1 6 5 1 4 : 1 6 6 5 5 ]
738 , r e f e r enceReg ion=
739 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . elemEdges [ 5 3 1 7 7 7 ] )
740

741 i f n == 12 :
742 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . o r i entElements (
743 pickedElements=
744 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . e lements [ 2 1 9 0 5 : 2 2 0 6 8 ]
745 , r e f e r enceReg ion=
746 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . elemEdges [ 7 0 4 6 4 1 ] )
747

748 i f n == 14 :
749 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . o r i entElements (
750 pickedElements=
751 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . e lements [ 3 0 0 4 9 : 3 0 2 3 8 ] ,
752 r e f e r enceReg ion=
753 mdb. models [ inputName ] . par t s [ 'PART−1 ' ] . elemEdges [ 9 6 6 2 7 3 ] )
754

755 i f makeJob 2 == 1 :
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756 mdb. jobs [ inputJobName ] . wr i t e Input ( )
757

758 i f saveModel == 1 :
759 mdb. saveAs (pathName=workDirectory + ' / ' + caeName )
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