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Abstract—Power consumption in digital systems is a crucial in Section[V]. Finally, the conclusions are drawn in Section
design factor. The dynamic switching power is still dominant [7T]]

at 90nm and above, however, the leakage component of power

will become an increasingly important issue in low power design

in the future due to the downscaling of technology. Power Il. RELATED WORK

gating is a seemingly simple method for reducing the leakage

current, nonetheless, the constraints and limitations as to what Power gating is a commonly used technique for power man-

designs best lend themselves to this method are not yet wellagement on system levéll [5] where complete components of
known and still under research. The work reported herein is 4 chip, like a processor or memory banks, are switched off.

a detailed analysis of the impact on fine-grained power gating, . . . . .
and, in addition, a novel methodology for the implementation However, It is still an active research topic on a more fine

of power gating in the datapath of a processor is developed. 9rained level like on the datapath of a processor.

This methodology was tested on a VLIW processor design which . . . .
was subsequently synthesised and placed and routed. Extracted!n [6], an exploration of the potential of power gating applied

power consumption values clearly demonstrate that the overhead ON the level of execution units in the datapath is performed.
is mainly determined by additional modules such as the power Also, an analytical equation for the break-even point is

manager and the isolation cells during active mode and, contrary derived. For the estimation, the authors use a superscalar
to the present orthodoxy in the field, not by the energy required processor model. In their analysis for the break-even point

to switch on a power domain. Furthermore, it is demonstrated .
that fine-grained power gating only leads to energy savings when the authors assume the power consumed by the power switch

power domains have a significantly low duty cycle and a low tO be the only source for the_ energy overhead. The authors
number of output signals. conclude that for an idle period of 10 clock cycles, power

gating can bring benefits.

I. INTRODUCTION The authors of[[[1] also perform an analysis of the break-

even point for power gating. They include besides the power

Optimisation of power consumption in digital systems is b&witch also additional required decap area in their model.

coming increasingly important. Especially, in portable embedhey conclude that the overhead which is caused by additional

ded devices, for example in medical applications, it is a maj@ynamic power consumed by the switch and the additional

constraint in the design process. While power consumpti@ecap is too high for 130 nm technology, but they assume
is dominated by dynamic power for 90nm and above, leakagenefits for future technology.

power consumption is expected to gain more and more impact

in both absolute numbers|[1] as well as in power consumptidh [7l an implementation methodology for power gating
per area[[2] in sub-90nm designs. Therefore, the inter@éid an analysis of the overhead are presented. The authors

for methods for leakage power minimsation is rising. Ongase their methodology on exploiting existing clock-gating

promising method is power gating ([3]] [4]), where idle block§°Ntrol signals. Based on the clock-gating domains, they
are shut off completely, thus saving leakage power provide an algorithm to partition the system automatically
' ' into power domains. Also the control signals for power gating

In this work, a detailed analysis of the benefits and costs afe derived from the clock-gating control. In their analysis

fine grained power gating is performed. Also, a methodologyf the overhead, they only consider the power switch. They
to partition the datapath of a processor into power domaiapply their methodology on a 32-bit RISC embedded CPU
and a workflow to implement power gating is presented. Th#nd performed synthesis and P&R. Afterwards they performed
presented power consumption values were obtained for fh@wver analysis by using Toshiba 90nm device models. They
typical case 1.2V, 25°C) after place and route (P&R) for conclude that significant amounts of leakage power can be
100 MHz using a TSMC 90nm library. saved at a reasonable area penalty.

The remainder of the paper is organised as follows. The [8], a more detailed analysis of power gating than in the
related work is presented in Sectipn Il. In Sectfor] I, therevious papers is presented. The authors include in their anal-
background about power consumption in CMOS circuits angis of the break-even point in addition to the leakage power
the principle behind power gating are presented. In Seftipn ISqvings, power mode transition energy and sleep transistor size
the analysis of the break-even point for fine-grained powalso the performance degradation and power mode transition
gating is performed. In Section]V, the implementation dime. They implement a power gated design with 65 nm
power gating is shown, followed by a discussion of the resul&TMicroelectronics technology and present power numbers



extracted after P&R. They conclude that they can achieve Tip cut off the power supply of a power domain, there are two
to 75 % leakage power savings. possibilities. Either, a header or a footer switch is used. The
header switch is illustrated 1. It is placed between

To the best of our knowledge, we are the first ones to perfortlipe supply voltage and the power domain, thus introducing a

an analytical analysis of the impact of power gating includin o
the energy overhead due to additionally required modules "\Eiertual supply voltage. A footer switch is placed between the

. . .~ "module and ground, thus introducing a virtual ground.
isolation cells or a power manager. Moreover, we derive an
equation for the break-even point including those factors. OWhen a power domain is switched off, it is unknown which
analysis is based on power figures obtained on a post-P&Rue the output has. Therefore, the outgoing signals have to
netlist for 90nm TMSC of a processor with power gatindpe forced to eithed or 1 by using special isolation cells.

implemented in the datapath. One of the challenges with power gating is that registers lose

their internal state when they are switched off. When the
stored value still has to be present after a shutdown period,
) ] ] ... theregister’s state can be retained using special state retention
In this section, the different sources of power dissipatiqgR) registers. In addition to their main latch, they have an
are explained. Then, the principle of power gating will b&g |a5tch connected to a separate supply voltage which is not
presented. switched off when the register is switched off. This extra latch
is used to store the value when the register is switched off.
After switching the power domain back on, the stored value
has to be transferred back to the main latch.

IIl. BACKGROUND

A. Power dissipation in CMOS

The average power dissipatidf,,, in CMOS circuits can be o o
The power manager is in charge of providing the control

described by the following equation: | C ) : ;
signals to the switches, isolation cells, and, if present, the SR
Povg = Pshort + Paynamic + Pleak (1) registers. It can be implemented as dedicated hardware module

Pghore is caused by short circuit currents that occurs whélf I software. Irj Figure]1, the power manager is implemented

both the NMOS and PMOS transistor are in their conducti\{? hardware. The control sequence for a system with SR can

state for a short time during transitionByy,qmi. represents e seen ifi Figurg| 2. When no SR registers are present, the save

the dynamic power due to switching activity in the circuit,and restore signals are not required. Instead, when registers are

Pioai represents the leakage power Included in the power domain, a reset signal has to be provided
ea ' before de-isolation to set the power domain in a known state.

B. Power Gating dock [ L[] -
. . ) isolate
A very good overview about power gating can be found in
[3]. In the following, the important design issues are briefly save [
introduced. powerot [ 1
vDD @ restore |_|
m power
manager Figure 2. Control sequence for a design with state retention
IV. ANALYSIS OF THE BREAK-EVEN POINT
PD_switchable PD_always_on
In order to evaluate if power gating brings energy benefits, the
= = impact of power gating has to be analysed carefully. In this
Figure 1. General power gating scheme section, the savings and the overhead are analysed. Based on

the findings, an analytical equation for the break-even point is

A general overview of a power gated system is illustrated Idnenved.

[Figure 1. PD_switchablerepresents a switchable power doin[Figure 3, the power dissipation over time of a power-gated
main. It has outputs to another power domd&D( always_oh system is depicted. The total energy consumption is composed
which connected to an always-on voltage supply in thif the energy which is consumed by the power domain and
example. The outputs d?D_switchableare isolated to pre- the energy which is consumed by the additional power gating
vent unknown signals propagating through the design wheglated modules. The modules which are constantly active,
PD_switchableis switched off. A power switch is insertedlike a power manager, are consuming energy all the time.

between the voltage supp¥DD and PD_switchablen order
to allow PD_switchableto be disconnected frodDD. Fur-

This energy Eudd.moduies) 1S determined by the power con-
sumption of the moduledR, 44.moduies) Multiplied by the total

thermore, a power manager is integrated into the systemrtm-time {:.:.;). The energy consumption of the remainding

control the power gating procedure.

components depends on the state of the processors.



During tqctive, the system is in its active state. The energy iwhere Py itch icaks Piso,leak 8NA Psp icqk represent the leak-
this state is consumed by the power domal, (4 ctive). age power consumption of the switches, the isolation and
the isolation cells E;so qctive) and the SR registers whichthe SR registersP;s, 4ctive IS the power consumption of the
consume more energy than normal registéX$/¢r ,ctive)- isolation cells during active mode adslPs qctive represents

the additional power consumed by the SR registers compared

At tiq, the system has finished the active state and gogs,hat normal registers would consume during active mode
immediately to the idle state by switching off the clock. At

the same time it is powered off. The powering off procedsor simplicity’s sake, the individual factors are merged, which
takes place untit,;;. During that time, the power domainleads to the following equation:

still leaks but the leakage energ¥,(oq,icqk,0on) iS CONVErging Eovernend = taown - B+ tactive - ¥+ tropat -6 + € (4)

to the off-level.
. . . with 5 = Pswitch,leak+Piso,leak +PSR,leakv Y= Piso,active+
Then, the system remains switched off duritg.,. The APSR activer 0 = Padd.modutes ANd€ = Epoweron

energy which is consumed depends on the leakage of the

power switch(es) Bswitcn icak), the leakage of the isolation Building on this analysis, a formula can be derived for the

cells (Fiso.1cqr) and the leakage of the SR registef& jcqk).- minimum percentage of time that the power domain has to be
switched off in order to gain energy savings, i.e. the break-

At tgeep, the power domain is switched on again. Th@yen point. Therefore, the energy savings must be bigger than
switching-on process takes until,. The energy which is the energy overhead:

consumed during that period 15,,04,icqk,0» 8nd the additional
energy required to switch the power domain df,dyeron)- Esavings > Eoverhead (5)

Afterwards, the system is fully functional. By using the above definitions for the savings and the over-

b A power off head, and expressing ;e With ;o101 — taown, @ condition
owery - ron | e P fOr tgown /tiotar CaN be found. Also, some of the factors of the
active oS above analysis can be omitted because they are neglegible,

AEsR active AE sR active namley Pswitch,leakr Piso,leaky Epoweron and Epowerdown-
. E powerdown E poweron . This will be shown in Sectioi_¥! where the results are
mod,active mod,active . . .« . .
we | S ML presented. Summarising, the minimum percentage down time
Y Emod,leak |S
L . e
E switch,leak
Eiso,active Essxleakea Eiso,acti tdown > ry + 6 (6)
180, Ve Ei50,|eﬂk Iso,active t /
total Y +a+ ﬂ
E add.modules - h _ P ;o P _ P )
s where o = leak,mod ﬁ - SR,leaky V¥ = is0,active +
t idle t off t sleep tc)n tl me

A})S’R,acm've andd = Padd.modules

pe---- tactive ===~ i p----- tdown ====-- | | SEEEER tactive == =reesssemmmmman

Figure 3. Power over time V. IMPLEMENTATION

The energy savings of a power gated module are determined . . )
by the leakage power which the power domain would consurf this section, the general methodology for implementing

if not switched off Erodicak = Pmodicak = tdown Where fine-grained power gating which has been developed for this
Ponod.icar is the leakage power of the power domain) anwork_ is explained. Also, th_e specific modifications Which_were

Epowerdown, Which is the difference between the Ieakag@pp“ed to the processor in order to enable power gating are
energy the power domain would normally consume dupresented.

ing powering off and the energy which is still consumed

(Emod.icak,on)- The total energy savings are defined as foA. General implementation flow

lows:
The power gating implementation flow is depicted in Figdre 4.

Esavings = Pmod,icak * tdown + Epowerdown (2) The first main step is the partitioning of the design into
d- power domains. Therefore, the power consumption of all

ditional energy consumption during the different states, g%odules of interest has to be determined. In this work, it

explained above. Summarising, the energy overhead can & don(_a with P_”“?eT'me from Synopsys| [9] on a post-
written as follows: P&R netlist. In principle, also simulated values can be used

but that would lead to less accuracy. Also, the utilisation

Eoverhead = tdown * (Pswitch leak + Pisoieak + PSR lcak) of the modules during the application has to be determined.
+ tactive - (Piso.active + APSR active) Using the obtained informations, the system can be partitioned

into power domains by grouping modules with high leakage

power consumption and similar utilisation profiles into power
+ Epoweron (3) domains.

The energy overheadEl,c,neqq) IS determined by the a

+ ttotal ' Padd.modules



[ find module utilisation ] [ find power consumption ] PD_vec on
during application of modules PD_VIS on PD_vec off PD_VIS off
PD_mul off PD_mul on
\ / ok

determine partitioning [ T Payload
into power domains A AN isati T Y DwWr
P ,L Synchronisation / CaTEE demodulation

determine if
state retention needed } ____________ UWB application ..o |

find number of

required switches Figure 5. Proposed power-off scheme

mplement power ga1ing consisting of aSynchronisation / Timing Acquisition Phase

in design

with a Payload demodulation phadellowing. Afterwards, a
data decompression algorithm based on the discrete wavelet
transform (DWT) algorithm is executed.

Verify that System

is still working

Evaluate energy savings

Figure 4. General power gating design flow

The analysis of the power consumption of the processor
showed that the vector issue slots and the vector registers are a
significant contributor to leakage power consumption. Within
Next step is to determine if state retention is required. If the vector issue slots, the main consumer of power are the
power domain includes registers which have to retain stat@ctor adder and the correlator. In the scalar issue slots, the
SR has to be applied, otherwise not. multiplier is significant.

Then, the number of required switches has to be identifiethe analysis of the applications revealed that the correlator has
This is determined by the voltage drop over the switch angvery high utilisation, but the vector adder is only used during
the timing constraints of the design_[10]. the synchronisation phasérhe multiplier is not used in the
eLIJWB application, only in the DWT application. The vector

The following step is the actual implementation of pow . .

gating in the design. That means, modifications like presentjgau(.a SI.Ot and the vector registers are noj[.ustlad n the DWT
in Sectior[TI- have to be applied to the design. This will bgppllc.anon. These results lead to the partmonmg into power

explained more detailed in the following section. domains as shown |- Based on the previous analysis, a

The final steps are verification that the system is still func- POWER DOMAINSII—Na?I'EElUWB ROCESSOR

tionally correct and the analysis of possible energy savings i

Verification can be done by gate-level simulations. The anaPower Domain | Modules | Gates | outputs |

ysis of possible energy savings is based on Equation 6. PD_vec vector adder 898 96
PD_mul multiplier 1202 | 32

PD_VIS vector issue slots} 13718 | 144

B. Modifications for the design presented in this work )
vector registers

The design which is used in this work is an improved version

of an ultra wide band (UWB) processor as presented_in [1Jower-off scheme is proposedD_mulis switched off during

The processor froni [11] consisted of four issue slots, two ftihe complete UWB applicatio®D_VISis switched off during
scalar operations and two for vector operations. The improviee DWT applicationPD_vecis only switched on during the
version has merged one of the scalar slots and one of the vesigmchronisation phasen the UWB application, otherwise it
slots, leading to a three issue slot processor with one issaeswitched off. The resulting scheme is depicted in Figure 5.
slot for scalar operations only, one combined issue slot for this design, no state retention is required, thus no SR flip
both scalar and vector operations and one for vector operatidlaps are used. For the actual power-shutoff, header switches
exclusively. The scalar issue slots contain an address generaterused. For isolation, all outputs are forced to zero.

for load/ store operations and two ALUs which can wor

in parallel. The vector issue slots contain a vector adder, i evaluate the difference between a hardware (HW) based and

address generator for vector load/store operations, acorrela?oPOftware (SW) based power manager, both methods were

and several function units which were implemented to execd@plﬁme{]tted‘ Thﬁ. HV\fl lkl)asgd powe r;alr;ager w;:plemen;cjs a
specific operation during different stages in the UWB operﬁ'—mpe state machine followir(g Figur¢ 2. For each power do-

tion. Furthermore, three vector registers are present. For t{jg!n. one power manager is instanciated. The power managers

work, also a multiplier was added to the processor in order ¢ controlled by a control register which was added to the

make the processor suitable for a wider range of applicatioﬁé?cessor' It contains one b'.t Per power doma_m, yvhere a’l
indicates the power domain is shut off, otherwise it is on. To

For this work, the following applications are used: first, thaccess single bits of the register, an additional function unit
UWB receiver application as described [n[11] is executedias implemented.



HW based power manager
100%

MINIMUM DOWN TIME FOR THE HARDWARE BASED POWER MANAGER

Table II

— ;
80% 0 Powichieak [ PD_mul | PD_vec| PD_VIS |
m Pmod,leak
60% 0 Ppwr.man Piso.active | 3.52E-5 [ 1.84E-4] 4.93E-6
40% O Petrireg Ppy reg 1.61E-6 | 1.61E-6| 1.61E-6
20% B Piso,leak Ppg_ctrl 5.43E-6 | 5.43E-6| 5.43E-6
0% - —— |@Pisoactve Prod.iea | 2.40E-7 | 7.88E-8| 9.37E-7
mul  vec VIS )
tdown [trotar | 119 % 104 % | 204 %
Figure 6. Results for the hardware based power manager

SW based power manager

For the SW based power manager, the control signals to the 100%

power gating related cells are determined directly from the 80% _ O Pswitch,jeak
control register, i.e. the register has dedicated poweroff, isola- 60% B Prod leak
tion, and, when registers are included in the power domain, a 40% O Petrlreg
reset bit for the power domains. Also, for this approach, the 20% m Piso,leak
register is not implemented bitwise but can only be accessed 0% | ‘ . |mPisoactive
completely. This was done so that clock gating can be applied mil  vec VIS
to the register. Writing a value to the register can be performed _
Figure 7. Results for the software based power manager

by using the existing load/ store architecture.
Table 11l
The resulting design was synthesised and placed and route@RELEVANT FACTORS FOR THE SOFTWARE BASED POWER MANAGER

with 90nm TSMC LP (low power) library for 100 MHz [ PD_mul [ PD_vec| PD_VIS |

with the Cadence design tools [12]. The power domains were
! . : . Piso,active 3.52E-5 | 1.84E-4| 4.93E-6
gggpidf:/(\;:}vh the common power format (CPE)I[13] during the Py res 57557 T2 73E7] 5. 79E7
J ' Prod.icak 2.4E-7 | 7.88E-8| 9.37E-7
tdown [trotar | 100% 100 % | 89 %

VI. RESULTS AND DISCUSSION
In this section, the result§ for the impact of power gating agﬁite noticable thaPD_VISis the only power domain with
presented. For the analysis, power numbers from the post-P '?\eakage pOWer CoNSUMPLOR,oq.1cr) Which is significant

netlist were extracted using PrimeTime from Synopsys.  g6ugh to be visible in the graph. That also makes sense as it

The section is organised as follows. First, the results for tife much larger than the other power domains, [see Tgble I.
hardware based power manager are presented. Then, the reiigs required switch-off duty cycle, shown in the last row

for the software based approach are shown. In both cases,@hgable Tl, is above 100 % for all power domains, which
power numbers for typical casé.gV,25°C) are displayed. means that there can never be a benefit reached. The results

demonstrate therefore clearly, that power gating would cause
extra energy consumption in the system for the proposed
power gating architecture.

In[Figure 6, the results for the power consumption distribution

of the power gating related components (introducedva$ B. The software based power manager

v andé in[section 1Y) of the hardware based power manager

implementation are depicted. The denotation correspondsAs the power manager has shown to be a significant contrib-
the definitions used iIV. The tern.,,. mq., and utor to the overhead, the system was implemented using a
Petrireg TOrm Puggmodutes (0). They represent the powersoftware based power manager. The power breakdowm, of
consumed by the power manager and the control regist@ry andJ is depicted i Figure]7. The results demonstrate
respectively. The power numbers which are relevant for thieat the overhead is mainly caused by the isolation cells
determination of the break-even point, introducedhass, v during active modef;s, qctive)- FOr PD_VIS additionally the
and¢ in[Equation & (without the factors for SR as in our powepower consumed by the control registé.{;...,) has a small
domains no SR is required) are presentdd in Table Il In the lasfiuence. The total numbers for the most important factors
row, the miNimMuMégoun /tiotar, calculated using Equatior] 6,for the trade-off are presented[in_Tablg lIl. In the last row, the
is shown. It can be seen, that for the power dom&Bs mul  miNiMuM tg4pun /tiotar Calculated witH Equation|6 is given.
andPD_vecthe overhead is dominated by the power consuméwr the power domain®D_mul and PD_veg it is exactly

by the isolation cells during active modé’(, .cive). The 100 %. That means, that for those cases energy savings can
energy overhead for the power dom&D_VISis caused by never be obtained as the overhead will always be at least as
the isolation cells during active mode’(, ..tive) and the big as the savings. However, for the power dom@d_VIS
power manager Ky..man) 0 approximately equal parts, abenefits could be gained when it can be switched off for
small part is due to the control registel.{;..y). Also it is more than 89 % of the time. To analyse the distribution of

A. The hardware based power manager




Trade-off overhead of fine-grained power gating is significant and that it

0o.06% BEiso,active is mainly caused by additional modules, primarily by the iso-
m3287% |0 o ooleaK lation cells at the boundaries of a power domain and additional
0 46.97% EE::';Z?O” blocks like a dedicated power manager or a control register.
B0.25% | g poweroft Based on that result, power gating was also mplemented with
01632% | mE mod leak software based power management, thus omitting the need of
m002% —_ " B E switch Jeak a hardware based power manager. The results showed, that the

energy overhead could be reduced significantly.

Figure 8.  Energy distribution for PD_VIS for the software based powerhe results for both implementations demonstrated clearly that
manager the overhead due to the energy required to switch a power
domain on, which has been stated as main contributor to the

the energy overhead and savings for the case that overhgggihead in literature, is neglegible. Instead, the overhead is
and savings outweigh each other exactly, that means whggysed by additional modules, primarly the isolation cells. As
PD_VISis switched off for 89 % of the time, the contributorshe analysed power domains had a typical utilisation profile
are depicted ifi Figure| 8. and the isolation cells are a mandatory part of power gating,

The graph shows that the savings (on the left side of the graph§y can be considered as new power gating constraint. The
are dominated by the leakage power consumed by the mod@fiained results also showed, that fine grained power gating
when not under power gating control. The energy which @Pplied on the datapath of a processor hardly can gain benefits,
consumed during powering down (introduced BSwerdown 25 the leakage energy Which could be saved during idlg is
in[Section 1V) is negligible. Also, and in remarkable contradid0 low compared to the introduced energy overhead during
tion to prior published conclusions in the field, the energy f@ctive mode. It also must be said that leakage power consumed
power up a moduleH,,...-on)) is neglegible, also. Instead, thein the datapath is only a small fraction of the total power
energy overhead is caused mainly by the energy consumptf@fisumption in a processor, as the major part is consumed in
of the isolation cells during active mod&, 4c:ive) and the the memories and I/O pads.

additional power control moduleE( 4. moduies), IN this case
the power gating control registeE{;.;..,). The leakage of the
SWitch (Esyitch,ieak) @and the isolation cellsH; s, 1cq;) are also
marginal. Incidentally, this is also proof that the assumptiong] H. Jiang, M. Marek-Sadowska, and S. Nassif, “Benefits and costs of
that were made during derivation O EQUATIn 6 are vlid. POty eeingue mocs e nepalond Coriree o

. . . . . 2005. Proceedings2005, pp. 559-566.
A surprising observation for both implementations is the larg . ) o
2] G. Panic, Z. Stamenkovic, and R. Kraemer, “Power gating in wireless

difference in power consumption of the isolation cells between™ sensor networks,” inireless Pervasive Computing, 2008. ISWPC 2008.
the power domains. FoPD_vecit is a factor of almost 40 ~ 3d International Symposium 92008, pp. 499-503.

i i 3] M. Keating, Low Power Methodology Manual for System-on-chip De-
c_ompared t_oP_D_VIS which has 1.5 times SO many output [3] sign Spr?nger’ 2007 ay Y P
signals. This is caused the fact that the isolation block o
PD_vecare in a critical path in the design, therefore extr
buffers were required to meet timing constraints. Therefore, it
; ; ; it N. Pantazis and D. Vergados, “A survey on power control issues in
is not only the isolation cells that consume additional powe55] wireless sensor networksEEE Communicationg Surveys & Tutorials
but also buffers. vol. 9, no. 4, pp. 86-107, 2007.

. . . . 6] Z. Hu, A. Buyuktosunoglu, V. Srinivasan, V. Zyuban, H. Jacobson, and
Summarising, the obtained results show the following: Thé P. Bose, “Microarchitectural techniques for power gating of execution

power domains need a low duty cycle, otherwise the energy glne'tgf;;'n'}ggggeg'gggrgggge gg{eggitg%ha' Symposium on Low Power
OVerh?a_d Wll,l exceed the sgvmgs. A,ISO’ t_he size of the pow ] K. Usami and N. Ohkubo, “A design approach for fine-grained run-time
domain is of importance as it has a direct impact of the leakage gower gating using locally extracted sleep signalsCmputer Design,

. . . - 006. ICCD 2006. International Conference, @007, pp. 155-161.
power consumption which dictates the savings. Furthermore, PP

; ; : A. Sathanur, A. Calimera, A. Pullini, L. Benini, A. Macii, E. Macij,
the number of outputs is relevant as it determines the numb& and M. Poncino, “On quantifying the figures of merit of powe&'gaﬁng

i i for leakage power minimization in nanometer CMOS circuits,TEiEE
of isolation cells. International Symposium on Circuits and Systems, 2008. ISCAS 2008
2008, pp. 2761-2764.

VIl. CONCLUSIONS [9] [http://www.Synopsys.corm/.

. . . . . .[10] J. Kao, S. Narendra, and A. Chandrakasan, “MTCMOS hierarchical
In this paper, an implementation of fine-grained power gating smngg based on mutual exclusive discharge patterns?rateedings of
the 35th annual conference on Design automatioACM New York,
on the datapath of a processor was presented. Furthermore, any, UsA, 1998, pp. 495-500.

detailed analysis of the break-even point for power gating Was; c. Bachmann, A. Genser, J. Hulzink, M. Berekovic, and C. Steger,
performed. “A Low-Power ASIP for IEEE 802.15.4a Ultra-Wideband,” Design,
Automation and Test in Europe (DATE) 2009 Proceedira§®9.

The results after the first implementation, which relied on [@2] |http://www.cadence.com/.
hardware-based power manager, demonstrate that the engrgynitp:/amwww.si2.org/?page=8l1.
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