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Abstract

Ultrafast pump-probe spectroscopy is a powerful technique for measuring decay times for
an optically excited system, e.g. a semiconductor, on the pico- to femtosecond time scale.
We present both a classical approach and a quantum mechanical density matrix approach
to simulate the pump-probe signal and compare the two. The main features of a typical
pump-probe experiment are explained and the ”coherent artifact” is accounted for. With
a three-level density matrix approach we explain some experimental features from pump-
probe studies of gallium arsenide (GaAs). A simple model for simulating pump-probe of
semiconductors is introduced, and the relation to the density matrix approach is derived.
We also show how the semiconductor model reproduces the main features of experimental
data from pump-probe studies of GaAs.






Sammendrag

Ultrarask pump-probe-spektroskopi er en kraftfull teknikk for a male relaksasjonstider
for et optisk eksitert system, f.eks. en halvleder, pa tidsskalaen pico- til femtosekunder. Vi
presenterer bade en klassisk tilnserming og en kvantemekanisk tetthetsmatrise-tilneerming
for a simulere pump-probe-signalet, og sammenligner de to. Hovedtrekkene i et typisk
pump-probe-eksperiment blir forklart, og ”koherensartefakten” blir gjort rede for. Med
en tre-niva tetthetsmatrise-tilneerming forklarer vi noen eksperimentelle trekk fra pump-
probe-studier av galliumarsenid (GaAs). En enkel modell for a simulere pump-probe av
halvledere blir introdusert, og forbindelsen til tetthetsmatrise-tilnsermingen blir utledet.
Vi viser ogsa hvordan halvledermodellen gjenskaper hovedtrekkene i eksperimentelle data
fra pump-probe-studier av GaAs.
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1. Introduction

1.1. Semiconductors

Semiconductors are of great importance in modern electronics. A wide range of properties
can be obtained by choosing the correct semiconductor and appropriately doping it with
another material or designing microscopic geometries such as rods or multilayer stacks.
These properties are used in e.g. computer components, lasers and solar cells.

In pushing the performance of computer technology, super fast current modulation
is a key point, resulting in high demands on component design and properties. In to-
day’s gigahertz regime, operating speeds are approaching fundamental material limits.
Investigating semiconductors’ electronic responses on pico- and femtosecond time scales
is therefore essential in meeting the requirements for new technology.

Material response is also important for semiconductors used in solar cells. Investigating
the dynamics of electron energy transitions and scattering mechanisms in semiconductors
can help optimizing solar cell design to increase their efficiency.

1.2. Ultrafast Pump-Probe Spectroscopy

Electromagnetic pulses are usually considered to be ”ultrafast” when they are on the
picosecond time scale or below. The needs for such short light pulses might not be
obvious, but short bursts of light have been used to capture information on fast events
since the 1850’s [I]. It was realized that as long as the interaction between the light and
the system investigated is sufficiently short, it does not matter how slow the detection
systems are. In this way, high speed images can be produced without fast camera shutters,
as long as a short enough flash is used (in an otherwise dark environment). A too long
light pulse however, will tend to blur the image, as the event evolves considerably during
the duration of the pulse. All these principles are transferable to the technique known
as pump-probe spectroscopy, except the ”image” is rather an intensity measurement or
spectrum of the system investigated.

Ultrashort pulses are also used in a wide range of other applications such as optical
communications, where the speed of data transfer is determined by the length of one light
pulse, and materials processing, where short but intense pulses are favourable in cutting
and drilling with a laser in heat sensitive materials [2].

Pump-probe spectroscopy is used to study dynamical processes in chemical, solid state
and biological materials where light can induce a change in material properties. In semi-
conductors for example, charge carrier dynamics can be investigated by exciting the
material with a laser [3]. With different configurations of the experimental set-up, differ-



ent material properties such as refractive index, birefringence or material structure can
be measured [2].

The principle of pump-probe spectroscopy, as illustrated in figure [I.1], is fairly simple.
An intense laser pulse termed pump arrives at the sample at a time ty, and interacts
with the sample in a way that changes some property of the sample. When the second
pulse, termed probe or test, arrives at a later time ¢y + 7, its interaction with the sample
will reflect this property change. By varying the time delay 7, the relaxation of the
perturbation induced by the pump can be mapped out by detecting the outgoing probe
signal. A key point here is that the pulses have to produce a short enough pulse/sample
interaction, to not ”blur” the result, so to speak. ”Short enough” means that the pulse
duration has to be in the same order of magnitude as the relaxation time of the sample
(and preferably shorter), so that the system does not have time to evolve considerably
during the interaction.

Pump Detector
pulse Sample
Probe > T
pulse ! -1
—
Delay 7

Figure 1.1.: Schematic overview of the pump-probe technique.

Figure illustrates a simple pump-probe set-up, where transmission of the probe
is measured to detect the absorption change of the sample induced by the pump pulse.
In this set-up, the intense pump pulse excites the sample, suppressing the absorption
of the probe pulse arriving shortly afterwards. This allows for probing of relaxation
out of photoexited energy states. For long delay times 7, the sample will eventually
regain its equilibrium configuration before the probe arrives, and with a sufficient delay
the transmitted probe signal will be as if no pump hit the sample. Most commonly, a
slow detector measuring the time-integrated transmitted probe signal is used. The time
resolution of the experiment is therefore determined by pulse durations.

In this study we will consider transmission mode pump-probe spectroscopy. This re-
quires thin or diluted samples to prevent propagation effects which will give more complex
signals, harder to interpret. Another option is to use a reflection set-up, where the re-
flected probe is measured rather than the transmitted. The principles of this set-up are
mainly the same, bit without the demand for a thin sample. Additional surface effects
may however come into play.

The simplest way to realize a pump-probe experiment is with a degenerate set-up, in
which the beam from one laser is split into two. The probe is then led a longer distance
than the pump before reaching the sample to get the desired delay 7 between the two
pulses. The probe is usually also attenuated so that it does not upset the current state



of the sample, but in fact only probes it.

An alternative to the degenerate case is to manipulate one of the pulses before it
reaches the sample, to obtain a non-degenerate measurement. In certain experiments
a spectrally broad pulse is desired, rather than the typical transform-limited ultrafast
pulse with a narrow spectrum. The advantage of this continuum pulse is the ability to
probe the sample with a whole spectrum of frequencies. The transmitted probe signal
is then spectrally resolved by a monochromator, and the sample response is acquired for
different frequencies without having to adjust the laser. The continuum generation can
be done by passing the probe through e.g. a jet of ethylene glycol [4]. The non-degenerate
experiment can also be realized with two different synchronized lasers.

In this study we will investigate different approaches to the theory of pump-probe
spectroscopy. The aim is, by simple means, to simulate and reproduce some of the features
in a typical pump-probe experiment. In the end, we will compare with experimental data
from pump-probe of GaAs.






2. Theory

Pump-probe spectroscopy depends on the nonlinear absorption of the probe pulse. We
will therefore first present the theory of nonlinear optics and nonlinear absorption before
moving on to the different theoretical approaches to pump-probe spectroscopy.

2.1. Nonlinear Optics

All optical media were long thought to be linear [5, ch. 21], characterized by a linear
relation between the polarization and the electric field

P = eyXE, (2.1)

where ¢ is the permittivity of free space, and y is the linear electric susceptibility of the
medium. A nonlinear dielectric medium on the other hand, will have some other relation
between P and E. The error in treating a nonlinear medium as linear is however not
very large, and for small intensities in the electric field, the behaviour is virtually linear.
Large enough intensity will on the other hand produce nonlinear effects in any material.
With small deviations from linear behaviour, it is common to expand the polarization in
a Taylor series about F,

P =exWE + egxPE? + egx®E> + ... (2.2)

For weak fields, the first term will dominate, regaining equation (2.1)), while the effects
of the following terms, denoted the second/third/etc. order nonlinearities, will become
evident with strong field intensities.

In centrosymmetric media, the properties of the medium is not changed by the r — —r
transformation. The reversal of E should therefore result in the reversal of P. This
is only true if every even order susceptibility is zero. We will thus neglect the second
order nonlinearity eyx? E? in the following. The first nonlinear term contributing to the
polarization is then the third order polarization eyx® E?, which will be dominating the
nonlinear behaviour of the medium.

With a monochromatic wave,

1 ‘ ,
E(t) _ EEO (ez(kr—wt) + 6—z(k~r—wt)) 7 (23)
incident on the nonlinear medium, the nonlinear polarization will be given as

3 . .
P(3) (t) — €0X(3)E(t)3 — ZEOX(E‘)ES’ (ez(k-rfwt) + efz(k-rfwt))
1 ‘ .

+ ZEOX(S)ES <631(k.r—wt) + €—3z(k-r—wt)> ’ (24)



which shows that light with three times the frequency w of the incident light is generated.
The yield of the third-harmonic light when considering propagation through the medium
is however low. In addition, the third-harmonic light will propagate in the direction 3k
while the geometry of the pump-probe experiment as shown in figure [I.1] only detects
the light propagating in the direction of the probe, k. With these assumptions, the third
order polarization of interest to us simplifies to

PO(t) = eoxVE()PE(), (2.5)

where £(t) is the complex electric field with the property |E(¢)|? = E3.

2.1.1. Time-Varying Fields

The result in equation ([2.5)) is valid for a constant, monochromatic electric field E(t). In
this case, the field has only one frequency w, and the susceptibility ), which in general
is frequency dependent can be treated as a constant. When treating a time-varying field,
especially an ultrafast pulse, the field will inherently consist of different frequencies. In
the frequency domain, the linear polarization is simply given as the product of the electric
field and the frequency dependent susceptibility

P(w) = eox(w)E(w), (2.6)
or written in a complex notation,
P(w) = eox(w)E(w). (2.7)

In this case, x(w) can be complex, with the real part corresponding to refraction of the
electric field, and the imaginary part corresponding to absorption of the field.
With an inverse Fourier transform, the linear polarization in the time domain becomes

P(t) = eO/R(t — et (2.8)

the convolution of the electric field and the response function of the medium R(t), where
R(t) is the inverse Fourier transform of x(w). The third order polarization is similarly
given, in the time domain, as

PO = ¢ / ROt — )€ () 2E () d, (2.9)

where higher frequency terms are still neglected.

For the system to be causal, the response function R(¢) has to be zero for all times ¢t < 0.
R(t) is therefore often represented as the Heaviside unit step function ©(¢) multiplied with
a function governing the response for ¢t > 0. The step function is defined as

0, t <0,
o(t) = { 1 £ 0. (2.10)



2.1.2. Nonlinear Absorption

We will next show how the intensity of the field emerging from the medium depends on
the induced nonlinear polarization. This nonlinear intensity change or absorption is what
is measured in the pump-probe experiment. The approach is similar to that of Shen [6,
ch. 3] and Mukamel [7, ch. 4].

We begin with two of Maxwell’s equations in a homogeneous, non-magnetic medium:

dE  dP

H=¢—+ — 2.11
V x €0 dt + dt’ ( )
dH

By applying the curl operator to equation ([2.12]) we get
dH

Vx(VxE)=-Vx Ho™ s (2.13)
~V?E = —MO%(V x H). (2.14)
Inserting equation gives
— V?’E = —MOEO% — NO%, (2.15)
or
V?E — é% = uo%, (2.16)

which is the wave equation for an electric field in a polarizable medium. We divide the
polarization into a linear part P and a non-linear part Py, where P, = ¢y(e, — 1)E to

get
1 dQE € — 1 d2E dszL
V2E — = == — 2.17
2 d 2 ap THT e (2.17)

In a non-magnetic material, n ~ /€., and

V2E — — = Jio : (2.18)

We next evaluate the complex electric field and polarization, writing both as harmonic
waves propagating in the z-direction, modulated by a slowly varying envelope:
E(z,t) = ap(z, t)e'kamwet) (2.19)
Pri(z,t) = ap(z, t)elkmee) (2.20)
where ag/p is a slowly varying envelope function. Treating ag,/p as constant in time, also
known as the slowly varying envelope approximation (SVEA), equation ([2.18) becomes

2
VQg + wg:—2€ = —wg,quNL. (221)



Expanding the Laplacian gives

i(kz—wet) 0 9 2 n2 2 i(kz—wet)
e 9.2 + 22]{;5 — k4w’ | ap(z,t) = —wipoap(z,t)e ) (2.22)

With k = w.n/c and assuming

Pap(z,t) dag(z,1)
a—‘ < ‘ka—‘ (223)
we get
Qikw = —w?pap(z,t), (2.24)
0z
or ()
dap(z,t) 1w,
P = 2Cneoap(z,t). (2.25)

With a thin sample, we assume the envelope of the polarization to be constant through
the sample. We can then easily evaluate the integral

/ Dap(z, ) = 2 / ap(t)0z, (2.26)

2cneg

governing the fields in a thin sample placed between z = 0 and z = [, to get

Twel

GE(l,t) = CLE(O,t) -+ Clp(t). (227)

2cneg

The electric field emerging from the sample (at z = [) is similarly

Eout(t;7) = En(t) +

; Pxi(t; 7), (2.28)

where we have added 7-dependency in the polarization and output field, 7 being the delay
between pump and probe pulse in the pump-probe experiment.

When measuring the pump-probe signal, the intensity is as usual proportional to the
absolute square of the complex electric field Eqy(t):

Twel
2cneq

< 6O + 2L (£ 0P8 (7)) + (

I(t;7) o< |En(t) +

PNL(t 7')’

wel

2

Pr(t; 7% 2.29
) PP (229
| P (t; 7)|* will be small compared to the other terms, so by neglecting this term, and
subtracting the constant signal from the incident field |, (t)[?, we get the differential
intensity

AI(t;7) o Im {En ()P (1) } (2.30)



We have inserted P®) for Pyj, as this is the dominating nonlinear term as explained
above. With a slow integrating detector, the signal detected is the differential energy

AU(T) /dt Im {Ein(t)P(3)*(t; 7)}. (2.31)

We can also choose to evaluate the Fourier transform of equation (2.28)):

Tw,l

gout(w; T) = Ei (Cd) +

=P (i 7), (2.32)

to get the spectrally resolved differential intensity

AI(w; ) oc Im {E (w) P (w;T) } (2.33)

Integrating this expression over all frequencies will give the same result for the differential
detected energy AU(T) as equation the above according to Parseval’s theorem: If F(w)
and G(w) are the respective Fourier transforms of f(t) and ¢(¢) then

/_ " o P(w)G* (w) = / Tt (h)g (h). (2.34)

[e.9] —0o0

2.2. Classical Approach to Pump-Probe Spectroscopy

We first treat the pump-probe experiment classically, with an approach close to that
of Weiner [2]. In finding the third order polarization necessary to find the pump-probe
signal, we begin with the expression from section [2.1.1}

PO = e / ROt — )€ PEX)dt . (2.35)

This can be rewritten to simplify the derivation to follow by assuming a broad-band
on-resonance absorption process.
In a resonant dielectric medium, the susceptibility close to resonance is typically given
as [3l, ch. 5]
YO () w w; iAw/2 N
(W—w)?+ (Aw/2)

where the imaginary part, responsible for absorption is a Lorentzian centered at the
resonance of the system, w,. An inverse Fourier transform gives the response function

(2.36)

RO (t) = iAB) (1)t (2.37)
where
AG) (t) = @(t)e_A”/Q't = @(t)e_t/TR, (2.38)

governs the on-resonance decay of the system. A®)(t) is the unit step function times
an exponentially decaying function with a characteristic time 7g determining the decay



time of the system. In the case of broad-band absorption, Aw is large, giving a short
characteristic decay time 77. A®)(t) is thus a narrow function in time.
We write the field as
E(t) = alt)e e (2.39)

where a(t) is a slowly varying envelope function modulating the harmonic field. In the
on-resonance case, we have wg = w, and equation ([2.35)) becomes

PO(t) = eo/iA(?’) (t — t)e @t et 2a(t)) e~ wE dt'. (2.40)

When A®)(t) is a narrow function in time, only small values of ¢+ — ' will contribute to
the integral. Thus a(t') ~ a(t) in the integrand, giving

PO(t)

€0 / ZA(3) (t o t/)e—in(t—t’) |g(t/)|2a(t)e_int/dt/

eoa(t)e wr! / iA®(t — )| E() |2t

— E(t) / PA® (¢ — )| ()Pt (2.41)

2.2.1. Pump-Probe Signal

The pump (P) and probe (test, T) fields are, as in the experimental set-up, propagating
along different vectors kp and k. We write the complex pump and probe fields as

Ep(r,t) = ap(t)ei(kp'r_“Pt), (2.42)
Er(r,t) = aT(t)ei(kT'r_wT(t_T», (2.43)

where ap,1(t) are slowly varying envelope functions. In the degenerate case, we have
wr = wp and ar(t) = ap(t — 7), where 7 is the delay between pump and probe pulse.

In the pump-probe experiment, the detector only measures fields propagating in the
same direction as the probe pulse, i.e. k. For the induced polarization to be measured,
it therefore has to radiate a field in this direction. When inserting the total field, which is

the sum of equations (2.42)) and (2.43)) into equation (2.41]), the only terms propagating

in the kt direction are
PO(t) = eo&p(t) / iAP (t — ) Ep(t) Ep(t)dt!
+ cobn(?) / PA® (¢ — £)Ep(#) Ex(t)dt, (2.44)

when terms of higher order in the weak probe field are ignored. Inserting this in equation
(2.31)), gives the energy readout of the detector

AU(7) / dtIm{|8T(t)|2 / dt’z’A(3)(t—t’)|8p(t’)|2}
+ / dtIm {5T(t)€1§(t) / dt'iA(3)(t—t’)Sp(t')ST(t')*}. (2.45)

10



As A®)(t) is a real function, we get
AU(7) / dt|Ex (1) / dt AD (¢ — ) |En(#)]?
1
+3 / dtEp(t)Ex(t) /dt’A(3) (t —t)Ep(t)Er(t)* + c.c. (2.46)

The two terms are commonly denoted v(7) and 5(7), first introduced by Ippen and Shank
[8]. We thus write AU(7) o< (1) + 5(7), with

Y(T) = /dt|€T(t)|2/dt’A(3>(t—t’)|Ep(t’)|2. (2.47)

In the degenerate case, we can rewrite this as
V(1) = /dt|5p(t—T)|2/dt/A(3)(t/)|gp(t—t/)|2
_ / CI / dt|En(t — 1) 2IEn(t — 1), (2.48)

and with the change of variables t — ¢ + 7 and t' — —t' 4+ 7, we get

(r) = / dt A®) (- — 1) / dt|E (D PIER( + D)2, (2.49)

which is the third order response function convolved with the intensity autocorrelation
function of the electric field.
B(1) is given as

B(r) = % / dt{eT(t)S;;(t) / dt' AB) (t — ") Ep(t)ER(H) +c.c.}. (2.50)

This contribution is known as the ”coherent coupling term”. It results from the two
pulses, when temporally overlapping, creating an induced absorption grating which scat-
ters some of the pump intensity in the direction of the probe. The [(7) contribution will
give a coherent coupling artifact in the measured pump-probe signal for short time delays
7, when there is large temporal overlap of the two pulses. At zero delay time, the pump
and probe pulses are indistinguishable in a degenerate experiment, and the contributions
from the (¢) and [3(t) terms are equal as evident from the expressions given.

The coherent contribution to the pump-probe signal can be reduced by reducing the
coherence of the pulses as we will show in section [2.2.1] The amplitude of the coherent
artifact is also depending on the polarization orientation of the two pulses, which has
not been treated here. It has been shown that polarizing the probe pulse perpendicular
to the pump pulse greatly reduces the coherent artifact in some cases [9, [3]. In other
materials however, the ratio between the coherent term and the saturation term remains
constant when comparing perpendicular to parallel polarization [9].

We next evaluate the pump-probe signal through the expressions for v(7) and g(7) for
two limiting cases of the third order response function: The delta function and the unit
step function.

11



A®)(t) as a Delta-Function

When absorption dynamics in the system occur very fast compared to pulse durations,
the response function can be modelled by a delta-function. The expressions for v(7) and
B(7) then turns into

v(7) :/dt/(5<7'—t,)/dtlgp(t)|2|gp(t/+t)|2
:/dt|8p(t)|2|5p(7'+t)|2, (2.51)

and

B(r) = % / dt{ST(t)Sl’S(t) / dt'a(t—t’)gp(t')g;(t')+c.c.}

— 5 [ eSS + cc)

- / a1 (1) P Ex (1), (2.52)

which in the degenerate case becomes
8(r) = [ adter(oPigee - 7P

- / dH|Ep (¢ + 7) P En (), (2.53)

so that both contributions to the pump-probe signal are proportional to the intensity
autocorrelation function, which means the only thing measured is pulse characteristics.
The signals from the two contributions together with the total pump-probe signal are

given in figure

A®)(t) as a Unit Step Function

If we assume the absorption response to have a very fast rise time, but a slow recovery, the
response function can be approximated by a unit step function O(¢). The contribution
~(7) to the pump-probe signal is then

(7) :/dt’@(r—t’)/dt!é’p(t)\2|5p(t’+t)|2
:/T dt’/dt|5p(t)|2|5p(t’+t)|2, (2.54)

which is proportional to the cumulative intensity autocorrelation. [((7), on the other
hand, becomes

B(r) :% / dt Ex(D)EL(D) / Ot — 1)Ep(t)ELH)
% / dt E(DEL(D) / WOt — 1)Ex(t)EL(E). (2.55)

12



PP signal

Intensity, a.u.

Delay,t/ Te

Figure 2.1.: The analytically evaluated pump-probe signal for a delta function response
function. The two contributions are equal for all delay times 7. Pulses are
modelled as degenerate Gaussian pulses with constant frequency (no chirp).

We change the integration order in the last integral to obtain

B(r) :% / dt Ex(D)EL(D) / Ot — )Ep(t)ELH)

1
+§/dt’ ST(t’)é’;(t’)/dt@(t—t’)gp(t)g;(t). (2.56)
By exchanging the dummy variables ¢ and ¢’ in the last integral we get
1 / !/ / * /
8 =5 [dr&it) [ et - e @)E)

2

+% / dt Ex(1)EL(t) / O — 1)Ep(t)EL(H), (2.57)

and when O(t) is the unit step function, the two terms add up to

8(r) =5 [ atenvg®) [ at E)Ei()

1

=5 / dt Ep(H)E(E — 7)
which is the electric field autocorrelation squared.

While 5(7) gives a transient signal, «(7) will contribute for all positive delay times.
The two contributions together with the total pump-probe signal are shown in figure 2.2
As always, the contributions are equal at zero delay.

2

(2.58)

Y

Analytical Example: The Chirped Gaussian Pulse

We now evaluate the pump-probe signal for a specific pulse shape: The linearly chirped

Gaussian pulse, given as

E(t) = e /i wptHor) (2.59)

Y

13
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————— B(c)
PP signal

Intensity, a.u.

Delay,t/ Te

Figure 2.2.: The analytically evaluated pump-probe signal for a unit step function re-
sponse function. Pulses are modelled as degenerate Gaussian pulses with

constant frequency (no chirp).

and shown in figure 2.3 This simple mathematical representation is an easy way to
simulate the properties of a short, spectrally broadened pulse, resembling the continuum
pulse described in section [1.2 The pulse consists of a rapid oscillation with carrier
frequency wg modulated by a Gaussian envelope with the characteristic time constant
7. In addition, the chirp constant § governs the instantaneous frequency of the field,

increasing/decreasing the frequency along the pulse.

Re {E(1)}
\

Chirped pulse
— — — Gaussian envelope

Time, t
Figure 2.3.: Linearly chirped pulse and its Gaussian envelope.

As the general expression for () only depends on |Ep,r(t)[?, which in turn only

depends on 7g, neither carrier frequency nor chirp will affect the signal contribution from
7(7) in the formalism developed earlier. Only the envelope of the pulse matters.
B(1) on the other hand, depends on the coherence of the pulses, and will thus be

14



affected by the instantaneous frequency of the pulse. Considering the case of a unit step
response function, we get the contribution from 5( ) to the pump-probe signal for a
chirped pulse by combining equations (2.59)) and ) to give

2
:1 —t? /73 pi(wpt+pt?) o= (t—7)% /7 —i(wp (t—7)+B(t—7)?)
B(T) dte e e e
2

2

_% o7 A3 T / dt e~ (t=T/D?/78 20T (t-7/2) (2.60)
Setting ¢/ =t — 7/2, we get
RN /dt,e
2
1 _7'2/47'}31/ 7—Eﬁ2 :
2
= ZTE e " (1/2TE+2TE52) (2'61)

We see that ((7) is still a Gaussian function centered at 7 = 0, and that 3(0) is indepen-
dent of the chirp, but by increasing the chirp coefficient 5, we get a much faster decay
in B(7), making its contribution to the total pump-probe signal less dominant. This is
illustrated in figure [2.4] which displays the total pump-probe signal for different chirp
coefficients . The result is not surprising, as the coherent signal relies on coherence
between pump and probe pulse. When introducing chirp to the pulses, the coherence is
reduced, resulting in a reduced coherent contribution to the total pump-probe signal.

Intensity, a.u.

Delay,t/ Te

Figure 2.4.: The analytically evaluated pump-probe signal for a unit step function re-
sponse function. Pulses are modelled as degenerate Gaussian pulses with

different chirp coefficients .
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2.3. Density Matrix Approach to Pump-Probe
Spectroscopy

We now look to a quantum mechanical evaluation of the pump-probe experiment. The
approach is similar to that of Joffre [10], using a density matrix representation to describe
the system investigated. We have thus assumed that only certain energy levels are allowed
for the system. We assume the density operator p to obey the Liouville equation [I1} p.
655], written as

d

Ldp 9p
iy = [Ho,p]+[W(i),,0]+@71875 , (2.62)

relax

where Hj is the unperturbed Hamiltonian, and W (t) = —uE(t) is the dipolar interaction
with the electric field. p is the electric dipole operator. The eigenstates of Hy are

Ho [n) = huy |n). (2.63)

The last term in (2.62) represents the relaxation of the system back to equilibrium,
assumed to follow
dp
ot
which leads to an exponential relaxation at a rate I',,,,,. In the following, we assume that

the thermal energy of the system is much smaller than the transition energies, so that
only the ground state is populated in equilibrium. (2.64) then turns into

=—Tmm (pnm - pfﬁn) ) (2'64)

relax

ap

= _an nm» 2.65
T p (2.65)

relax

where I',,,,, is a population relaxation rate when n = m and a dephasing rate when n # m.
The inverses (1/T',,,,) are known as characteristic decay times and dephasing times, often
denoted T} and T5 respectively.

We next evaluate the matrix elements of the first commutator in (2.62)):

(n| [Ho, p} |m) = {n| Hop — pHo |m)
= (n| hwy,p — phewy, [m)
= hwnm (1] p|m)
= MW Proms (2.66)

where w,,,, is the transition frequency w, — w,,. The matrix elements of the second
commutator are
(n| W, pl Im) = (n| Wp — pW [m)
= —E(t) [{n| pp [m) — (n| ppe|m)]

= —FE(t) Z [t Ptm — Prifim) - (2.67)
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The evolution equation of the density matrix elements can therefore be written as

d ,
_ (& + Wy + rnm> it (t) = E(1) ; [t (1) = ot () i) - (2.68)
We solve this by defining the Green’s function G, (t) such that it fulfills
d
- (& + 1wy + an) ihGpm (t) = 6(1). (2.69)

With the help of appendix this gives

Gom(t) = %@(t) gmwnmt—Tomt (2.70)

and

%wh@m@®@m§JMWm—%mM®. (2.71)

l

The result shows that the density matrix is a function of the Green’s function, which can
be interpreted as the impulsive response function of the system, as well as the electric
field and the density matrix itself.

The Green’s function G, (t) as given by equation is an exponentially decaying
function with a decay rate I',,, multiplied with a harmonic oscillation with frequency
wnm, the resonance frequency of the system.

With G, (t) corresponding to the response function of the system, the Fourier trans-
form G, (w) will similarly correspond to the susceptibility x(w). The Fourier transform
of equation ([2.70)) is

—1/h
W — W + Zan
1 w—wpm — Lm

B _ﬁ (w - an)2 + F%m. (2‘72)

Gum(w) =

The imaginary part of the susceptibility yields the absorption coefficient for the transition
|n)y — |m) in the system:
an

(W= wum)?2+ 12,
This means the system will have a Lorentzian absorption profile for the |n) — |m)
transition centered at wy,,, and width determined by the dephasing rate I',,,,.

With the assumption that the electric field is small, we can perform a perturbation
expansion of equation ([2.71)), writing

p(t) = pP () + p@ (1) + p®(t) + ... (2.74)

where p®) is of order p in the electric field. Given the form of equation (2.71]), the density
matrix element of order p + 1 is simply given as

a(w) o«

(2.73)

l

p%%ﬁﬁm®®@®2@wﬂWwWW@> (2:75)
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This gives a means of computing iteratively the density matrix up to a given order in
the electric field. In the following, we use double sided Feynman diagrams explained in

appendix to represent equation ([2.75)) graphically.

2.3.1. Two-Level System

We begin by applying the above equations to a system with only two possible energy
states, the ground state |g) and the excited state |e), as shown in figure 2.5

\ &)

Figure 2.5.: Energy levels in the two-level system.

With the assumption that the system has a center of inversion, such that g, and fiec
are zero, the equations for the perturbation expansion of the density matrix elements will
be given as

P () = Geg(t) ® (B(t) [pegn) (£) — o2 (pteg) ) (2.76)
PE(E) = Goolt) ® (E(t) [11ap®) (1) = o2 (t)p1ge] ) - (2.77)

The total population has to be conserved so that

PR ) =—p2(t), p>0. (2.78)

e

We further assume that the thermal energy is sufficiently small that only the ground
state is populated with no field present. This determines the time independent, zeroth
order:

P =1, (2.79)
P = 0. (2.80)

It is easily seen that the population terms given by equation (2.76) will only have con-
tributions of even order in the expansion, while coherences given by equation (2.77) only
have contributions of odd order.

The first order coherence is given by

Pl () = Geg(t) @ (E(t) [eaply) (8) = oL (t)ptcg) )
= egGeg(t) @ E(1), (2.81)

leading to the second order population

P2 (1) = Gee(t) @ (B(1) [1egpiy (1) — pl) (Dhige])
= —[fteg|*Gee(t) @ (E(t) [(Gea(t) + Gee(t)) @ E(1)]) - (2.82)
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Using the identity p'2 (t) + Pt (t) = 0, giving Pt (t) — Pt (t) = —2pt (t), the third
order coherence, given as

P (t) = pegGeg(t) ® (E(t) [p2 (1) — p2(1)]) (2.83)
can be rewritten

PR (1) = —2p1eGeg(t) @ (E(t) [p2(1)])
= g treg|* Geg(t) @ (E(t) [Geo(t) ® (E(t) [(Geg(t) + Gee(t)) ® E(W)])]) . (2.84)

2.3.2. The Rotating Wave Approximation (RWA)

With a complex notation for the electric fields, E(t) = (£(t) + £*(t))/2 inserted in the
above equations, we end up with twice as many terms. In the rotating wave approximation
(RWA) however, we only keep the terms close to resonance. For example, Geg(t) ® E(t) is
resonant, while Geg(t) ® £*(¢) is not. This is also evident from evaluating the overlap of
the functions in the frequency domain: Ge(w)€(w) is much larger than Ges(w)E*(—w),
thus giving a much larger contribution. Keeping only the resonant contributions, equation

becomes
o)1) =P G (1) @ {E(1) [Cuelt) @
(E W {Cul) EW} +ED (Gl D EON]} . (285)

2.3.3. Pump and Probe Fields

The total (complex) electric field is given as the sum of the pump and probe (test) fields:
E(t) =Ep(t) +Er(). (2.86)

The third order coherence is thus obtained by inserting this in equation . With an
experimental set-up where only the signal in the direction of the probe field is measured
however, only induced polarisation radiating a field in the same direction as the probe
field will contribute to the signal. With fields given as

Ep o ekrT, (2.87)
Ep oc kT (2.88)

the part of the induced polarisation radiating a field in the kt direction will include the
three fields Ep(t), &5(t) and Ep(tff] This gives the following three contributions to the
third order coherence when only considering the kr direction:

PGP (1) =FEE R G (1) @ () [Guelt) @
(E5(1) {Guslt) © En(t)} + Er () {Ciel) @ EOD]} . (289)

!The contribution from the term including the fields Er(t), E4(t) and Ep(t) will also have the right
direction, but as the probe field is much weaker than the pump field, we ignore this term.
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PGB (1) =EEEER G (1) @ {0 () [Geelt) © (Ex (O {Gue®) @ ELOD]} . (2:90)

HegHgetle *
pig’ () == G (1) @ {Ep(1) [Geo(t) @ (E5 (1) {Ges(t) @ Ex(OD)]}, (2.91)
where the extra index (TPP etc.) denotes the time ordering of the fields. The three
contributions correspond to the Feynman diagrams shown in figure [2.6] where the time
ordering is easily recognized. We denote the three contributions the population term
(TTP), polarization coupling term (PTP) and perturbed polarization term (PPT) [10].

. Polarization Perturbed
Population . o
coupling polarization
@ | Er @ | Er @ | p @ | Ep
Peg Peg Peg \I\!\l\!\r” Peg
2 2 2 2
p& & Ep P& Er P pie Ep
(1) (1) ST (1)
Ep | Pes Pee | &4 Pee | &5 Er | Pee
0 0 0 0
NN\N\W Pég) pé;g) % Pég) % Pég)

Figure 2.6.: Contributions to the pump-probe signal in a two-level system.

2.3.4. Pump-Probe Signal

The measured signal depends on the electric field radiated by the third order polarisation
given by
PO(t) = N (t)) = N Te{up®(1)}. (2.92)

In the two-level system, this becomes
PO(t) = N(pgepl) (t) + p1egp) (1)) = N(pgeply) () + c.c) = 2NRe{pgep) (1)} (2.93)

The third order complex polarization P () is thus given as

PO() = 2Npgep® (1), (2.94)

in accordance with the usual definition

PO () = Re{P®(1)}. (2.95)

By inserting equation ([2.94]) into equations (2.31)) and (2.33)) we get the integrated and
spectrally resolved pump-probe signal respectively.
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2.3.5. Comparison to the Classical Approach

In the case of instantaneous dephasing, Geg(t) = id(t), the medium investigated will be
frequency independent in the spectrum of the pump and probe pulses. This broad absorp-
tion spectrum was one of the assumptions when deriving the classical signal in section
2.2.1l Mathematically, the contributions to the pump-probe signal given by equations

(2.89) to (2.91)) reduce to

p&T (1) = —%&(n (Geelt) ® |Ep (1)) (2.96)
[heg [ge le .
P (1) = — TS () (Gee 1) ® ER(1)ER (1)), (2.97)
and pS;T;PPT) (t) = pfjngTP) (t) as there is no way of determining the ordering of the two

"first” fields anymore. With equation (2.31)) we get the signal from the two contributions

AU = PR i [t {JenOF (G @ &P} (299
AU (7)PTP+PPT) _ W:J—CCL\ egl !N /_ i {Ex(DEL (D) (Guelt) @ En(DE(D))} . (2.99)

These two contributions are identical to the v(7) and () terms given in section [2.2.1]
when we set Geo(t) to be the third order on-resonance response function of the system.
The population term (TPP) corresponds to the saturation term ~(7), while the polarized
coupling (PTP) and perturbed polarization (PPT) terms together give the coherent signal
B(7). Thus, in the case of instantaneous dephasing (75 = 0), the expressions for the pump-
probe signal obtained through the density matrix approach are reduced to the classical
result of section R.2.11

2.3.6. Three-Level System

In the two-level system, whatever leaves the high energy state has to enter the low energy
state. This means the pump-probe signal after the initial rise always will decrease with
increasing probe delay 7, as the high energy level is depleted. To illustrate a case where
the pump-probe signal may increase further after the initial rise, we introduce a third
level, and denote the levels |0), |1) and |2). We choose the energy of |2) close to |1), such
that ws; is considerably smaller than wig and wag, as shown in figure . By pumping |3)
and allowing the population of |3) to relax to |2), probing |2) will give a rising pump-probe
signal even after the initial increase.

We first present the equations for the third order density matrix elements, as in the two-
level approach above, before introducing the extra relaxation between the highest energy
levels. We will however make some assumptions to reduce the number of contributing
terms: As explained in section [2.3.5] the coherent artifact arises from terms where the
probe field precedes the pump pulse (PPT), or overlaps with the pump field (PTP).
In section [2.2.1] we give examples on how to reduce the coherent artifact, so that the
population term (TPP) is the main contribution to the pump-probe signal. We will
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Wao
w10

Figure 2.7.: Energy levels of the three-level system.

therefore only keep the population term in the following. We also limit ourselves to the
case of a spectrally narrow pump. The pump can thus induce only one of the transition
|0) — |1) or |0) — |2). The probe may however be spectrally broad, making it possible
to probe both transition. In addition, the rotating wave approximation is applied.

By applying equation to the three-level system, we get the equations governing

the density matrix elements:

p(1) = Go(t) ® (E (t)

A () = Guo(t) @ (E()
P = Gt @ (E()
A = Gu) © (B@)

A5 () = Gt @ (B (1)
(0)

(p (p) (p) (p)
0

H10p,

1206 (8) + 86 () = 57 (D)0 — p55 (8) 1o

1a0p () — P2 (8 ior + pzp®) (8) — p) (£) pion

11002 () — P (1) ptor + p12p® (8) — pB) (£) i

(p (») (p) (p)
0

H20P

and, by choosing p;, = 1 as earlier,

0) (t) = p11 ()10 + pazpsg (t) — pry () p2o

1 1oL | 1
N——r N N N~

5 (8) = P50 (t) oz + pan iy (£) — P57 (),

R == [+ 0], >0,
since the total population is constant, giving
Tr{p®(t)} =0, p>0.

We next evaluate the density matrix elements for increasing order p.
Zeroth Order

We have already chosen the initial condition

which means
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First Order

Only two matrix elements are non-zero to first order:

P%) (t) = Guo(t) ® (E(t) [Mlol)(()%) (t)D
= p0Go(t) ® E(t),

o (1) = Golt) © ( (1) [aonff (1)) )
= p20Gao(t) ® E(t),

while
1 1 1 1
P () = p (1) = pi (1) = Py (1) = 0.

Second Order

To second order, the coherence terms are

A1) = Guo(t) @ (B() [manly) (1)])
= piap20G10(t) @ (E(t) [Gao(t) @ E(2)]),

o5 (6) = Goo(t) ® (E(1) [l ()] )
= p2110G20(t) ® (E(t) [Gro(t) ® E(1)])

P (8) = Gn(t) @ (B(®) a0l (6) = o5 (Do)

= —paoito1G21(t) ® (E(t) [(Goi(t) + Gao(t)) @ E(t)]).

(2.109)

(2.110)

(2.111)

(2.112)

(2.113)

(2.114)

These three terms require that the first two fields are able to induce two different transi-
tions in the material. As we are limited to the case when the two first fields interacting
with the system are the pump, which is only able to induce one transition, these transi-
tions will not contribute to the pump-probe signal. The transitions are shown in figure

2.8
&p 2 2 2
Pgo) Ep Péo) ﬂél) fo
1 1 1
Ep Pgo) Ep Pgo) Ep Péo) %
0 0 0
N P(()o) Péo) N ,0(()0)

Ep

2
Pg 1)

1
pé 1)

Ep

0
Péo)

o,

Figure 2.8.: Excitation of second order coherences in the three-level system.
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Further, we have the population terms

A1) = Gu(t) @ (B [mopl) (1) — plf) (Do)
= —lmol’Gu(t) @ (E(t) [(Gro(t) + Gui (1) @ E(t)]), (2.115)

P2 (1) = Gaalt) @ (B () [maonll) (1) — o8] ()ic])
= —lpao*Gaa(t) @ (B(1) [(Gao(t) + Goa(0) @ E@)]),  (2.116)

shown in figure [2.9] These population terms require pumping of only one transition and
thus contribute to the pump-probe signal.

2 2 2 2
Pgl) & Ep Pgl) 1052) & Ep P§2)
1 1 1 1
Ep Pgo) P((n) & Ep Pgo) P(()2) &
T () o | "My, Y] o |,
Poo Poo Poo Poo

Figure 2.9.: Excitation of second order populations in the three-level system.

The transitions giving the third population term p(()%) (t) are shown in figure The
simplest way to find this term however is through

o) == [0+ pR )] (2.117)

as the total population has to be conserved.

&p 5 9 | Ep &p 9 9 | Ep
,0(()0) Péo) P(()o) Péo)
1 1 1 1

Ep Pgo) P(()l) & Ep Péo) P(()2) &
0 0 0 0

M\I\N\W P(()o) P(()o) M\I\N\W P(()o) P(()o)

Figure 2.10.: Transitions contributing to p(()%) (t) in the three-level system.

Third Order

To third order, ignoring non-contributing second order coherences as explained above, we
get

A3 (1) = Gro(t) & (B(®) [monts) (1) = Y (Do ) (2.118)
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53 (t) = Ginlt) & (B(t) {2008 (1) = 5 (o] ) (2.119)
A5 (1) = Gn(t) & (B() (o (0) = o (] ) (2.120)

3 3
P () = pl (1) = 0. (2.121)

The transitions giving these coherences are shown in figure 2.11 With wyg and wsyy
much larger than wsy;, we choose the spectrum of the probe such that it can induce both
|0) — |1) and |0) — |2) transitions, but not the |1) — |2) transitions. We therefore ignore
the term pg? (t) in the following, as it does not contribute to the pump-probe signal.

3) 3)

Er | Pio Er | P
2 2
NN\N\W IO(()O) N!\I\N\W ,0(()0)

Figure 2.11.: Excitation of third order coherences in the three-level system

With the identity
2 2 2
pho (£) + p2 () + p53 (1) = 0, (2.122)

we rewrite equations and as
P = ~Guot) @ (B() 201003 (8) + puopf ()] )
= 110G1o(t) ® (E(lf) [2|M10|2011(t) ® (E(t) [(Gro(t) + Goi(t)) ® E(t)])

+ a0 *Galt) @ (E (1) [(Gao(t) + Gon(1)) © E(D)) | ).
(2.123)

P2 (1) = —Gao() @ (E(1) 20120083 (1) + iaop3 (1))
= 20Go(t) © (1) | 2lua0l*Galt) @ (B(E) [(Gao(t) + G (1)) © E(1)))

+ PG (t) ® (B(1) [(Grolt) + Gon (1)) © B ]).
(2.124)
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With the relation between polarization and the density matrix given in equation ([2.92)),
only including contributing terms gives

PO(t) = 2N |01 pf3 (1) + po20y) (1)) (2.125)

The integrated and spectrally resolved pump-probe signals are then obtained by inserting

for PG)(t) in equations (2.31]) and (2.33).

2.3.7. Relaxation in a Three-Level System

The formalism presented this far assumes that that the exited states relaxes to the ground
state only. This is valid in a two-level system as there is "nowhere else to go”. With three
levels however, there is a possibility for state |2) to relax to state |1). We next assume
that both processes occur, and denote the fraction relaxing to |0) as 799 and the fraction
relaxing to |1) as 72;. The relaxation term given in the evolution equation for density
matrix elements p;; will then include relaxation from pss and is Writtenﬂ

5,011
ot

= —T'1p11 + na1la2p20, (2.126)

relax

assuming only the ground state is populated at thermal equilibrium. The evolution
equation has to be rewritten as

d , ,
(dt + Fn) ihpn(t) = E(t) > [pupn(t) + pu(t) ] — ibnnTapan(t),  (2.127)
z
giving

pui(t) = Gu(t < Z pupi (t) + pu(t) ] — Z'7;“721132,022(15)) . (2.128)

l

The expression for psy(t) is unaltered. We rewrite the perturbation expansion of pgﬁ) (t)
as

AV (1) = Cu(h) ® (E<t>z P (0) 4 o) (D —mnmrgzpé’;“)(w) - (2129)

l

As p(p )( t) = 0 for p < 2, the above expression deviates from the one previously presented
first to second order in the perturbation expansion. Thus, to include relaxation in our
model, we only have to substitute equation (2.115)) with

A1) = G @ (BQ) [rmopld (1) = ol (Dior | — ibmaTaop@ (1) . (2:130)

2Note that the evolution equation for pys is unaltered, and that we still write pgg = 1 — p11 — pas.
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2.4. Semiconductors

While all the cases given above treats optical transitions between discrete energy levels,
the energy states of semiconductors are broadened, forming energy bands. Semiconduc-
tors are transparent to light with too little energy, but when the incoming photons exceed
the "energy gap” of the semiconductor it can absorb a wide spectrum of frequencies. Fig-
ure shows the energy band structure of the semiconductor gallium arsenide (GaAs),
with energy given along the y-axis, and momentum or wave vector k along the x-axis
for different directions in the crystal structure (A,A, etc.). As photons carry very little
momentum, optical transitions are drawn as vertical arrows in the diagram. Phonons
on the other hand, carrying little energy, but more momentum, will induce horizontal or
slanted horizontal transitions. The difference in energy between the highest peak of the
valence (low energy) band and the conduction (high energy) band in GaAs is 1.43 eV [12],
meaning GaAs will absorb light with shorter wavelength than about 867 nm, bringing it
into a photoexcited state. As the peak of the valence band and valley of the conduction
band are at the same k-vector I', the material is known as having a direct band gap,
meaning an optical transition will directly excite the material. In an indirect band gap
semiconductor such as silicon (Si), excitation of the material with energy slightly above
the band gap requires a phonon interaction as well as an optical transition for the electron
to "reach” the lowest valley of the conduction band. The band structure of Si is given in

figure [2.12b]

GaAs Silicon

i>\ A

DY

V)

Energy (eV)
IN o =3

Energy (eV)
IS ) =)

U/ | <
L[I11] T [100] X UK [110] T L[l11]] T [100] X UK [110] T
(a) Gallium Arsenide (GaAs). (b) Silicon (Si).

Figure 2.12.: Semiconductor band diagrams [13].

With this in mind, there will be some inherent differences in the absorption dynamics
between the semiconductor and the discrete energy level systems presented so far. When
exciting a semiconductor, electron transitions will occur vertically in the band diagram at
the k-vector value(s) where the band gap match the energy of the excitation energy. The
result is a great range of absorption frequencies as opposed to the narrow, symmetrical
absorption of the discrete levels. This will render many of the equations presented so far
inadequate for a semiconductor, as they have been derived assuming discrete levels. We
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will however work around this with an alternative model for the absorption mechanics in
semiconductors.

Another effect introduced with the band diagrams is the ability for carriers to re-
distribute through electron-electron and phonon-electron scattering. Through electron-
electron scattering, the initially excited "hot carriers” thermalize rapidly to a broader
carrier distribution in the conduction band. At a longer time scale, the excited carrier
distribution will cool through phonon-electron scattering. As phonons carry much less
energy than electrons (kg7 = 0.024 eV) carrier cooling is a slower process. On the other
hand, phonons can have a considerable momentum, giving large horizontal transitions in
the band-diagram, allowing scattering of the electrons into satellite valleys, illustrated by
horizontal arrows in figure [2.13

In e.g. GaAs, there is more than one valence band, as seen in figure 2.12a] When
pumping with high enough energy, this results in several possible optical transitions as
shown in figure 2.13] Electrons excited from the light hole (lh) and heavy (hh) hole
bands, will therefore be excited to a much higher energy state in the conduction band
than electrons excited from the split-off (so) hole band. Multiple hole bands will also
affect the probing of the sample, as more than one transition is probed when the energy
of the probe is high enough to couple the split-off band and conduction band.

GoAs
—

hy=1.99eV

— —
REDUCED WAVEVECTOR

Figure 2.13.: Optical transitions and phonon scattering in GaAs pumped at 1.99 eV [14].

2.4.1. Experimental GaAs Pump-Probe Data

Figure shows the result of a spectrally resolved pump-probe experiment of GaAs
performed by Schoenlein et.al. [15, [16]. In the experiment, the sample was pumped by a
laser pulse at 1.99 eV and probed with a continuum pulse. The probe energy as well as
the change in transmission AT'/T is given for each of the normalized pump-probe curves.

The original article explains how the initial peak visible for certain probe energies in
the data originates from a fast relaxation process. Experiments with chirped pulses and
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pulse polarization dependence of the peak, as well as different pulse durations concludes
that the peak is not a coherent artifact.

GaAs
AT
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Figure 2.14.: Spectrally resolved pump-probe data for GaAs pumped at 1.99 eV [15] [16,
17.

The article authors assign the rapidly decaying peak at energies close to the pump
energy to fast thermalization through electron-electron scattering. The fast initial rise
at other energies is also explained by electrons redistributing in the conduction band
through thermalization.

For longer probe delay times, the signal is governed by carrier cooling in the conduction
band through phonon scattering. The carrier distribution moves towards lower energy,
increasing the differential transmission signal for probe energies below the pump energy
while decreasing the signal for probe energies exceeding the pump energy. For probe
energies below 1.78 eV however, the energy of the probe is no longer sufficient to probe
the split-off to conduction band transition, giving one less contribution to the signal. The
remaining contributions come from probing the transition from the light and heavy hole
bands to the conduction band, close to the energy of the initial population excited from
the split-of band. This gives a quite constant transmission signal, with a small initial
peak due to the thermalization of this initial population. For even lower probe energies,
the transmission signal again increases for long probe delays.

Scattering to the satellite valleys may contribute to an increase in the signal, as the
carriers return from the valleys on a picosecond time scale. It is however not easy to
determine the size of this contribution from the pump-probe data presented.
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2.5. Modelling the Pump-Probe Signal in
Semiconductors

Because of the energy bands of semiconductors as opposed to the discrete energy levels
in the density matrix approach, a different formalism should be applied to explain results
from semiconductor experiments. A thorough numerical study by Bailey et al. [18] gives
an exceptionally good fit to the experimental data from Schoenlein et al. presented above.
They apply a Monte Carlo method for modelling electron and hole dynamics and use a
30 band k - p method to determine the energy states and density of states of the system.

We wish however to present a simpler approach to explain the main characteristics of
the GaAs results. The model presented uses a naive approach to the dynamics in the
pump-probe experiment. The interaction between field and population is however similar
to the basic idea in the article by Bailey et al.

We let the population N(w),, at time t, be affected by the pump pulse Ep(w);, and
the previous population N(w);, ,through

N(@)e, = [Ep()e, |* - aw) + (1 = Taceay) - N (@)t (2.131)

where Tqecay 18 the decay rate of the population, and a(w) is the absorption spectrum of
the system.

Next, we assume that the absorption of a test pulse Et incident on the sample is
directly related to the excited population N (w)ﬂ The excited population acts to reduce
the absorption, resulting in a signal of increased differential transmission proportional to
the excited population and the absorption spectrum. We write this numerically as

AT(w; ), = |Br(w; 7)), |* - a(w) - N(w),,, (2.132)
or, to model an experiment with a slow, time integrating detector

AT(wir) = [Br(w;),[* - a(w) - N(w)s,- (2.133)

tn

We will next show how this model is related to the density matrix approach.

2.5.1. Comparison to the Density Matrix Approach
The analytical equivalent to equation (2.131]) is the differential equation

ONLD) | (e, ) - ) = e - N0, (2130

We rewrite this as 5
(a + r) N(w,t) = |Ep(w,t)* - a(w), (2.135)
and use appendix to solve the ODE. This gives
N(w,t) = G(t) @ |Ep(w,t)]* - a(w), (2.136)

30r more correctly the population difference between the ground and excited state.
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where we have defined the Green’s function G(t) as
G(t) =0O(t)e ™™, (2.137)

and O(t) is the Heaviside step function. To separate out the time and frequency we
denote the frequency distribution of the field as gp(w) and the time dependency of the
field as fp(t) to give

N(w,t) = Gt) ® fp(t)?* - a(w) - gp(w)?. (2.138)

In the case of a transform limited Gaussian pump pulse, both gp(w) and fp(t) are Gaus-
sian functions. To verify the model, we will show how it relates to the results for a
two-level system from section [2.3

From section [2.3.3] we have that the population in the exited state for the case where
the pump pulse proceeds the probe is given as

PR (1) o¢ Gee(t) © (55(75) {Geg(t) @ Ep(t)} + Ep(1) {Ge(t) © 5{5(t)}> : (2.139)

This expression does not tell us the energy distribution of the population, other than
that it is close to the energy of the exited state. We know however, given the response
(Green’s) functions treated earlier, that the absorption spectrum «a(w) of the excited state

is a Lorentzian function T
2

T3 (w — weg)?+ 17
centered at the resonance we, and with peak width determined by the dephasing time 75.
In the case of a short dephasing time, the system will have a broad absorption spectrum.

The equation for N(w,t) presented above, gives the frequency distribution explicitly.
We integrate out the frequency dependence to be able to compare it to the expression for
the density matrix element, obtaining

N(t) = G(t) @ folt)? - G5, (2.141)

a(w) « (2.140)

where
L= /dw a(w)gp(w)?. (2.142)

When investigating a system with a broad absorption spectrum «(w), we can treat the
frequency distribution of the pump pulse gp(w)? as a delta function §(w — wp), and the
above expression reduces to

15

Cp = /dw a(w)d(w —wp) = a(wp) = T2 or —wa P+ 1 (2.143)

We will now show how to regain the expression for the population N(¢) from the

expression for the density matrix element pé? (t) given in (2.139):

E4 (1) (Gualt) © E0(0)} = Jolt)e™ [t O(F)e e 1T foft = )t

= fp(t) / dt’ O(t')emwest o7/ T2 L fi(t — )P ™) (2.144)
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With a short dephasing time 75 compared to the length of the pulse, the integral will
only depend on small values of ¢ and we will have fp(t—t') = fp(t). With Qp = wWp — Weg
as the offset frequency, we get

En(t) {Geg(t) @ Ep(t)} = fo(t)? /O T g i1/t

1
= fo(t)? ——
fo(®) 1/Ty — iQp
14+ 7T50p
= 2Ty 2.14
el e mee (2.145)
Similarly, we get
. —iTHp
Ep() {Ge(t) @ Ep(1)} = fo(t)? - W’ (2.146)
so that
P (1) x Geo(t) ® fo(t)? - _ I (2.147)
ee 1 + T22912)7
where we recognize the term
T
—— =y 2.14
1+ T30 Cr (2.148)
from above. With Ge.(t) = G(t) we get
N(t) = pl2 (1), (2.149)
and ,
N(w.t) = S o (2150)
Cp
which establishes the relation between N(w,t) and p& (t).
The analytical counterpart of equation (2.133) is
AT(r) = / Br(w, £ )2 a(w) - N(w, t)dt
1
/ it 7)) - al) - o) - g0 ) ()
— Gl () grl [ ) o2 0 (2151)
P

where we have inserted for N(w,t), fr(t;7) is the time envelope of the test pulse,
and gr(w) is the frequency distribution. 7 is the delay of the probe (test) pulse with
respect to the pump. By choosing a broad distribution gr(w), we can model probing with
a spectral continuum, which in turn can give a spectrally resolved result. To simplify the
math however, we will choose gr(w) = gp(w), which represents a degenerate experiment
where the pump and probe pulses are identical.
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We integrate over all frequencies by assuming gp(w) and gr(w) as delta pulses as before,
to obtain

AT(1) = % /00 a(w)*§(w — wp)d(w — wr)dw /00 fo(t;7)?- pgz)( t)dt

1
= &5 -ollorn) / el 2 0101

= C’w/ fr(t; )2 pP(t)dt, (2.152)

when wp = wr.
The spectrally integrated signal is given in section [2.1.2| as

AU(T) /OO dtIm{ET(t)P(3)*(t)}

—00

oc/oodtlm{ET(t) [Ge (1) @ {E3(t pee()}}}. (2.153)

o0

As above, we evaluate the integrand in the case of rapid dephasing:

Ex(t) [C2(t) ® {E:(0pP (0)}] = — fult)e " / dt' O(t)e =" 17 . fu(t — 1)p2) (1)

~— P20 [t et
0

1 —iTyQr

— 2,2 )., 2
f()pee() 21+T229r2r’

(2.154)

where we have assumed that both fr(t —¢') and Pt (t — t') are almost constant in the
short time interval ¢ contributing to the integral because of the limiting term e~*/72.

Combining (2.153)) and (2.154)), the spectrally integrated signal is given as

AU(r) o C% / Felt; 7)o 2(0), (2.155)
where
w I3
O =17 TR (2.156)

Comparing equation ([2.155)) with , we see that the model reproduces the results
of section for a two-level system with Lorentzian absorption, when the dephasing
time is short compared to the pulse width, and the pulse is spectrally narrow compared
to the absorption spectrum of the system. The model does not however include the
contributions to the pump-probe signal where the probe precedes the pump pulse. Thus
no coherent artifact will be present in the results obtained with this model.
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2.5.2. Including Scattering Effects in the Semiconductor Model

The model does only reproduce the density matrix result at certain conditions. The
validity of the model may therefore be questionable when choosing other conditions. The
strength of this model is however that the absorption spectrum of the system can be
chosen as any spectrally broad function and is not limited to the Lorentzian function
resulting from the approach in section 2.3] The absorption spectrum can therefore be
chosen to mimic that of a semiconductor, with an abrupt absorption edge and a broad
absorption spectrum. Furthermore, more contributions can easily be added to the time
evolution of the population N(w), making it possible to include more effects in the model
such as phonon scattering.

When modelling the transmitted signal in a semiconductor, the hole population in the
valence band(s) is just as important as the electron population in the conduction band(s).
We should therefore rather use

AN (w)t, = Ne(w)s, + Nu(w)y,,, (2.157)

n

instead of just N(w) in the expressions above. N, and Ny are the electron and hole
population respectively. We see from the part of the band diagram for GaAs in figure
that the hole bands are significantly less steep than the conduction band, making
the low energy phonons much more effective scatterers in the valence band. To simplify,
we will therefore assume a flat hole band with very rapid scattering as shown in figure
[2.15] This means the hole energy is equal for every k-value, and holes are equally likely
to scatter to both higher and lower values of k. As all holes have the same energy, we let
Ny (w) refer to the population at a certain k-vector corresponding to the energy w of an
electron in the conduction band with that particular k-vector.

In the conduction band, we assume the electron population to cool through phonon
scattering. This will however happen at a much slower rate than the scattering in the
hole band because of the steepness of the conduction band, making the low energetic
phonons less effective scatterers. All scattering processes are still sufficiently fast that
optical electron-hole recombination can be neglected for the time delays investigated
(~ps). Rather than equation ([2.131)), we use

N()i, = [Ep(@)e, | - alw) + S [N (), ] (2.158)

where S is some appropriately chosen function representing scattering. In the conduction
band, we model scattering as

Ne(w)y, = |Ep(w)e, |* - a(w) + Ne(w + se )¢ (2.159)

n—1°

The population is still pumped by the incoming field (arrow 1, figure [2.15]), but rather
than decaying to the ground state, it shifts to lower values of w with time at a rate s,

(arrow 3, figure [2.15]).
In the hole band we model the scattering as

My(@)t, = [Ep(w)e, |* c(w) + (1= s0) Nu (W), +50 [ Nu(w)e,,_, dw- N, ()

TN ) (2.160)
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The hole population is also pumped by the incoming field. With time, the population
redistributes to become proportional to an equilibrium distribution Ny*(w) at a rate sy,

(arrows 2, figure [2.15]).

E(k)

Figure 2.15.: Electron/hole transitions in the simplified model: The electrons are first
pumped from the valence to electron band(1). Because of the flat valence
band, the holes redistribute quickly(2) while the electrons in the conduction
band cool at a slower rate(3).
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3. Results and Discussion

All results are numerical simulations obtained from Matlab scripts based on the results
from the theory section.

3.1. Classical Approach

The pump-probe signal resulting from the classical approach as given in equations (2.49))
and ([2.50)) is evaluated numerically for a degenerate pump-probe experiment with Gaus-
sian pulses of duration 7g. A typical exponentially decaying response function

AB (1) = O(t)e /™ (3.1)

is chosen, where O(t) is the step function. The limiting cases 7 = 0 and Tq = oo give the
delta function and step function treated analytically in section Figure |3.1| shows
the normalized result for some values of the characteristic response decay time of the
system 7g. This clearly shows that when the material response time is on the same time
scale as the pulse duration, the shape of the resulting pump-probe signal is governed by
the pulse rather than by the system investigated.

Intensity, a.u.

N
o
o L

Delay,t/ T

Figure 3.1.: Normalized pump-probe signal for different response function characteristic
decay times 7 probed width Gaussian pulses of duration 7.
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3.2. Density Matrix Approach - Two-Level system

We use the results from section to simulate the pump-probe signal for a two-level
system. Figure shows the result when pumping and probing with Gaussian pulses
at the resonance frequency of the system. We have introduced a finite dephasing time
T2 = QOTE

3 — — — Population
(:: ————— Polarization coupling
= e Perturbed polarization
3 // — — — Coherent signal
< N Pump-probe signal
N\
— N
RINN
£ NN
= 1 M T I 1 1 1 )
-3 -2 -1 0 1 2 3 4 5 6 7
Delay,t/ Te

Figure 3.2.: Contributions to the integrated on-resonance degenerate pump-probe signal
for a system with dephasing time 7% = 2075.

Comparing with figure 2.2 it is clear that the introduction of finite dephasing changes
the contributions to the signal. While the perturbed polarization contribution is sym-
metric around zero delay time, a shift towards longer delay has been introduced to the
polarization coupling contribution. As the coherent signal is the sum of these terms as
explained above, the coherent signal will also shift towards longer delay. Furthermore,
the figure shows a positive shift in the population term, which no longer has its half-
maximum value at 7 = 0. According to Chachisvillis et al. [19], these shifts are due
to the symmetry of the time ordering of the fields. The time ordering of all pump and
test fields involved in the perturbed polarization is TPPT, while for the population and
polarization coupling terms it is TTPP and TPTP respectively (with the rightmost letter
giving the first field and so on).

What is also evident from comparing with figure is the reduced contribution of the
coherent signal compared to the population term. While the coherent term peaked at
half the maximum value of the population term in the case of instantaneous dephasing,
it is slightly smaller with the chosen finite dephasing time. At zero delay however, the
coherent term equals the population term, as always.

None of the terms in the integrated pump-probe signal contribute for large negative
delay times, as one would expect. When looking at the spectrally resolved signal in figure
however, there is a considerable signal at some frequencies for negative delay times.
We still pump the system with a Gaussian pulse centered at the resonance frequency
(wp = weg), but use a chirped Gaussian for continuum probing to get a stronger signal
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for frequencies far from resonance. By evaluating the different contributions to the sig-
nal, shown in figure [3.4] it is evident that the negative delay contribution comes from
the perturbed polarization term. Due to regions with negative differential transmission
however, the spectrally integrated signal is zero for large negative delays. It should be
mentioned that the perturbed polarization depends strongly on the dephasing time. This
is treated further in section 3.3l

Another feature of the spectrally resolved signal of figure is the areas in delay-
frequency space with negative differential transmission. Figure [3.4] shows that the per-
turbed polarization term is responsible for this feature for large negative delay times.
Close to zero delay, both perturbed polarization and polarization coupling contribute to
this feature. At these frequencies, the system will therefore exhibit induced absorption
rather than induced transmission of the probe for certain delay times.

-
// ////?;,
7

%
£

.
.
-

Intensity, a.u.

-

=

-y

0

Frequency, -0, Delay, r/rE

g

Figure 3.3.: Spectrally resolved on-resonance pump-continuum probe signal.
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Intensity, a.u.

0

Frequency, -0 Delay, r/rE

(a) Population term.

//

Intensity, a.u.

Frequency, m—weg Delay, r/rE

(b) Polarization coupling term.

Intensity, a.u.

0

Frequency, -0, Delay, v/t

(¢c) Perturbed polarization term.

Figure 3.4.: Contributions to the spectrally resolved on-resonance pump-continuum probe

signal.
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We next evaluate the off-resonance response of the two-level system. A pump-continuum
probe simulation is chosen, as the system will have a great response for frequencies far
from the pump central frequency, wp. As we pump off-resonance, the pump-probe signal
will naturally be weaker compared to on-resonance pumping. What is more interesting is
the shape of the normalized integrated signal, as shown in figure[3.5] The figure gives the
normalized pump-continuum probe signal at different offset frequencies wp — weg, With
T, = 207g. The initial peak in the signal is clearly increasing with the offset.

Intensity, a.u.

Delay,t/ Te

Figure 3.5.: Normalized pump-continuum probe signal at different offset frequencies.

The initial peak has in the on-resonance case been the result of the polarization coupling
and perturbed polarization terms. Taking a closer look at the signal contributions for
wp — Weg = 0.3 shown in figure however, the population term also shows a somewhat
delayed initial peak. This indicates that the pump excites an additional short-lived

population when pumping off-resonance.

§ Pump-probe signal
> / — — — Population
[ 2 Polarization coupling
£ S R Perturbed polarization
S
-
. N e
-3 -2 -1 0 1 2 3 4 5
Delay,r/rE

Figure 3.6.: Contributions to the pump-continuum probe signal at offset wp — weg = 0.3.
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An interesting feature of figure is that the polarization coupling term is negative for
short positive delay times, while the perturbed polarization term is negative for short neg-
ative delay times. These features are however not easily recognized in the total integrated
signal.

The spectrally resolved signal in figure shows that off-resonance pumping will still
give a signal at the resonance frequency of the signal for long delay times. For shorter
delay times on the same time scale as the pump pulse however, the signal is shifted
towards the frequency of the pump, with a tail extending towards the pump frequency.
The signal shows the same features as the on-resonance signal, but an asymmetry has
been introduced with the offset of the field.
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Figure 3.7.: Spectrally resolved pump-continuum probe signal at offset wp — weg = 0.3.

Figure giving the contributions to the spectrally resolved signal, shows that the
population term, as well as the short lived initial population, is still centered at the
resonance frequency of the system. The asymmetry as compared to the on-resonance
signal is thus introduced with the polarization coupling and perturbed polarization terms.
The rather small negative contributions to the integrated signal are easily recognized as
major contributors to the spectrally resolved signal. At frequencies right below resonance,
when pumping with a positive offset, there is considerable induced absorption for negative
time delays. This feature is greatly enhanced in comparison to the on-resonance signal.
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Figure 3.8.: Contributions to the spectrally resolved pump-continuum probe signal at

offset wp — weg = 0.3.
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3.3. Extracting Information from the Coherent Signal

The coherent contribution to the pump-probe signal is often referred to as the ”coherent
artifact”, meaning it is just an unwanted spike in the pump-probe signal. It might however
be possible to extract some information on the dephasing of the system from the coherent
signal. This was proposed by Balk and Fleming [20], and has been further investigated
by Chachisvilis et al. [19].

In a system with instantaneous dephasing (7 = 0) and slow population decay (T} —
o0), we have from section that the coherent signal in a degenerate experiment always
gives the electric field autocorrelation squared. The signal is thus symmetrical around
zero delay, and only pulse parameters determine the shape of the pulse. With finite
dephasing however, the simplifications in section [2.3.5 can not be carried out, and the
symmetry breaks down. As shown in figure [3.2] the contribution from Perturbed polar-
ization maintains its symmetry around zero delay, while both the population contribution
and the polarization coupling are shifted towards longer delays.

To investigate further, we simulate the pump-probe signal for different dephasing times.
The results, consistent with the article by Chachisvilis et al. [19] are illustrated in figure
for the total pump-probe signal, and figure where only the coherent signal is
shown. Both figures show scaled signals from degenerate Gaussian pulses of duration 7.
By increasing the dephasing time, the coherent signal as well as the total signal shifts
towards longer delay times. The initial peak in the total signal signal is also greatly
reduced for long dephasing times.

Intensity, a.u.

Delay,t/ Te

Figure 3.9.: Pump-probe signal for different dephasing times.

As shown in figure [3.3] the spectrally resolved signal can have a considerable signal
for negative delays close to the resonance frequency of the system. This signal is greatly
affected by the dephasing time which can be seen when evaluating the spectral component
of the signal corresponding to system resonance. As shown in figure [3.11a] and [3.11b]
increasing the dephasing time 75 results in small shifts towards longer delay times 7
to the population and polarization coupling contributions. The greatest change to the
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Figure 3.10.: The coherent contribution signal for different dephasing times.

signal however, is the contribution from the perturbed polarization shown in figure [3.11d
Increasing the dephasing time gives a large signal for negative delay times, making it
the primary contribution to the spectral component corresponding to system resonance
in the pump-probe signal for these delays. As long as the dephasing time is longer than
the pulse duration, the shape of this spectral component is determined by the dephasing
time. As evident from the figures given so far is this only seen in the spectrally resolved
signal, as the perturbed polarisation contribution will cancel at long negative delays when
integrating over all frequencies.

Using the dephasing dependence of the signal presented here to extract quantitative
information on the dephasing time is however not straightforward. Filtering out only the
desired part of the signal is not an easy task, and other processes are likely to influence the
signal. Further examples of how the dephasing time may be extracted from the coherent
signal are given by Chachisvilis et al. [19], but the same article also emphasizes the risk
of overinterpreting data from pump-probe experiments. We will therefore not pursue this
further, but refer the interested reader to the original article.
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(c) Perturbed polarization term.

Figure 3.11.: Contributions to the spectral component of the pump-probe signal corre-
sponding to the resonance frequency of the system.
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3.4. Density Matrix Approach - Three-Level System

Degenerate pump-probe experiments of a three-level system with spectrally narrow fields
will be no different from the two-level case when relaxation from |2) to |1) is not allowed.
The pump will excite either [1) or |2) (or neither), and the test pulse will probe the decay
from the excited state to the ground state |0).

A continuum probe however, gives a different result. The simulated signal of pumping
of |2) and probing with a continuum pulse is shown in figure 3.12] Only the population
term is included, as in the derivation of the expressions in section [2.3.6] It might seem
strange that there is a contribution from |1) at all in the figure, as only |2) is pumped.
The signal from |1) is however due to the depletion of the ground state, rather than
population of |1), which reduces the likeliness of the [0) — |1) transition. The high
frequency signal is due to both population of |2) and depletion of |0), and is therefore
twice the size of the low frequency signal. Pumping of the low state will give identical
results, but with |1) contributing twice that of |2).

Pump-probe signal
— — — Contribution from |2>
N N e Contribution from |1>
>
©
2
‘B
c
(0]
<
-20 0 20 40 60 80

Delay,t/ T

Figure 3.12.: Pump-continuum probe signal when pumping the high level of a three-level
system.

The fact that the relaxation of |2) to |0) is the only evolution of the system means the
shape of the signal contribution from |1) is determined by the relaxation rate of |2). No
information of dynamics of |1) can thus be obtained by pumping |2) when no relaxation
from |2) to |1) is allowed.

Another feature of figure is the small positive shift of the contribution from |1)
compared to that of |2). This is because the continuum probe is modelled as a positively
chirped pulse (as in figure , where high frequencies precede low, so that the high
energy transition |0) — |2) is probed slightly before the low energy transition |0) — |1).

The spectrally resolved signal is shown in figure This shows the contributions
to the signal at the respective transition frequencies wyy = 2 and wyy = 2.5, and shows
the spectral widths of the energy levels, but gives otherwise no additional information to
figure |3.12]
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Figure 3.13.: Spectrally resolved pump-continuum probe signal when pumping the high
level of a three-level system.

By including relaxation from |2) to |1) as derived in section a signal rise for long
delay times is possible in the spectrally resolved signal. The conditions that need to be
fulfilled in obtaining this are a fast |2) — |1) transition and a slow |1) — |0) transition
with |2) decaying mainly to |1) instead of |0) (1791 &~ 1). The integrated signal from the
simulation of such a system is shown in figure and the spectrally resolved signal in
figure [3.15] The total pump-probe signal is still decaying for all positive delays, but the
contribution from |1) at w;g = 2 shows an increase after the initial onset before decaying
for longer delay times. The contribution from |2) displays a fast decay.

The total pump-probe signal in figure [3.14] can be seen to decay in two steps as it is
the sum of the rapidly decaying population in |2) and the slowly decaying population
in [1). The two step relaxation occurring at two different rates can therefore be easily
recognized even in the frequency integrated signal.

The contributions from |1) and |2) shows resemblance with the highest and lowest
energy experimental results in figure [2.14] obtained from GaAs. Although GaAs has
energy bands, rather than discrete levels, some of the pump-probe response can thus be
reproduced with this simple model. This is however impossible in a two-level model, as
the pump-probe signal in that case always will show a constant decay after the initial
rise for every frequency probed.
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Figure 3.14.: Pump-continuum probe signal when pumping the high level of a three-level
system where |2) — |1) relaxation is allowed.
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Figure 3.15.: Spectrally resolved pump-continuum probe signal when pumping the high
level of a three-level system where |2) — |1) relaxation is allowed.
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3.5. Semiconductor Model

We apply the equations of section to simulate the pump-probe signal for a semicon-
ductor.

A Gaussian pump pulse centered at 2 eV with a spectral width of 0.2 eV is chosen.
The probe is also a Gaussian pulse centered at 2 eV, but spectrally wider than the pump
to detect the pump-probe signal at different energies. To keep it simple, we let a(w) be
constant for the probed spectrum. We also let the equilibrium hole distribution Ny%(w)
be constant for these energies. The scattering rates s, and s, have been set to 0.3/75 and
0.15/7 respectively such that the electric pulse is short enough that ”material properties”
determine the signal. These particular parameters have been chosen in an attempt to
reproduce the experimental data from section [2.4.1. The result of the simulation is given
in figure for different probe energies close to the pump energy.

2.20eV

212eV

2.04 eV

1.96 eV
1.88 eV

Intensity, a.u.

W

1.80 eV

1.72 eV

Delay 1, a.u.

Figure 3.16.: Numerical results for a ”semiconductor” pumped at 2 eV, for different probe
energies.

Comparison with the experimental data in figure shows the same tendency at long
delay times of a rising signal for probe energies below the pump energy and decreasing
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signal for energies above. For shorter delay times, there is an initial peak for probe
energies close to the pump, and an initial rise, but no peak for energies far from the
pump. In the articles by Schoenlein et.al. [I5] [16] this feature is explained by a hot
electron population cooling through electron-electron scattering. In our model however,
the peak is the result of fast phonon scattering in a hole band modelled as being flat in
energy space.

As the model does not take into account the split-off hole band transition, it fails to
reproduce the signal for low energies. We have therefore not included the result for lower
energies than 1.72 eV. Already at this energy, there is a mismatch between our result and
the experiment. At high energies, the model also fails. While the experimental signal
decays to zero, the still large hole population in the model maintains a considerable signal
for long delay times.

From the experimental data it is clear that the signal decays at energies above pump
energy and rise below pump energy for ~ps delay times. In our model, the signal shows a
decay even right below the pump energy. With the assumption of a slowly cooling electron
population, the modelled signal will decay even at the pump energy, which seems to be
inconsistent with the experimental data. A solution to this may be to include scattering
to/from satellite valleys in the model: If we assume that electrons are scattered rapidly
by phonons to the X and L valleys by the pump, the satellite valley may function as
a reservoir of electrons. These electrons can however not cool significantly, as they are
already close to the satellite valley edge as shown in figure As the electrons in the I'
valley cools however, the satellite valley electrons will return to the I' valley to maintain
the balance of electrons between the valleys. This gives a slower decrease of the signal at
energies close to the satellite valley edges, in the vicinity of the pump pulse energy.

For energies far from the pump, the model gives a wrong shape for the signal at long
delays. The cooling scheme we have chosen gives a late onset of the slow rise for low probe
energies and then an escalating growth of the signal for long delays. In the experiment
however, the increase in the signal appears to be greatest for short delay times, before
flattening out at long delays. This is a weakness in the model resulting from the chosen
approach to electron cooling, modelled as a shift in the population energy.

In spite of the weaknesses pointed out, the simple model succeeds in reproducing the
main features of the pump-probe signal from GaAs. Bailey et al. [I§] have shown how
a more sophisticated model gives a result closer to the experiment, but this requires a
much more complex evaluation of the system.

3.6. Future Work

The work presented on three-level systems in this study is rather limited. A natural
continuation of this project would thus be a more general approach to the three-level
system, where all terms from the perturbation expansion are included. Coherent signals
will then be included in the simulation of the three-level system. Including all terms will
also allow for simulation of signals resulting from broad spectrum pumping, and different
transition energies than the ones chosen in this study. If this is successfully included
in the model, the results should be compared to real systems resembling a three-level
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system, hopefully leading to better understanding of relaxation mechanisms in optically
excited materials.

There are already great models for explaining pump-probe signals from semiconductors,
utilizing Monte Carlo methods [I8, 21]. It would however be interesting to investigate
how well these models reproduce pump-probe results from more exotic materials, like
semiconductor nanowires [22]. These geometries have different properties than and are
not as well understood as their bulk counterparts, and are predicted to be important in
future semiconductor applications.
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4. Conclusion

A key point in ultrafast pump-probe spectroscopy is that the pulse used has to be "ultra-
fast enough”. This is quite intuitive, but also explained through the equations governing
ultrafast processes given in the theory section of this study, as well as through numeri-
cal simulations. With too long pulses, meaning the system response time is as short or
shorter than the pulse duration, coherent signals which mainly reflect pulse properties
will determine the signal. We have explained the origin of this coherent artifacts in the
pump-probe signal, and shown how it can be reduced by reducing the coherence of the
pump and probe fields through adding linear chirp to both pump and probe pulses.

Because of the limitations of a classical approach, we have utilized a density matrix
approach based on a quantum mechanical treatment of a discrete energy level system.
The introduction of a finite dephasing time gives a shift in the population and polarization
coupling terms towards longer delay times 7. The perturbed polarization is however not
shifted with the introduction of dephasing.

We have shown to a certain degree how the coherent term varies with different dephas-
ing times T5. It is however not straightforward to extract any quantitative information
about 75, this way, as other effects may also contribute to the signal in an actual pump-
probe experiment. We have also shown how the density matrix approach reduces to the
classical result in the case of instantaneous dephasing.

The pump-probe signal, when integrated over all frequencies/energies shows no signal
for considerable negative delay times. This is however not the case when evaluating the
spectrally resolved signal. We show that close to the resonance frequency of the system,
the perturbed polarization contribution will give a large signal at negative delays.

The spectrally resolved signal shows large negative contributions to the transmitted sig-
nal at certain frequencies. These contributions originates from the polarization coupling
and perturbed polarization terms, especially for values of 7 close to zero. The coherent
effects thus produce an induced absorption at these frequencies at short delays rather
than the induced transmission one would expect. This effect increases for certain probe
frequencies as the system is pumped off-resonance. Pumping off-resonance also excites
an additional short-lived population term, as well as introducing an asymmetry to the
coherent contributions in the spectrally resolved signal as compared to the on-resonance
signal. The signal shows a tail extending towards the pump frequency for short delay
times.

We have presented a three-level model for pump-probe, greatly simplified by excluding
coherent effects and limiting to spectrally narrow pump pulses. When pumping the high
level in the three-level system and probing with a continuum pulse, there will be a signal
at both frequencies, with the high frequency signal twice that of the low frequency signal.
This is due to the fact that both depletion of the ground state as well as population of
the higher energy states contribute to the signal
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By including relaxation between level |2) and |1), we have shown how a sustained
increase in the pump-probe spectrum at a certain frequency is possible. The result re-
sembles experimental results from GaAs. A two-step decay process is also clearly evident
in the integrated pump-probe signal

A simple model for the populations of the energy bands of a semiconductor is intro-
duced, and we show how this is related to the well established density matrix approach.
The model succeeds in reproducing the main features in experimental data from pump-
probe of GaAs, but a good fit to the experimental data requires a more sophisticated
model.
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A. Appendix

A.1. Green’s Functions and ODEs

We look at a general, inhomogeneous, first order ODE and define the operator L as
Lyl =y +pla)y = f(z),  x>a. (A.1)
We also introduce the boundary condition
Bly] = y(a) =0, (A.2)
and define the Green’s function G(z[¢) as

LIG(z[¢)] = G + p(2)G = d(x = §), (A.3)
B[G(z[¢)] = G(al¢) = 0. (A.4)

This leads to the following identities

L { A G<x|5>f<5>d5} — [ L6t e

and
5| [ culosei] = [ Bl
- [T 0@
0, (A.6)
so that -
va) = [ Glalor© (A7)
We evaluate L[G]:
G +p(x)G = d(x — &), (A.8)
and integrate in the tiny interval £ € [£7,£7] to get
5-&-
GIET19 - G190+ [ pla)Gale)de =1 (A9)
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As the limits £~ and T approach each other, the integral becomes zero, and we end up

with

G(ETIE) -G = 1.
For all = # &, we have the homogeneous solution

— [ p(z)dz
] ce , a<x<E,
G(Qf|§) - { Czeffp(w)da:’ 6 <,

and since G(al§) = 0, ¢; has to be 0 which gives

0, a<x<E,
G(ZL’|€) = { C2€—fp(x)dx’ £ <.

(A.10)

(A.11)

(A.12)

Furthermore, the equation above gives that G(£7|€) = 1, which determines the integration

limits, and the constant ¢y such that

0, a<x<E,
G(x[§) = { o JE Pt €<

or, using the Heaviside step function O(z),
G(l¢) = O(w — g)e e,
If p(z) is a constant p(z) = C, this yields
G(z[§) = O(x — &) e = Gz - ¢).

As G(x < a) = 0, the solution to the ODE is

y(x) = / " Gele) () de

= [ cte-9su
= G() ® f(2).
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(A.13)

(A.14)

(A.15)

(A.16)



A.2. Feynman Diagrams

The double sided Feynman diagram is a way of representing the interaction of the electric
field with the density matrix. The diagram represents the density matrix as two vertical
lines, where the left-hand line is the ket |n) and the right-hand line is the bra (m|. A
photon interacting with the system is represented as a wavy arrow on either the ket or
bra side of the diagram, resulting in a transition of the density matrix to the next order
in the electric field represented by a horizontal line, as shown in figure [A.1] When using
complex notation, so that E(t) = Re{€(t)}, an arrow pointing right represents £(t),
while an arrow pointing left represents £*(¢). The evolution of the matrix element p,,, (t)
between interactions is governed by a convolution with the Green’s function Gy, (%).
These conventions make it easy to write down the equation for the density matrix by
looking at the corresponding Feynman diagram.

0 0
Png Pgm

£ £
W :
Pl pLe

(a) (b)
Figure A.1.: Excitation on the left(a) and right(b) side of a Feynman diagram.

By constructing the Feynman diagrams corresponding to the terms in the expressions
for the density matrix elements, it is easy to evaluate whether or not a term contributes
in the rotating wave approximation. We use the following rule: In figure [A.2], the ket
|g) absorbs a photon, and goes into state |n), which conserves the energy of the system
as a whole. In figure however, the ket |g) emits a photon as it goes into state |n),
giving an energy mismatch of twice the photon energy. Therefore, this term does not
contribute in the rotating wave approximation.

(1) & (1)
Png Png

&
N 0 0
Pég) Ps(;g)

(a) (b)

Figure A.2.: Diagram (a) contributes in the RWA, while (b) does not.
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