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Abstract

In this thesis, some selected aspects of OFDM systems have been inves-
tigated. We focus on the modulation and demodulation techniques, such
as efficient equalization, robustness to carrier frequency offset (CFO) and
CFO estimation.

An OFDM/OQAM system with pulseshaping can achieve higher spec-
trum and power efficiency than conventional OFDM/QAM systems with
guard interval, while it needs more complicated equalizer to counteract the
multipath effects. We derive some theoretical expressions that are useful
for selecting appropriate equalizer length. This allows an efficient equal-
ization with a complexity only slightly higher than that of OFDM/QAM
systems with guard interval.

OFDM systems are much more sensitive to CFO than single carrier
systems. The robustness to CFO of OFDM systems can be improved by
using appropriate pulseshaping. The optimal pulseshapes are found by
variational calculus or numerical optimization methods. We find that even
when using these optimal pulses, the effects caused by uncompensated CFO
can not be completely eliminated.

Traditionally, the CFO is estimated before demodulation. For an
OFDM system with many subchannels, each subchannel can be viewed
as flat-fading, thus the problem of CFO estimation can be simplified based
on subchannel signals. We propose several blind CFO estimation methods
for OFDM/OQAM systems based on subchannel signals. Numerical simu-
lations are performed to illustrate the performance of the suggested CFO
estimation methods and validate the theoretical analysis. Simulation re-
sults show that better performance can be achieved based on estimation of
subchannel signals than that based on channel signal before demodulation.
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Chapter 1

Introduction

The conception of orthogonal frequency division multiplex (OFDM) ap-
peared in the end of the 1950s for the purpose of military communica-
tions [DHM57,FL61]. For a long time, the applications of OFDM systems
were quite limited due to the high implementation complexity. In 1971,
Weinstein and Ebert suggested an OFDM implementation based on Fast
Fourier Transform (FFT) [WE71]. This milestone work dramatically re-
duced the implementation complexity of OFDM systems. Due to further
progress in implementation technology and demand for better bandwidth
efficiency, OFDM became popular for practical applications around 1990.

The basic idea of OFDM is to spread a wideband high-data-speed
stream over a large number of narrow-band low-data-speed subchannels.
In conventional frequency division multiplex (FDM) systems, subchannels
are completely separated in the frequency domain, therefore they do not
interfere with each other. For OFDM systems, there exists overlap be-
tween different subchannels and orthogonality is guaranteed by appropri-
ately choosing transmitter and receiver filters. The advantages of OFDM
are listed as follows:

• Bandwidth efficient. Because no guard band is needed between adja-
cent subchannels, OFDM can achieve a spectrum efficiency close to
the Nyquist limit;

• Power efficient. Due to the narrow-band property of subchannels,
OFDM can achieve a power efficiency close to the Shannon limit by
employing water-filling power allocation;

• Robust to frequency selective fading. By mapping a high-data-speed
stream into many parallel low-data-speed sequences, the symbol du-
ration of OFDM systems is greatly extended. This makes OFDM
less sensitive to time-dispersive channels due to the reduced relative

1



2 Chapter 1: Introduction

delay spread. In addition, channel coding and error correction tech-
niques over subchannels can be easily implemented to correct the
error caused by deep fading in some subchannels;

• Robust to impulse noise. The duration of OFDM symbols is much
longer than that of single carrier systems. For a channel with strong
impulse noise, the transmitted symbols can still be largely recovered
since only a small fraction of each symbol is interfered by noise. Thus
OFDM is more robust to impulse noise than single carrier systems;

• Robust to narrow-band noise. Narrow-band noise will interfere with
only some subchannels. Then we can just omit these interfered sub-
channels, or use channel coding and error correction technique to
correct the errors caused by these subchannels. Therefore OFDM is
robust to narrow-band noise;

• Suited for broadcasting. Single-frequency network (SFN) is a com-
mon type of radio network for broadcasting. In such networks, all
transmitters are precisely synchronized and radiate the same signal
on the same frequency band. A receiver may thus receive several sig-
nals with different delays. Since the symbol duration of OFDM sys-
tems has been greatly extended, these delays will cause only a phase
shift, so that reception from different transmitters will be equivalent
to multipath reception from one single transmitter.

Due to these advantages, OFDM has now been adopted in many cabled
and wireless communication systems:

• Broadband systems based on twisted copper cables: High-Bit-Rate
Digital Subscriber Lines (HDSL) [G 998], Asymmetric Digital Sub-
scriber Lines (ADSL) [G 999], Very-High-Speed Digital Subscriber
Lines (VDSL) [G 904];

• European Digital Audio Broadcasting (DAB) [EN 01], Terrestrial
Digital Video Broadcasting (DVB-T) [EN 04];

• Wireless Local Area Network (WLAN) [Std97].

One disadvantage of OFDM systems is the high peak-to-average power
ratio (PAPR) since the transmitted signal is the sum of many subchan-
nel signals. This leads to the necessity of a power amplifier with linear
characteristics in a large dynamic range, otherwise the signal clipping at
high levels will distort the transmitted signal and yield out-of-band emis-
sion. Another disadvantage of OFDM is the high sensitivity to carrier
frequency offset (CFO). Since the bandwidth of each subchannel is only a



1.1 Scope of the thesis 3

small fraction of the total bandwidth, a small value of CFO will damage
the orthogonality and yield serous interference. Thus a very precise CFO
estimator is needed in OFDM systems.

There are mainly two different kinds of OFDM systems. The conven-
tional OFDM systems are based on rectangular pulseshaping and quadra-
ture amplitude modulation (QAM) in each subchannel, and a guard interval
implemented by a cyclic prefix (or suffix). If the maximum delay of a mul-
tipath channel is shorter than the guard interval, there is no intersymbol
interference (ISI) and interchannel interference (ICI) [Fau00], thus a simple
multiplier in each subchannel is enough to recover the transmitted sym-
bols. This kind of OFDM will be referred as OFDM/QAM. The insertion
of a guard interval in OFDM/QAM systems will reduce the spectrum ef-
ficiency since less time is available for transmission of useful information.
This also leads to reduced power efficiency. Furthermore, square pulses
have large sidelobe level, so that an extra filtering at both ends of the
band is needed to mitigate the out-of-band emission. This will further
reduce the spectral efficiency. These drawbacks are avoided by using ban-
dlimited pulseshapes, as first suggested in 1966 by Chang [Cha66], then
generalized in 1967 by Saltzberg [Sal67]. To satisfy orthogonality, offset
QAM (OQAM) is used as modulation in the subchannels. We will re-
fer to this scheme as OFDM/OQAM. OFDM/OQAM with time-frequency
well-localized pulseshapes seems an attractive alternative to conventional
OFDM/QAM systems in future high-data-rate wireless applications [Bol].

It should be noted that there exists also a third type of OFDM sys-
tems that uses vestigial sideband (VSB) modulation and real symbols, and
where the subchannel spacing is half of OFDM/OQAM systems [CG68].
This system has the same main properties and the same performance as
OFDM/OQAM.

1.1 Scope of the thesis

A block diagram of a typical digital communication system is shown in
Fig. 1.1.

The useful information signal is first processed by the source encoder to
remove redundancy. Then the channel encoder adds redundancy to protect
the information bit stream from errors during transmission. The modulator
transforms the digital symbols into an analogue signal. Typical modulation
techniques are Pulse Amplitude Modulation (PAM), Frequency Shift Key-
ing (FSK) and Phase Shift Keying (PSK). The extension of PAM to the
two-dimensional case is then QAM. In an OFDM system, each subchannel
transmits one QAM sequence. Thus it can be viewed as a multiplex of



4 Chapter 1: IntroductionSourceencoder ChannelChannelencoder ModulatorSourcedecoder Channeldecoder Demodulator
Figure 1.1: Block diagram of a digital communication system.

many parallel QAM streams. The channel distorts the transmitted signal
and adds noise and interference. The demodulator transforms the analogue
channel signal back to the information bit stream. The channel decoder
then corrects the errors caused by the channel. At last the source decoder
reconstructs the original information signal.

This thesis focuses on modulation, demodulation and the effect of the
channel, i.e. the parts of the communication systems enclosed in the dashed
lines in Fig. 1.1. Timing offset, finite-word-length effects and mismatch of
the sampling rate in the pair of DAC and ADC are not considered. Neither
the non-linear effects of power amplifier are taken into consideration.

In this thesis, we analyze and further develop OFDM systems. Different
aspects of OFDM systems are considered. First the equalization problem
for OFDM/OQAM systems is addressed. Due to the lack of guard inter-
val, an equalizer in each subchannel is needed to counteract the multipath
effects for OFDM/OQAM systems. We then derive some theoretical ex-
pressions that are suitable for selecting necessary equalizer length. OFDM
systems are much more sensitive to CFO than single carrier systems. In
order to increase the robustness to CFO for OFDM systems, we search for
optimal pulseshapes. We find that the interference caused by CFO can-
not be perfectly eliminated by using optimal pulseshapes. Thus the CFO
should be estimated and compensated. In this thesis, we present several
blind CFO estimation methods for OFDM/OQAM systems.

1.2 Outline of the thesis

The rest of this thesis is organized as follows:

• Chapter 2: Time-continuous and time-discrete models for OFDM
systems are introduced and described. Efficient implementation based



1.2 Outline of the thesis 5

on FFT is also presented. A coarse comparison of OFDM/QAM and
OFDM/OQAM is performed.

• Chapter 3: Some theoretical results suitable for selecting the equal-
izer length for OFDM/OQAM systems are derived. These theoretical
expressions help to choose the necessary length of an equalizer, thus
reduce the implementation complexity of OFDM/OQAM systems.

• Chapter 4: The sensitivity of OFDM systems to CFO is stud-
ied and optimal pulses robust to CFO are found analytically for
OFDM/QAM and numerically for OFDM/OQAM. The sensitivity
to CFO of OFDM/QAM and OFDM/OQAM is compared.

• Chapter 5: Blind CFO estimation methods for OFDM/OQAM sys-
tems are developed. Four methods are based on the second-order
statistics, and one is based on the high-order statistics. The perfor-
mance of proposed CFO estimation methods is compared with earlier
suggested methods.

• Chapter 6: A conclusion of this thesis and proposals for future work
are presented.





Chapter 2

Fundamental Principles

In this chapter, we introduce and describe the principles of OFDM systems.
A comparison of OFDM/QAM with guard interval to OFDM/OQAM with
pulseshaping is presented. This chapter establishes some notation and sym-
bols that are used in subsequent chapters.

This chapter is organized as follows. First in section 2.1, a model for
OFDM/QAM systems with rectangular pulseshaping and guard interval is
described and an efficient implementation based on FFT is derived. Then,
in section 2.2, we describe OFDM/OQAM systems with pulseshaping. An
efficient implementation based on FFT and polyphase filterbank is derived.
A simple comparison between OFDM/QAM and OFDM/OQAM is per-
formed in section 2.3.

2.1 OFDM/QAM systems with rectangular pulse-
shaping

In this section, we will first describe a time-continuous model for OFDM/QAM
systems with rectangular pulseshaping. Then we describe the time-discrete
model and an efficient implementation based on FFT.

2.1.1 Time-continuous model

A time-continuous model for OFDM/QAM systems is shown in Fig. 2.1. In
this chapter, we consider only rectangular pulseshapes. Note that smoother
pulses are also suggested for OFDM/QAM systems to reduce the out-of-
band emission and increase the robustness to CFO [LS95,TB04,SL05]. In
this chapter, we focus on OFDM/QAM with rectangular pulseshapes.

This model has N subchannels and a subchannel spacing 1/T . Each
subchannel transmits one QAM symbol ak[n] every T seconds. The trans-

7
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Figure 2.1: Time-continuous model for OFDM/QAM systems.

mitter g(t) and receiver filter f(t) are given by

f(t) = g(t) =

{
1√
T

−T
2 ≤ t ≤ T

2

0 otherwise.
(2.1)

By summing up all symbols and all subchannels, the output signal s(t)
can be written as

s(t) =
N−1∑

k=0

∞∑
n=−∞

ak[n] g(t− nT ) ej 2π
T

kt. (2.2)

We assume an ideal channel. Then the received signal r(t) = s(t), and
the received symbol can be expressed as

ãk[n] = r(t) e−j 2π
T

kt ∗ f(t)
∣∣
t=nT

=
N−1∑

m=0

∞∑

n′=−∞

∫ ∞

−∞
am[n′] g

(
τ − n′T

)
f
(
nT − τ

)
ej 2π

T
(m−K)τ dτ

=
N−1∑

m=0

am[n]
( 1

T

∫ T/2

−T/2
ej 2π

T
(m−k)τ dτ

)
= ak[n]. (2.3)

We see that the transmitted symbol ak[n] has been perfectly recovered.
Thus the orthogonality is guaranteed even though there exists overlap in
frequency between different subchannels.
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2.1.2 Time-discrete model without guard interval

Time-continuous OFDM/QAM systems are practically prohibitive due
to the high implementation complexity. On the contrary, time-discrete
OFDM/QAM can be efficiently implemented based on FFT [LM94].

We consider the case of critical sampling, i.e. the systems operate at a
sampling rate N/T . The time-discrete transmitter filter g[l] and receiver
filter f [l] are given by

f [l] = g[l] =

{
1√
N

0 ≤ l < N

0 others,
(2.4)

Since there is no overlap between adjacent symbols, we consider only the
nth OFDM symbol. By summing up all subchannels, the nth transmitted
block can be written as

s[l] =
1√
N

N−1∑

k=0

ak[n] ej 2π
N

kl. (2.5)

We see clearly that s[l] is the lth element of the normalized N -point
IDFT of {ak[n]}N

k=0. The output block s[l] is then transmitted over a time-
discrete channel with an impulse response h[l].

At the receiver side, the received sequence r[l] is first down-converted
by the subchannel modulator e−j 2π

N
kl, then filtered by the receiver filter

f [l], and then sampled at instant N − 1 to generate the recovered symbol:

ãk[n] = r[l] e−j 2π
N

kl ∗ f [l]
∣∣
l=N−1

=
1√
N

N−1∑

l=0

r[N − 1− l] e−j 2π
N

k(N−1−l)

=
1√
N

N−1∑

l=0

r[l] e−j 2π
N

kl. (2.6)

We see that the recovered symbol ãk[n] is the kth element of the nor-
malized N -point DFT of the received block {r[l]}N−1

l=0 . We assume that the
channel is ideal, i.e. h[l] = δ[l] and there exists no noise. Then the received
block r[l] = s[l], and ãk[n] = ak[n] due to the invertibility of the DFT and
IDFT pair.

2.1.3 Time-discrete model with guard interval

The multipath effects will cause ICI for an OFDM/QAM system without
guard interval. One way to avoid ICI is to add a cyclic prefix [LM94].
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Suppose we precede the output sequence s[l] by G redundant symbols:

s−i = sN−i, for 1 ≤ i ≤ G. (2.7)

We assume that the length of guard interval G is longer than the length
of the channel impulse response h[l]. Then the received sequence r[l] can
be expressed as the circular convolution of s[l] and h[l] given by

r[l] = s[l]⊗ h[l] =
L∑

l′=0

h[l′] s[mod(l − l′, N)], 0 ≤ l < N, (2.8)

where L is the maximum delay of channel.
At the receiver side, the previous G symbols, i.e. {r[l]}−1

l=−G, are dis-
carded. The recovered symbols are obtained by taking the N -point DFT
of {r[l]}N−1

l=0 . Then based on (2.5) and (2.8), we have

ãk[n] = Hk ak[n], (2.9)

where

Hk =
L∑

l=0

h[l] e−j 2π
N

kl (2.10)

is the kth element of the N -point DFT of h[l].
We see that the received symbol ãk[n] does not suffer from intersymbol

interference (ISI) and interchannel interference (ICI) but it is attenuated
by a factor Hk. Therefore only a multiplier in each subchannel is needed
to recover the symbols. For a noise-free channel, the optimal multiplier
is 1/Hk for subchannel k. This is called zero-forcing equalization. For
the case of deep fading, 1/|Hk| becomes quite large and then the system
suffers from serious noise enhancement. In this case, better performance
can be obtained by using the minimum mean square error (MMSE) criterion
instead of zero-forcing.

Finally, the FFT based implementation for OFDM/QAM systems with
guard interval is depicted in Fig. 2.2. At the transmitter side, the trans-
mitted symbol blocks with length N are converted to time domain by an
IFFT module. Then a cyclic prefix with length G is added to the data
blocks out of the IFFT module. Finally, the extended data blocks with
length N + G are converted to a serial sequence and sent to the channel.
At the receiver side, the received serial channel signal is first converted to
blocks with length N + G. Then the cyclic prefix is discarded and the left
N symbols are converted back to frequency domain to obtain the recovered
symbols.

Since not all transmitted symbols are used to convey information, there
exists a certain SNR loss due to the insertion of the guard interval. For
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Figure 2.2: FFT based implementation scheme for OFDM/QAM systems
with guard interval.

an AWGN channel, the guard interval will cause a loss (compared with a
system without guard interval) in SNR given by [Vah95]

SNRloss = 10 log
(
1 +

G

N

)
dB. (2.11)

Also due to the insertion of cyclic prefix, the symbol duration is elon-
gated to (1 + G/N) T for the same subchannel spacing 1/T , i.e. the data
rate decreases by a factor 1 + G/N . This will cause a loss in bandwidth
given by [Vah95]

BWloss = 1 +
G

N
. (2.12)

2.2 OFDM/OQAM systems with pulseshaping

In the previous section, we have described both time-continuous and time-
discrete models for OFDM/QAM systems. The insertion of guard interval
makes OFDM/QAM immune to both ISI and ICI over a multipath channel
provided the guard interval is longer than the maximum delay of channel.
Then a simple multiplier in each subchannel is needed for an OFDM/QAM
system with a long enough guard interval.
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However, the insertion of guard interval reduces spectrum efficiency
since less time is available for transmission of useful information. This
also leads to lower power efficiency. Furthermore, the large sidelobe level of
rectangular pulse makes the system spectrally incompact and thus an extra
filter is needed to mitigate the out-of-band emissions. This additionally
reduces the spectrum efficiency. These drawbacks are avoided by using
bandlimited pulseshapes, as first suggested in 1966 by Chang [Cha66], then
generalized to the complex constellation case in 1967 by Saltzberg [Sal67].
To satisfy orthogonality, offset QAM (OQAM) is used as modulation in
the subchannels [Sal67,Hir80,VH96,BDH99]. We will refer to this scheme
as OFDM/OQAM. Below we will describe this kind of OFDM systems in
detail.

2.2.1 Time-continuous model

First we describe and analyze a time-continuous model for OFDM/OQAM
systems.

A. System description

A time-continuous model for OFDM/OQAM systems is shown in Fig. 2.3.
This model has N subchannels and a subchannel spacing 1/T . Each sub-
channel transmits one QAM symbol ak[n] = aRk [n]+j aIk [n] every T seconds.
The OQAM symbols are obtained by shifting the imaginary part aIk [n] by
T/2. g(t) and f(t) are respectively the transmitter and receiver filters, and
h(t) is the channel impulse response.

At the transmitter side, by summing up all subchannels, the transmitted
signal can be expressed as

s(t) =
N−1∑

k=0

∞∑
n=−∞

(
aRk [n]g(t−nT )+j aIk [n]g(t−nT−T/2)

)
ej( 2π

T
t+π

2
)k. (2.13)

Note that the phase factor ej π
2
k in the subchannel modulator ej( 2π

T
t+π

2
)k

is important to maintain the orthogonality between subchannels. In sub-
channel k at the receiver side, the received signal r(t) = s(t) ∗ h(t) is first
down-converted by multiplying with e−j( 2π

T
t+π

2
)k, then filtered by the re-

ceiver filter f(t) to generate the received subchannel signal:

yk(t) = r(t) e−j( 2π
T

t+π
2
)k ∗ f(t)

=
N−1∑

m=0

∞∑
n=−∞

(
aRm[n] pm,k(t− nT ) + j aIm[n] pm,k(t− nT − T/2)

)
,

(2.14)
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where
pm,k(t) = jm−kg(t) ej 2π

T
(m−k)t ∗ h(t) e−j 2π

T
kt ∗ f(t) (2.15)

is the overall response of the path from subchannel m at the transmitter
side to subchannel k at the receiver side.

Finally by sampling the received subchannel signal yk(t) given in (2.14)
at time instant nT and (n + 1/2)T , we get the real and imaginary parts of
the received symbol respectively:

ãRk [n] = Re
{
yk(t)

}∣∣
t=nT

= Λk,k[0] aRm[n] +
∞∑

n′=−∞
n′ 6=n

(
Λk,k[n− n′] aRk [n′]− Γk,k[n− n′] aIk [n′]

)

+
N−1∑

m=0
m6=k

∞∑

n′=−∞

(
Λm,k[n− n′] aRm[n′]− Γm,k[n− n′] aIm[n′]

)
(2.16)

ãIk [n] = Im
{
yk(t)

}∣∣
t=(n+1/2)T

= Λk,k[0] aIm[n] +
∞∑

n′=−∞
n′ 6=n

(
Λk,k[n− n′] aIk [n′] + Γk,k[n− n′ + 1] aRk [n′]

)

+
N−1∑

m=0
m6=k

∞∑

n′=−∞

(
Λm,k[n− n′] aIm[n′] + Γm,k[n− n′ + 1] aRm[n′]

)
,(2.17)

where the coefficients Λm,k[n] and Γm,k[n] are defined as

Λm,k[n] = Re {pm,k(nT )}
Γm,k[n] = Im {pm,k(nT − T/2)} . (2.18)

The right-hand sides of (2.16) and (2.17) show that the received symbol
is composed of the true symbol multiplied by a constant Λk,k[0] and a
weighted sum of contributions from symbols at other instants and from
other subchannels. Note that the interference from the real part of a symbol
will affect both the real and imaginary parts of all other symbols. In general
the quantity Λm,k[n−n′] denotes the interference from the real part of the
n′th symbol of the subchannel m to the real part of desired symbol ãRk [n],
whereas Γm,k[n − n′] denotes the interference from the imaginary part of
the sent symbols. A similar statement can be made for the imaginary part.

B. Sufficient conditions for orthogonality

In the previous section, we described the time-continuous OFDM/OQAM
systems and formulated expressions for the received symbols. In this sec-
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tion, we will present some constraints for orthogonal pulses in OFDM/OQAM
systems.

If the channel is ideal, i.e. h(t) = δ(t), the transmitted symbols should
be perfectly recovered in the absence of channel noise. Based on (2.16)
and (2.17), this can be formulated as

Λm,k[n] = δ(m− k, n) (2.19)
Γm,k[n] = 0, (2.20)

where δ(k, n) is the two-dimensional discrete Kronecker function.
By substituting h(t) = δ(t) into (2.15) then into (2.19) and (2.20), we

get the detailed necessary and sufficient conditions for orthogonal pulses:

Re
{

jk

∫ ∞

−∞
g(τ) f(nT − τ) ej 2π

T
kτ dτ

}
= δ(k, n) (2.21)

Im
{

jk

∫ ∞

−∞
g(τ) f(nT − T/2− τ) ej 2π

T
kτ dτ

}
= 0. (2.22)

If the transmitter filter g(t) and receiver filter f(t) satisfy the following
conditions:

• g(t) and f(t) are bandlimited to [−1/T, 1/T ],

• g(t) and f(t) are identical real-valued symmetric pulses,

• The cascade of g(t) and f(t) satisfies the Nyquist criterion,

it can be verified that (2.21) and (2.22) are fulfilled. Note that these three
conditions are only sufficient conditions but not necessary conditions.

As shown later, the requirement of shaping filters to be bandlimited
to [−1/T, 1/T ] helps to equalize the multipath effects. One example of
such orthogonal pulses is the square root raised cosine pulse with a roll-off
factor less or equal to one. In the rest of this thesis, we will assume that the
shaping filters are bandlimited to [−1/T, 1/T ]. Note that since the shaping
filters are bandlimited to [−1/T, 1/T ], they have infinite duration in the
time domain. In a practical system, such pulses must be truncated to be of
finite length. Thus the pulses cannot be strictly bandlimited in frequency
domain. However, for a long enough pulse duration, this spectrum leakage
is negligible. It is shown in [VH96] that for a 4T long optimal pulse with
minimum out-of-band energy, the magnitude of the main sidelobe is about
40 dB lower compared to the peak magnitude.
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C. Efficient per-subchannel equalization

For the case of multipath fading, the orthogonality will be generally dam-
aged for OFDM/OQAM systems since no guard interval is inserted. There-
fore channel equalization is needed to counteract multipath effects. One
straightforward solution is to insert the inverse filter of h(t) before demod-
ulation. Orthogonality is then guaranteed since the equivalent channel is
ideal. However, such an inverse filter is generally highly complicated since it
needs to equalize the whole band. Since the shaping filters are bandlimited,
each subchannel can be approximated as flat-fading for OFDM/OQAM sys-
tems with a large number of subchannels. Therefore it is much easier to
equalize the multipath effects per-subchannel after demodulation.

From (2.15), we see that the equivalent channel impulse response of
subchannel k in the receiver side is h(t) e−j 2π

T
kt. If we insert an equalizer

ck(t) immediately after the receiver filter f(t) in subchannel k, (2.15) should
be revised as

pm,k(t) = jm−kg(t) ej 2π
T

(m−k)t ∗ h(t) e−j 2π
T

kt ∗ f(t) ∗ ck(t)

= jm−kg(t) ej 2π
T

(m−k)t ∗ (
h(t) e−j 2π

T
kt ∗ c(t)

) ∗ f(t). (2.23)

From (2.23), we see that the equivalent channel impulse response now
becomes h(t) e−j 2π

T
kt ∗ ck(t). Since f(t) is bandlimited to [−1/T, 1/T ], we

only need to make the frequency response of h(t) e−j 2π
T

kt ∗ ck(t) flat in
[−1/T, 1/T ]. This is much easier than to equalize the whole band.

We consider a channel with an impulse response h(t) =
∑L

l=1 λl δ(t−τl),
and assume that the maximum delay τL is much shorter than T (as usually
assumed in OFDM systems), subchannel k can be approximated as flat-
fading with an attenuation factor βk =

∑L
l=1 λl e

−j 2π
T

kτl . In this case, a
constant multiplier 1/βk is enough to eliminate the ISI and ICI. This is
similar to that in OFDM/QAM systems with guard interval.

2.2.2 Time-discrete model

Now we will describe and analyze a time-discrete model for OFDM/OQAM
systems.

A. System description

A critically sampled time-discrete model for OFDM/OQAM systems is
shown in Fig. 2.4. The time-discrete shaping filters g[l] and f [l] oper-
ate at the same sampling rate N/T . The digital shaping filters can either
be obtained by sampling the time-continuous filters [Hir80], or be designed
directly [BDH99]. Based on Fig. 2.4, by summing up all subchannels, we
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can write the transmitted sequence as

s[l] =
N−1∑

k=0

∞∑
n=−∞

(
aRk [n] g[l−nN ]+j aIk [n] g[l−nN−N/2]

)
ej( 2π

N
l+π

2
)k. (2.24)

We assume a time-invariant channel with an impulse response h[l]. Then
the received sequence from channel is r[l] = s[l] ∗ h[l]. In subchannel k at
the receiver side, the received sequence r[l] is first down-converted by mul-
tiplying with e−j( 2π

N
l+π

2
)k, then filtered by the receiver filter f [l] to generate

the received subchannel sequence

rk[l] = r[l] e−j( 2π
N

l+π
2
)k ∗ f [l]

=
N−1∑

m=0

∞∑
n=−∞

(
aRm[n] p(o)

m,k[l − nN ] + j aIm[n] p(o)
m,k[l − nN −N/2]

)
,

(2.25)

where p
(o)
m,k[l] is the overall response from subchannel m at the transmitter

side to the subchannel k at the receiver side, and it is given by

p
(o)
m,k[l] = jm−kg[l] ej 2π

N
(m−k)l ∗ h[l] e−j 2π

N
kl ∗ f [l]. (2.26)

Finally by N/2 times down-sampling the received subchannel sequence
rk[l], then taking the real and imaginary parts alternately, we get the re-
ceived symbol:

ãRk [n] = Re
{
rk[l]

}∣∣
l=nN

ãIk [n] = Im
{
rk[l]

}∣∣
l=(n+1/2)N

. (2.27)

From (2.25), we see that the equivalent channel impulse response of
subchannel k is h[l] e−j 2π

N
kl. Since the shaping filters are bandlimited to

[−1/T, 1/T ], the channel effects can be perfectly compensated by a T/2
spaced per-subchannel equalizer. This is similar to the time-continuous
case. Such an efficient equalizer will be discussed in detail in Chapter 3.

B. Filterbank based model

Now we transform the time-discrete model shown in Fig. 2.4 into a filter-
bank based scheme. First we rewrite the subchannel signal sk[l] as

sk[l] =
∞∑

n=−∞

(
aRk [n] g[l − nN ] + j aIk [n] g[l − nN −N/2]

)
ej( 2π

N
l+π

2
)k

=
∞∑

n=−∞

(
aRk [n] gk[l − nN ] + j (−1)kaIk [n] gk[l − nN −N/2]

)
,(2.28)
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where
gk[l]

def= jk g[l] ej 2π
N

kl. (2.29)

From (2.28), we see that gk[l] can be viewed the equivalent transmitter
filter of subchannel k. Note that the multiplier (−1)k is added just to
make the filterbank based model exactly identical to the original one. In a
practical system, this sign factor could be omitted.

Based on Fig. 2.4, the received subchannel signal from the receiver filter
can be written as

rk[l] = r[l] e−j( 2π
N

l+π
2
)k ∗ f [l] = (−j)k e−j 2π

N
kl

∞∑

l′=−∞
r[l − l′] f [l′] ej 2π

N
kl′

=
(
r[l] ∗ fk[l]

)
e−j 2π

N
kl, (2.30)

where
fk[l]

def= (−j)k f [l] ej 2π
N

kl. (2.31)

From (2.30), we see that fk[l] is the equivalent receiver filter of sub-
channel k. We note that an additional phase factor e−j 2π

N
kl is present.

However, we see from (2.27) that only the samples of rk[l] at l = nN and
l = (n + 1/2)N are used to recover the transmitted symbols. Therefore
the phase factor e−j 2π

N
kl does no effect to the real part of received symbols,

whereas it results in a multiplication by (−1)k to the imaginary part of
received symbols.

Finally by combining (2.28) and (2.30), we obtain a filterbank based
model for OFDM/OQAM systems, which is depicted in Fig. (2.5). Based
on this model, we are now ready to derive an efficient implementation based
on FFT and polyphase filterbank.

C. Efficient implementation based on FFT and polyphase filter-
bank

Now we derive an FFT based implementation for OFDM/OQAM systems.
The derivation will be performed in z domain. First we denote the T/2
spaced OQAM sequence as bk[m], which is given by

bk[m] =
{

aRk [m/2], for m even
j (−1)k aIk [(m− 1)/2], for m odd.

(2.32)

We assume the z transform of bk[m] exists and is given by Bk(z) =∑∞
m=−∞ bk[m] z−m. From Fig. 2.5, we see that vk[l] is the N/2 times over-

sampled version of bk[m], thus its z transform is given by

Vk(z) =
∞∑

l=−∞
vk[l] z−l =

∞∑
m=−∞

bk[m] z−
N
2

m = Bk(zN/2). (2.33)
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The z transforms of subchannel filters gk[l] and fk[l] defined in (2.29)
and (2.31) are given by

Gk(z) =
∞∑

l=−∞
jk g[l] ej 2π

N
kl z−l = jk G(z e−j 2π

N
k)

Fk(z) =
∞∑

l=−∞
(−j)k f [l] ej 2π

N
kl z−l = (−j)k F (z e−j 2π

N
k), (2.34)

where G(z) def=
∑∞

l=−∞ g[l] z−l and F (z) def=
∑∞

l=−∞ f [l] z−l are the z trans-
form of shaping filter g[l] and f [l] respectively.

Then based on Fig. 2.5, and using (2.33) and (2.34), we can write the
z transform of the transmitted sequence s[l] as

S(z) =
N−1∑

k=0

Vk(z)Gk(z) =
N−1∑

k=0

jkBk(zN/2) G(z e−j 2π
N

k)

=
N−1∑

k=0

jkBk(zN/2)
N−1∑

i=0

z−i ej 2π
N

ik G
(p)
i (zN )

=
√

N

N−1∑

i=0

z−iG
(p)
i

(
(z2)N/2

)( 1√
N

N−1∑

k=0

jkBk(zN/2) ej 2π
N

ik
)
(2.35)

where

G
(p)
i (z) def=

∞∑
n=−∞

g[nN + i] z−n, (2.36)

is the ith filter of the Nth order polyphase decomposition of G(z).
The sum 1√

N

∑N−1
k=0 jkBk(zN/2) ej 2π

N
ik in (2.35) can be viewed as the ith

output of the normalized N -point IDFT of
{
jkBk(zN/2)

}N−1

k=0
. Thus we get

the efficient modulator of an OFDM/OQAM system based on IFFT and
polyphase filterbank, which is shown in Fig. 2.6(a). Note the constant

√
N

is omitted in this model.
Now we derive a similar efficient implementation for the demodulator.

Based on Fig. 2.5, and using (2.34), we can write the z transform of sub-
channel sequence rk[l] as

Rk(z) = X(z) Fk(z) = (−j)kX(z) F (e−j 2π
N

kz)

=
√

N(−j)k
( 1√

N

N−1∑

i=0

X(z) z−iF
(p)
i

(
(z2)N/2

)
ej 2π

N
ik

)
, (2.37)
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where

F
(p)
i (z) def=

∞∑
n=−∞

f [nN + i] z−n, (2.38)

is the ith filter of the Nth order polyphase decomposition of F (z).
Then based on (2.37), and by noting that the received symbols are

obtained by N/2 times down-sampling rk[l], we get the demodulator, which
is shown in Fig. 2.6(b). Note that the constant

√
N is omitted in this model.

Now we have obtained an efficient implementation for OFDM/OQAM
systems. The implementation scheme shown in Fig. 2.6 needs an N -
point complex-valued IFFT every T/2 seconds at both transmitter and
receiver sides. From Fig. 2.2, we see that both the modulator and
demodulator of OFDM/QAM systems need an N -point complex IFFT
every T seconds. This implies that the implementation complexity of
OFDM/OQAM is about twice as that of OFDM/QAM. It is worth-
while to mention that for OFDM/OQAM systems, more efficient imple-
mentations with approximately half complexity are possible by using the
fact that the IFFT input in the transmitter are alternately pure real or
imaginary-valued [CV95,VL01,Vah03]. The implementation complexity of
OFDM/QAM and OFDM/OQAM will be compared in detail in the next
section.

2.3 Comparison of OFDM/QAM and OFDM/OQAM

In the previous sections, we have introduced OFDM/QAM systems with
rectangular pulseshapes and guard interval, and OFDM/OQAM systems
with bandlimited pulseshapes. In this section, we compare these two
OFDM schemes with respect to implementation complexity, transmission
delay, spectrum efficiency, power efficiency and equalization complexity. In
the comparison, we assume no pilot symbol has been inserted.

2.3.1 Implementation complexity

First we compare the implementation complexity of OFDM/QAM and
OFDM/OQAM. The number of real multiplications performed to trans-
mit one QAM symbol is used to evaluate the complexity. We assume that
a multiplication of two complex quantities needs four real products, and
that a complex-by-real product needs two real products.

From Fig. 2.2, we see that the modulator and demodulator have identi-
cal complexity disregarding other accessory modules, such as synchronizer
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Figure 2.7: Block diagram of OFDM transmission systems.

and equalizer. To process one block of data with N symbols, we need to per-
form an N -point complex-valued FFT, which requires N/2 log2 N complex
multiplications or 2N log2 N real multiplications. Thus the implementation
complexity of OFDM/QAM is 2 log2 N per QAM symbol.

From Fig. 2.6, we see that the modulator and demodulator of OFDM/OQAM
also have the same implementation complexity: an N -point IFFT is per-
formed every half OFDM symbol period, and the polyphase filterbank ad-
ditionally needs LgN complex-by-real products during this interval, where
Lg is the length of shaping filters (normalized with respect to subchannel
symbols period T ). Therefore the complexity of the implementation scheme
depicted in Fig. 2.6 for OFDM/OQAM systems is 4 log2 N +4Lg per QAM
symbol.

The implementation complexity of OFDM/OQAM can be further re-
duced. The implementation complexity of the scheme proposed by Cari-
olaro is 2 log2 N + 8Lg + 4 − 8/N per QAM symbol [CV95], and that of
the scheme proposed by Vangelista is 2 log2 N + 4Lg + 4− 8/N per QAM
symbol [VL01].

2.3.2 Transmission delay

Consider the equivalent OFDM systems depicted in Fig. 2.7, where a[l]
is the Ts spaced transmitted sequence of QAM symbols, and ã[l] is the
corresponding received sequence of QAM symbols with the same sampling
interval.

The transmission delay is caused by two sources. First the transform
pair of P/S and S/P will cause a delay of (N − 1)Ts. This delay for
OFDM/QAM and OFDM/OQAM is identical. Secondly the pairs of mod-
ulator and demodulator will cause an additional delay. For OFDM/QAM
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systems, this delay is NTs, no matter how long the guard interval is. For
OFDM/OQAM systems, this delay is (Lg+1/2)NTs, where Lg is the length
of transmitter filter (or receiver filter).

Therefore the total transmission delay of OFDM/QAM system is

DT = (2 N − 1)Ts, (2.39)

and that for OFDM/OQAM systems is

DT = [(Lg + 3/2)N − 1]Ts. (2.40)

Usually Lg is larger than 1, for instance, 2 to 4. Therefore the transmis-
sion delay of OFDM/OQAM systems is longer than that of OFDM/QAM
systems.

2.3.3 Spectrum and power efficiency

First we define the normalized spectrum efficiency as the ratio of the min-
imum requited bandwidth to the occupied bandwidth indeed.

According to the Nyquist criterion, the minimum required bandwidth
to transmit a QAM sequence with a symbols period T is 1/T . For an
OFDM/QAM system with N subchannels and a subchannel spacing 1/T ,
the occupied bandwidth is then N/T . If the length of cyclic prefix is G, the
symbols interval is (1 + G/N)T . We assume Ng subchannels in the each
end of band are set as null-subchannels to reduce the out-of-band emission.
Thus only N − 2Ng subchannels are used to transmit useful information
symbols. Therefore the minimum required bandwidth is (N − Ng)/[(1 +
G/N) T ], and the normalized spectrum efficiency is then

ηBW =
N −Ng

N + G
. (2.41)

For an OFDM/OQAM system with the same number of subchannels
N and a subchannel spacing 1/T , the symbol interval is T and the mini-
mum required bandwidth is N/T . If the shaping filters are bandlimited to
[−1+α

2T , 1+α
2T ], where α is referred to the roll-off factor, and the system is fully

loaded, the occupied bandwidth is then (N + α)/T . Thus the normalized
spectrum efficiency for OFDM/OQAM systems is

ηBW =
N

N + α
. (2.42)

We see that for large N , the spectrum efficiency of OFDM/OQAM
systems with bandlimited pulseshapes is close to the Nyquist limit.
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Now we analyze the power efficiency of different OFDM systems. For
OFDM/QAM systems with guard interval, since the guard interval con-
tains no information, the power efficiency (compared with systems without
guard interval) is thus N/(N +G). For OFDM/OQAM systems, the power
efficiency is one since no guard interval is inserted.

2.3.4 Equalization over a multipath channel

From (2.9), we see that for OFDM/QAM systems with a guard interval
longer than the maximum delay of the channel, there exists no ISI and ICI,
while the received symbols suffer from an attenuation factor. This implies
that a one-tap equalizer (or a multiplier) is enough in each subchannel to
counteract the multipath effects.

For OFDM/OQAM systems, since no guard interval is inserted, the
equalization is more complicated since generally both ISI and ICI are
present over a multipath channel. Since the shaping filters are bandlim-
ited to [−1/T, 1/T ], the ICI comes from only adjacent subchannels. The
equalizer can be efficiently implemented by a single branch linear filter op-
erating at a rate 2/T in each subchannel [Hir80]. Such an efficient equalizer
will be discussed in detail in the next chapter.

2.3.5 Summary and quantitative comparison

The comparison of OFDM/QAM and OFDM/OQAM can be summarized
as in Table 2.1 shown. Recall that N is the number of subchannels and
Ts is the interval of the input serial symbols for both OFDM schemes. For
OFDM/QAM, the length of the guard interval is G. For OFDM/OQAM,
the length of the shaping filters is Lg (normalized with respect to subchan-
nel symbols interval T ), the roll-off factor of the shaping filters is α and the
implementation complexity is based on Vangelista’s algorithm [VL01].

Table 2.1: A comparison of OFDM/QAM and OFDM/OQAM.

OFDM/QAM OFDM/OQAM
Complexity/QAM symbol 2 log2 N 2 log2 N + 4Lg + 4− 8/N

Transmission delay (2N − 1)Ts [(Lg + 3/2)N − 1]Ts

Normalized spectrum efficiency (N −Ng)/(N + G) N/(N + α)
Normalized power efficiency N/(N + G) 1

Equalization one-tap equalizer multi-tap equalizer
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We see that OFDM/OQAM can achieve almost full normalized spec-
trum efficiency and 100% normalized power efficiency. This is prohibitive
in an OFDM/QAM system with guard interval. Such an improvement of
normalized spectrum and power efficiency is obtained at the cost of higher
implementation complexity, longer transmission delay and more compli-
cated equalization.

Finally, we present a quantitative example. The curves of complex-
ity versus N for different implementation schemes are shown in Fig. 2.8.
For OFDM/OQAM systems, the pulse length is set to Lg = 2. We
see that OFDM/QAM has lower implementation complexity than that of
OFDM/OQAM. For large N , the complexity of the algorithms proposed
by Cariolaro [CV95] or Vangelista [VL01] is quite close to that of con-
ventional OFDM/QAM systems. We also note that among different im-
plementation algorithms for OFDM/OQAM systems, the one proposed by
Vangelista [VL01] has the lowest complexity.
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Figure 2.8: Comparison of implementation complexity of OFDM/QAM and
OFDM/OQAM.

Then we fix the number of subchannels N = 128. For OFDM/QAM
systems, Ng = 4 and G = 32. For OFDM/OQAM systems, the length of
the shaping filters is Lg = 2 and the roll-off factor of the shaping filters is
α = 1.0.
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The implementation complexity of OFDM/QAM and OFDM/OQAM
is 14 and 25.9 respectively. We see that the complexity of OFDM/OQAM
is about twice as that of OFDM/QAM. The transmission delay of
OFDM/QAM and OFDM/OQAM is 255Ts and 447Ts respectively. The
normalized spectrum efficiency of OFDM/QAM and OFDM/OQAM is
75.0% and 99.2% respectively. The normalized power efficiency is re-
spectively 80.0% and 100%. Thus the spectrum efficiency and power ef-
ficiency of OFDM/OQAM systems are 24.2% and 20.0% higher than those
of OFDM/QAM systems respectively.



Chapter 3

Efficient Equalization for
OFDM/OQAM Systems

In Chapter 2, we have shown that by not using a guard interval,
OFDM/OQAM can achieve higher spectrum and power efficiency. How-
ever, the increased spectrum and power efficiency of OFDM/OQAM is
obtained at the cost of more complicated equalization of channel effects.
For time-invariant channels, Hirosaki [Hir80] has shown that a scalar, frac-
tionally spaced equalizer in each subchannel is sufficient to eliminate both
inter-symbol interference (ISI) and inter-carrier interference (ICI). The spe-
cial case of equalization of single carrier OQAM transmission systems has
been investigated by Tu [Tu93]. Similar methods have also been used for
echo cancellation in OFDM/OQAM systems [Ned00].

In this chapter, we restrict our scope to linear equalization for the time-
invariant case. This means that the results are relevant for fixed radio
communications and cabled communications. The main contribution of our
investigation consists of a derivation of the normal equation for unweighted
OFDM/OQAM systems, and expressions that are suitable for selecting
appropriate equalizer length.

The rest of this chapter is organized as follows. In section 3.1, we
present a time-discrete model for OFDM/OQAM systems with a single
branch equalizer. Then, in section 3.2, we derive the objective function of
the single branch equalizer for general OFDM/OQAM systems. To sim-
plify the notation, we use one complex-valued equalizer to replace the four
real-valued equalizers in Hirosaki’s approach [Hir80]. Next we find that for
OFDM/OQAM systems, the received T/2 spaced sequence is wide sense
stationary. In section 3.3, we explore the relationship of MMSE versus
equalizer length. Using the stationarity result in the previous section, we
derive a normal equation similar to the one for a single carrier QAM trans-

29
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mission system. Based on this normal equation, we derive exact expressions
of MMSE for one and infinite-tap equalizer. To assess how long an equal-
izer is needed, an expression relating MMSE as a function of equalizer
length would be helpful. Although the exact MMSE for an equalizer with
an arbitrary number of taps can be calculated by numerically inverting
the correlation matrix, it is still interesting to derive a closed-form ana-
lytical expression. Some earlier results have been published on this prob-
lem [Hod78,RZ99], but only for special cases where the correlation matrix
can be easily inverted. It has been pointed out that no clear-cut answers ex-
ist for how long the equalizer should be [TFJ96]. Circulant approximation
has been suggested to get an approximate inverse of the Toeplitz-shaped
correlation matrix [She85,Gra,SJB03]. Circulant approximation can work
fine only for large matrix dimensions and is therefore not appropriate for
our purpose since we also need to analyze an equalizer with only few taps.
Some authors use gradient descent algorithms to select the optimal taps
of least mean square (LMS) equalizers dynamically [RPNC01,GTC04]. To
our knowledge, due to the difficulty of finding the inverse of the correlation
matrix explicitly, it is still an open problem to get closed-form expressions
for MMSE versus equalizer length for general cases. Then we propose an
approximation of MMSE for an equalizer with an arbitrary number of taps.
In the end of this section, these results are illustrated by examples based
on a two-path time-invariant channel. A short conclusion is given in sec-
tion 5.5.

Parts of the results of this chapter have been published in [LLH05,
LLH06e].

3.1 Model for OFDM/OQAM systems with sin-
gle branch equalizer

A time-discrete model for OFDM/OQAM systems with N subchannels is
shown in Fig. 3.1. This scheme is a simplified version of the general model
shown in Figure 2.4 in Chapter 2. At the receiver side, only subchannel k
is drawn. We assume that the shaping filters g[l] and h[l] are bandlimited
to [−1/T, 1/T ], where T is the period of the input QAM symbols in each
subchannel. Then, in the absence of carrier frequency offset, overlap exists
only between adjacent subchannels. Thus it is sufficient to consider only
subchannel k and its adjacent subchannels k ± 1 at the transmitter side.

Each T seconds, the transmitter takes N complex QAM symbols

ak[n] = aRk [n] + j aIk [n], k = 0, 1, · · · , N − 1,
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Figure 3.1: Time-discrete model for OFDM/OQAM systems with a single
branch equalizer.

and generates an OFDM/OQAM waveform

q[l] =
k+1∑

m=k−1

∞∑
n=−∞

(
aRm[n] g[l − nN ] + j aIm[n] g[l − nN −N/2]

)
ej( 2π

N
l+π

2
)m.

The transmitter filter g[l] operates with a sampling interval T/N , which
is also the sampling interval of the receiver filter f [l]. Assuming a linear
time-invariant (LTI) channel, it can be modelled as a discrete LTI system
with impulse response h[l] with the same sampling interval. We have also
included an independent additive noise source ν[l] in the channel. Thus the
received signal can be written as

x[l] = q[l] ∗ h[l] + ν[l],
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where ∗ stands for convolution.
At the receiver side, the channel signal is demodulated by multiplying

with e−j( 2π
N

l+π
2
)k, filtered by the receiver filter f [l] and down-sampled to

yield a sequence with a sampling interval T/2:

u[s] = x[l] e−j( 2π
N

l+π
2
)k ∗ f [l]

∣∣∣
l=s N

2

=
{ k+1∑

m=k−1

∞∑
n=−∞

(
aRm[n] p(o)

m,k[l − nN ] + j aIm[n] p(o)
m,k[l − nN −N/2]

)

+ ν
(o)
k [l]

}∣∣∣
l=s N

2

, (3.1)

where
p
(o)
m,k[l]

def= j(m−k) g[l] ej 2π
N

(m−k)l ∗ h[l] e−j 2π
N

kl ∗ f [l], (3.2)

and
ν

(o)
k [l] def= ν[l] e−j( 2π

N
l+π

2
)k ∗ f [l]. (3.3)

From (3.1), we see that p
(o)
m,k[l] is actually the equivalent impulse re-

sponse from subchannel m at the transmitter side to the subchannel k at
the receiver side and h[l] e−j 2π

N
kl is the equivalent channel impulse response.

Since g[l] and f [l] are bandlimited, the equalizer needs only to counteract
the effect of non-ideal channel in the range of [−1/T, 1/T ], which is just the
maximum equalization range of a T/2 spaced equalizer. Thus if the equal-
izer is chosen as the inverse filter (if existing) of the equivalent channel
impulse response, both ISI and ICI will be eliminated. Such a zero-forcing
equalizer will cause noise enhancement if subchannel k suffers from deep
fading. In contrast, an MMSE equalization will result in residual ISI and
ICI but the sum of all disturbances will be minimized.

3.2 Equalizer optimization

In Hirosaki’s original work [Hir80], the real and imaginary parts are treated
separately. Here we use one complex-valued filter instead to simplify
the notation. For the equalizer W (z) in Fig. 3.1, we will assume a sin-
gle branch, two-sided transversal filter with complex-valued coefficients
wk, k = −K, · · · ,K. Then the received symbols (subscript k is omitted)
before the detector can be written as

ã[n] = Re
{
wHu2n

}
+ j Im

{
wHu2n+1

}

= wT
r ur,2n + wT

i ui,2n + j
(
wT

r ui,2n+1 −wT
i ur,2n+1

)
, (3.4)
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where {·}H represents the conjugate-transpose, and

un =
[
u[n + K] · · · u[n−K]

]T
, ur,n = Re {un} , ui,n = Im {un}

w =
[
w−K · · · wK

]T
, wr = Re {w} , wi = Im {w} .

Now we are ready to search for the optimal equalizer coefficients based
on the MMSE criterion.

3.2.1 Normal equation for general OFDM/OQAM systems

The target of the equalizer will be to reduce disturbances to a minimum.
This requirement can be formulated as a mean square error (MSE) mini-
mization problem with objective function

J(w) = E
[|e[n]|2] = E

[|a[n]− ã[n]|2]. (3.5)

Then substituting (3.4) into (3.5), we can rewrite the objective function
as

J(w) =
[
wT

r wT
i

] [
A1 −B
−BT A2

] [
wr

wi

]
− 2

[
pT

1 pT
2

] [
wr

wi

]
+ σ2

a, (3.6)

where

A1 = E
[
ur,2nuT

r,2n + ui,2n+1uT
i,2n+1

]
, A2 = E

[
ui,2nuT

i,2n + ur,2n+1uT
r,2n+1

]

B = −E [
ur,2nuT

i,2n − ui,2n+1uT
r,2n+1

]

p1 = E
[
aR[n]ur,2n + aI [n]ui,2n+1

]
, p2 = E

[
aR[n]ui,2n − aI [n]ur,2n+1

]

σ2
a = E

[|a[n]|2]. (3.7)

The optimal equalizer can thus be found by solving the equations
∂J(w)/∂wr = 0 and ∂J(w)/∂wi = 0. The optimal solution of equal-
izer coefficients is not always practical. In particular when a time varying
channel is given, an adaptive solution may be used. The partial derivative
of equation (3.6) with respect to wr and wi can be written as

∂J

∂wr
= 2

(
A1wr −Bwi − p1

)− 2E
[
u2n,rRe {e[n]}+ u2n+1,iIm {e[n]}]

∂J

∂wi
= 2

(
A2wi −BTwr − p2

)− 2E
[
u2n,iRe {e[n]} − u2n+1,rIm {e[n]}].

Then

∂J

∂w
=

1
2
( ∂J

∂wr
+ j

∂J

∂wi

)
= E

{−u2nRe {e[n]}+ j · u2n+1Im {e[n]}}. (3.8)
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If the expectation E
{−u∗2nRe {e[n]} − j · u∗2n+1Im {e[n]}} in equa-

tion (3.8) is estimated by
[−u∗2nRe {e[n]}−j ·u∗2n+1Im {e[n]}], the adaptive

iteration based on steepest decent can be written as

ŵ(k + 1) = ŵ(k) + µ · [u2nRe {e[n]} − j · u2n+1Im {e[n]}], (3.9)

where µ is the step-size parameter.

3.2.2 Normal equation for unweighted OFDM/OQAM sys-
tems

The expressions above are valid for both single carrier [Tu93] and mul-
ticarrier [Hir80] OQAM transmitting systems. The latter ones can even
have subchannel weighting, i.e. different transmitted signal power in each
subchannel. For an OFDM/OQAM system with weighting, the optimal
equalizer is too complicated to be derived explicitly. For systems in which
each subchannel has the same signal power, we will show in (3.15) that the
optimal problem is similar to a single carrier QAM transmission system,
which is much simpler. For the rest of this chapter we will assume such
unweighted systems.

In the following we assume (as is common for OFDM/OQAM systems)
that the transmitter filter g[l] and receiver filter f [l] are defined by identical
real-valued symmetric pulses, i.e. f [l] = g[l] = f [−l]. We further assume
that the input QAM symbols are i.i.d. between different subchannels, dif-
ferent instants, and between real and imaginary parts, i.e.

E
[
aRm[n1] aRk [n2]

]
= E

[
aIm[n1] aIk [n2]

]
=

σ2
a

2
δ(m− k, n1 − n2)

E
[
aRm[n1] aIk [n2]

]
= 0, ∀ m, k, n1, n2,

where δ(k, n) stands for the two-dimensional Kronecker delta function.
Without loss of generality, we may assume that σ2

a = 1. The additive
noise is assumed white, zero-mean with variance σ2

ν . Note that we make
no assumption about the distribution of additive noise and input QAM
symbols.

By defining the N/2 times down-sampled versions pm,k[s] = p
(o)
m,k[s

N
2 ]

and νk[s] = ν
(o)
k [sN

2 ], and further defining

pRm,k[s] = Re{pm,k[s]}, pIm,k[s] = Im{pm,k[s]}
νRk [s] = Re{νk[s]}, νIk [s] = Im{νk[s]},
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we can write the real and imaginary parts of u[s] given by (3.1) as

ur[s] =
k+1∑

m=k−1

∞∑
n=−∞

(
aRm[n] pRm,k[s− 2n]− (−1)(m−k) aIm[n] pIm,k[s− 2n− 1]

)

+ νRk [s]

ui[s] =
k+1∑

m=k−1

∞∑
n=−∞

(
aRm[n] pIm,k[s− 2n] + (−1)(m−k) aIm[n] pRm,k[s− 2n− 1]

)

+ νIk [s]. (3.10)

Then after some derivation, we can write the auto correlation functions
cur [s, τ ], cui [s, τ ] and the cross correlation function curi [s, τ ] as

cur [s, τ ] def= E
[
ur[s] ur[s− τ ]

]

=
1
2

k+1∑

m=k−1

∞∑
n=−∞

(
pRm,k[s− 2n] pRm,k[s− τ − 2n]

+ pIm,k[s− 2n− 1] pIm,k[s− τ − 2n− 1]
)

+
σ2

ν

2
pt[τ ]

cui [s, τ ] def= E
[
ui[s]ui[s− τ ]

]

=
1
2

k+1∑

m=k−1

∞∑
n=−∞

(
pIm,k[s− 2n] pIm,k[s− τ − 2n]

+ pRm,k[s− 2n− 1] pRm,k[s− τ − 2n− 1]
)

+
σ2

ν

2
pt[τ ]

curi [s, τ ] def= E
[
ur[s] ui[s− τ ]

]

=
1
2

k+1∑

m=k−1

∞∑
n=−∞

(
pRm,k[s− 2n] pIm,k[s− τ − 2n]

− pIm,k[s− 2n− 1] pRm,k[s− τ − 2n− 1]
)
, (3.11)

where
pt[τ ] def= f [l] ∗ f [−l]|l=τ N

2
(3.12)

is the N/2 times down-sampled version of the cascade of transmitter filter
g[l] and receiver filter f [l] (recall that g[l] = f [l] = f [−l]).

It can be easily verified that cur [s, τ ], cui [s, τ ] and curi [s, τ ] are periodic
in s with a period 2. We also have that cui [s+1, τ ] = cur [s, τ ], which means
that cui [s, τ ] can be inferred from cur [s, τ ] directly. Therefore we deal only
with cur [s, τ ] and curi [s, τ ] in the following discussion.
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The rest of this section is more conveniently preformed in frequency
domain. It is proved in Appendix A that for an unweighted OFDM/OQAM
system, cur [s, τ ] and curi [s, τ ] are actually independent of time instant s,
and can be expressed as

cur [τ ] =
1
8

k+1∑

m=k−1

Re {Sm,k[τ ]}+
σ2

ν

2
pt[τ ]

curi [τ ] =
1
8

k+1∑

m=k−1

Im {Sm,k[τ ]} , (3.13)

where

Sm,k[τ ] def=
∫ 0.5

−0.5

(|Pm,k(f)|2 + (−1)τ |Pm,k(f − 1)|2) e−jπfτ df

=
∫ 1

−1
|Pm,k(f)|2 e−jπfτ df,

and

Pm,k(f) def=
∞∑

s=−∞
pm,k[s] e−jπfs.

Now we are ready to derive the objective function for an unweighted
OFDM/OQAM system. Based on the definitions in (3.7), we have

A2 = A1 = 2




cur [0] · · · cur [2K]
...

. . .
...

cur [2K] · · · cur [0]




B = 2




curi [0] · · · −curi [2K]
...

. . .
...

curi [2K] · · · curi [0]


 . (3.14)

By substituting (3.10) into the definitions of p1 and p2 in (3.7), we further
get

p1 =




pRk,k[K]
...

pRk,k[−K]


 , p2 =




pIk,k[K]
...

pIk,k[−K]


 .

By defining R = A1 + j B and p = p1 + j p2, based on the facts
that A2 = A1, AT

1 = A1 and BT = −B, we can rewrite the objective
function (3.6) as

J(w) = wHRw − 2Re
{
pHw

}
+ 1. (3.15)



3.3 MMSE versus equalizer length 37

One can easily verify that the correlation matrix R is a Toeplitz-shaped
Hermitian matrix and semi-positive definite. Thus it can be denoted by[
R

]
m,n

= r[m− n], where r[τ ] is given by

r[τ ] = 2 (cur [τ ] + j curi [τ ]) =
1
4

k+1∑

m=k−1

∫ 1

−1
|Pm,k(f)|2 e−jπfτ df + σ2

ν pt[τ ]

=
1
4

∫ 1

−1
G2(f)

(
G2(f) + G2(f − 1)

) |Hk(f)|2 e−jπfτ df + σ2
ν pt[τ ]

=
1
2

∫ 1

−1
G2(f) |Hk(f)|2 e−jπfτ df + σ2

ν pt[τ ], (3.16)

where the last step follows from the fact that
∑1

n=0 G2(f−n) = 2 since the
cascade of transmitter and receiver filters, i.e. G2(f), is a Nyquist pulse.

If p is denoted by
[
p[K] · · · p[−K]

]T , its entries can be expressed as

p [τ ] = pk,k[τ ] =
1
2

∫ 1

−1
Pk,k(f) ejπfτ df

=
1
2

∫ 1

−1
G2(f)Hk(f) ejπfτ df. (3.17)

This completes the calculation of the parameters in the objective func-
tion (3.15) with complex-valued arguments for unweighted OFDM/OQAM
systems. This objective function has a similar form as that for a single
carrier QAM transmission system.

3.3 MMSE versus equalizer length

In order to minimize the implementation complexity and system latency,
the equalizer length should not be larger than necessary. Thus it is impor-
tant to know the minimum equalizer length for a given interference level.

By requiring ∂J(w)/∂w = 0, where J(w) is given by (3.15), we obtain
the normal equation

Rw = p. (3.18)

It can be verified that for a noisy channel, R is always nonsingular.
Thus the optimal coefficient vector can be expressed as wo = R−1p and
the corresponding minimum mean square error (MMSE) is

Jmin = 1− pHwo. (3.19)

We note that Rw is a column vector with entries that can be viewed as
the inner products between the rows of R and w. Then by using Parseval’s
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relation to rewrite these inner products in frequency domain, and taking
DTFT of both sides of (3.18), we obtain

PK(f) =
1
2

∫ 1

−1
RK(f, f ′) W ∗

K(f ′) df ′, (3.20)

where

PK(f) def=
K∑

m=−K

p [−m] e−jπfm

RK(f, f ′) def=
K∑

m=−K

K∑

n=−K

r[m− n] e−jπf ′n e−jπfm

WK(f) def=
K∑

n=−K

w∗n e−jπfn. (3.21)

Note that RK(f, f ′) is the two-dimensional DTFT of the correlation
matrix R, and (3.20) is a Fredholm integral equation of the first kind.

By using Parseval’s relation, we can also rewrite (3.19) in frequency
domain as

Jmin(K) = 1− 1
2

∫ 1

−1
PK(−f) WK(f) df. (3.22)

If (3.20) can be solved with respect to WK(f), the result can be substi-
tuted into (3.22) to find Jmin(K).

3.3.1 MMSE for one-tap equalizer

The simplest possible equalizer has only a single tap. This corresponds to
setting K = 0. In this case, R = r[0] is a scalar and can thus be easily
inverted. Then based on (3.16) and (3.17), the optimal coefficient of a
one-tap equalizer can then be written as

w0 =
p[0]
r[0]

=

∫ 1
−1 G2(f) Hk(f) df

∫ 1
−1 G2(f) |Hk(f)|2 df + 2 σ2

ν

, (3.23)

and using (3.19), we get

Jmin(0) = 1−

∣∣∣
∫ 1
−1 G2(f) Hk(f) df

∣∣∣
2

2
∫ 1
−1 G2(f) |Hk(f)|2 df + 4 σ2

ν

. (3.24)

This is an explicit expression of MMSE for K = 0. Note that the MMSE
also depends on subchannel index k due to the frequency selective fading.
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3.3.2 MMSE for infinite-tap equalizer

At the other extreme, we now consider the case of an infinite-tap equalizer.
Substituting (3.17) into the expression for PK(f) in (3.21) and taking the
limit, we get

P∞(f) =
1
2

∫ 1

−1
G2(f ′) Hk(f ′)

(
lim

K→∞

K∑

m=−K

e−jπ(f ′+f)m

)
df ′

= G2(f) Hk(−f). (3.25)

Similarly by using (3.16), we write the two-dimensional DTFT of R for
K →∞ as

R∞(f, f ′) = 2G2(f ′)
(|Hk(f ′)|2 + σ2

ν

)
δ(f + f ′). (3.26)

Then substituting (3.25) and (3.26) into (3.20), we get

W∞ (f) =
H∗

k (f)
|Hk (f)|2 + σ2

ν

, (3.27)

and finally by substituting (3.25) and (3.27) into (3.22), we obtain

Jmin(∞) = 1− 1
2

∫ 1

−1

G2(f) |Hk(f)|2
|Hk(f)|2 + σ2

ν

df

=
σ2

ν

2

∫ 1

−1

G2(f)
|Hk(f)|2 + σ2

ν

df. (3.28)

We see that for K →∞, the optimal equalizer only depends on the chan-
nel, while the MMSE is still relative to the pulseshape G(f). For the special
case of noise-free channel, i.e. σ2

ν = 0, we have W∞ (f) = 1/Hk(f) for f ∈
[−1, 1], which is the inverse filter of the equivalent channel. We also have
that Jmin(∞) = 0, which means that both ISI and ICI are completely elim-
inated. Therefore, in the absence of noise, the MMSE equalizer is identical
to a zero-forcing equalizer.

3.3.3 MMSE for finite-tap equalizer

Having found explicit expressions for the two extreme cases K = 0 and
K = ∞, we will now attack the more difficult problem of finding a general
expression for Jmin(K). First we define the differences

∆WK(f) = WK(f)−W∞(f)
∆PK(f) = PK(f)− P∞(f)

∆RK(f, f ′) = RK(f, f ′)−R∞(f, f ′). (3.29)
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Now assuming that these differences are small for large K, we can
disregard the second order term ∆PK(−f)∆WK(f) and approximate the
MMSE given in (3.22)) by

Jmin(K) ' Jmin(∞)− 1
2

∫ 1

−1
Re

{
∆WK(f)P∞(−f) + ∆PK(−f) W∞(f)

}
df.

(3.30)

Note that in (3.30), only ∆WK(f) is unknown. Substituting (3.29)
into (3.20), then subtracting P∞(f) from both sides, and using (3.26)
and (3.27), we obtain

∆WK(f) =
∆P ∗

K(−f)− 1
2

∫ 1
−1

∆R∗K(−f,f ′) H∗
k(f ′)

|Hk(f ′)|2+σ2
ν

df ′

G2(f) (|Hk(f)|2 + σ2
ν)

. (3.31)

Finally substituting (3.25), (3.27) and (3.31) into (3.30), after some
tedious but straightforward derivation, we find

Jmin(K) ' Jmin(∞) + J1 + J2, (3.32)

where

J1 =
∞∑

|m|=K+1

Re
{

p∗ [m]
∫ 1

−1
Tk(f) ejπfm df

}

J2 = −1
4

K∑

m=−K

∞∑

|n−m|=K+1

Re
{

r∗[n]
(∫ 1

−1
Tk(f) e−jπfm df

)

×
(∫ 1

−1
T ∗k (f) e−jπf(n−m) df

)}

− 1
2

∞∑

m=K+1

Re
{(∫ 1

−1
Tk(f) cos(mπf) df

)

×
(∫ 1

−1
G2(f) H∗

k(f) cos(mπf) df
)}

+
1
2

∞∑

m=K+1

Re
{(∫ 1

−1
Tk(f) sin(mπf) df

)

×
(∫ 1

−1
G2(f) H∗

k(f) sin(mπf) df
)}

, (3.33)

and Tk(f) def= Hk(f)/
(
|Hk (f)|2 + σ2

ν

)
.

We have now obtained an approximate formula of the MMSE for a finite-
tap optimal equalizer. We see that the MMSE for 1 ≤ K < ∞ is composed
of three terms. The first term is the MMSE of the infinite-tap equalizer.
The second and third terms are related to p [τ ] and r[τ ] respectively.
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3.3.4 Example: MMSE of a two-path transmitting channel

As an example, we assume that the transmitter and receiver filters g[l]
and f [l] are square root raised cosine pulses with a roll-off factor equal to
one, i.e. G(f) =

√
2 cos (πf/2), and define SNR = σ2

a/σ2
ν = 1/σ2

ν . We
consider a two-path channel [Rum79], and assume that the main path is
ideal, while the second path is τc seconds delayed and suffers both amplitude
attenuation and phase shift. We define the normalized delay spread τn =
τc/T . For simplicity, we assume the time-discrete delay Nτn to be an
integer, and express the time-discrete channel impulse response by h[l] =
δ[l] + α e−jϕ δ[l − Nτn], where α is the attenuation factor and ϕ is the
phase shift. Then the frequency response of the channel is H(f) = 1 +
α e−jϕ e−j2πτnf and the equivalent frequency response of subchannel k can
thus be written as

Hk(f) = H(f + k) = 1 + α e−j(2πτnf+ϕk), (3.34)

where ϕk = 2 πτnk + ϕ.
We now assume that the channel varies statistically, where the phase

shift ϕ is assumed to be uniformly distributed in [0, 2π], while the nor-
malized delay spread τn and the attenuation factor are constants. We will
denote averaging a variable x with respect to the statistical variations in
the channel model by x. Note that since we have assumed that Nτn is an
integer, averaging MMSE over all subchannels is approximately equal to
averaging over the statistical variations in the channel model. By substi-
tuting (3.34) into (3.24), and taking the statistical expectation over ϕk, we
get the average MMSE for the one-tap equalizer

Jmin(0) =
α2

(
1− sinc2(2πτn)/(1− 4 τ2

n)2
)

+ SNR−1

√(
1 + α2 + SNR−1

)2 − 4α2 sinc2(2πτn)/(1− 4 τ2
n)2

. (3.35)

Similarly by substituting (3.34) into (3.28) and taking the expectation
over ϕk, we get the average MMSE for the infinite-tap equalizer

Jmin(∞) =
SNR−1

√
(1− α2)2 + 2 (1 + α2) SNR−1 + SNR−2

. (3.36)

We see that the average MMSE for the one-tap equalizer is a function of
the normalized delay spread τn, while the one for an infinite-tap equalizer is
independent of τn. The curves of Jmin(0) and Jmin(∞) versus α for different
SNR levels are shown in Fig. 3.2, with τn = 1/16 for the one-tap equalizer.
We can see that both Jmin(0) and Jmin(∞) have their maximum values at
a point near α = 1.
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Figure 3.2: Average MMSE Jmin(K) of one and infinite-tap equalizers ver-
sus second path attenuation factor α with SNR as parameter (τn = 1/16
for the one-tap equalizer).
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The curves for Jmin(0) and Jmin(∞) versus τn for different α and SNR
are shown in Fig. 3.3. We see that for τn small, the gap between Jmin(0)
and Jmin(∞) is also small, which implies that a one-tap equalizer is enough.
We also note that for higher SNR, the gap is larger. This means that more
taps are needed. For large τn, we note that Jmin(0) converges to the same
value for different SNR levels. This can be explained by noting that MMSE
is dominated by interference (ISI and ICI) for high SNR.

Based on formulas (3.35) and (3.36), we may give some theoretical ex-
planation for the curves in Fig. 3.3. To determine the necessity of using a
multi-tap equalizer, we define a ratio Gmax = Jmin(0)/Jmin(∞), which is
the maximum obtainable gain by increasing the number of equalizer taps.
By substituting (3.35) and (3.36) into the expression of Gmax, then us-
ing Taylor approximation with respect to τn and omitting the fourth order
terms O

(
τ4
n

)
, we get

Gmax ' 1 + C τ2
n , (3.37)

where

C =
(4π2/3− 8)α2 SNR

[
(1− α2)2 + 2 α2 SNR−1 + SNR−2

]

(1 + α2 + SNR−1)2 − 4α2
.

Then for α and SNR given, Gmax increases quadratically with increas-
ing normalized delay spread and the rate of increase is determined by the
parameter C. For α = 0, we have C = 0, thus Gmax = 1. This is expected
since for α = 0, the channel is ideal and then equalization is not needed.
We also note that C is approximately proportional to SNR, which implies
that more precise equalization is needed for high SNR. This is in accordance
with the curves in Fig. 3.3.

The curve presented for Jmin(∞) represents a lower bound of what can
be expected by a practical finite-tap equalizer. We will now study how close
to this bound one can come by comparing Jmin(K) to Jmin(∞). Numerical
values of Jmin(K) are found in two steps. First the correlation matrix
R in (3.18) is inverted numerically to find Jmin(K) by (3.19). Then the
average MMSE Jmin(K) is calculated by numerical integration over the
phase shift ϕk. The resulting curves for Jmin(K) versus normalized delay
spread τn with SNR= 40 dB are shown in Fig. 3.4. We see that larger K
means lower MMSE while the gain obtained by introducing multiple taps
becomes marginal. We also note that for the worst case (α = 1.0), more
equalizer taps are needed to obtain the same equalization gain.

The discussion above is based on the numerical results. To assess how
large equalizer length is required in a given situation, a closed-form expres-
sion for the MMSE versus K is needed. Due to the difficulty of explicitly
inverting the correlation matrix R, an approximate formula is suggested in
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Figure 3.3: Average MMSE Jmin(K) of one and infinite-tap equalizer versus
normalized delay spread τn with attenuation factor α and SNR as parame-
ters.
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Appendix B based on (3.30). It is found that

Jmin(K) ' Jmin(∞) +
B

K (K + 1)
, (3.38)

where

B =
4α2 τ2

n

[(
1 + α2 + 2 α cos (ϕk) + SNR−1

)2 − 4 sin2(ϕk) SNR−1
]

π
(
1 + α2 + 2 α cos (ϕk) + SNR−1

)3 .

The constant B is independent of K, giving an inverse quadratic con-
vergence towards Jmin(∞) with increasing K. The approximate average
MMSE Jmin(K) can be obtained by averaging B over ϕk. The curves for
average MMSE versus K for different SNR and delay spread are shown in
Fig. 3.5. The attenuation factor α is set to 0.5. In the figure, the approx-
imate curves are shown together with exact curves obtained by numerical
inversion of the correlation matrix R. Note that for K = 0, the average
MMSE is calculated by formula (3.35). We can see that the average MMSE
decreases quickly with increasing K, and saturates after a certain value of
K. Higher SNR or larger delay spread τn requires larger K to reach the sat-
uration threshold. For SNR = 10, 20 and 30 dB, the approximate average
MMSE matches well with the exact value. For SNR = 40 and 50 dB, the
approximation can be used as an upper bound on Jmin(K). We also note
that the approximation error is larger for larger delay spread τn. This is
because a first order approximation of the channel is used in the derivation
(see formula (B.5) in Appendix B). Larger τn means worse approximation
of the channel, hence worse approximation of the average MMSE.

Finally the curves for average MMSE versus SNR for different K are
shown in Fig. 3.6. We can see that longer equalizers is needed for higher
SNR, and the approximation formula (3.38) matches well with theoretical
values for SNR less than 30 dB, especially for τn = 1/16.

3.4 Conclusion

In this chapter, we have derived expressions of MMSE versus equalizer
length for OFDM/OQAM systems. These expressions are useful for de-
termining how complicated equalizers are necessary in a given case. An
example of a two-path channel is studied to illustrate the use of these ex-
pressions. For a two-path channel, we show that the maximum obtainable
gain by introducing a multi-tap equalizer increases approximately quadrat-
ically with increasing the normalized delay spread τn. From another point
of view, the need of a multi-tap equalizer decreases quadratically with in-
creasing the number of subchannels. We also show that the average MMSE
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Figure 3.5: Average MMSE Jmin(K) versus equalizer length 2K + 1 with
SNR and normalized delay spread τn as parameters (α = 0.5).
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converges quadratically to a floor with increasing number of equalizer taps.
This implies that very long equalizers are not necessary in OFDM/OQAM
systems. Numerical results show that for the case of the attenuation factor
of the second path α = 0.5 and SNR= 40 dB, if we require the average
MMSE to be lower than −35 dB, a one-tap (K = 0) equalizer is enough for
τn < 0.01 and a seven-tap (K = 3) equalizer can be used up to τn = 0.1.

These results show that the equalization for OFDM/OQAM systems
can be quite efficiently implemented. In addition, we have shown in Chap-
ter 2 that OFDM/OQAM can be efficiently implemented with a complexity
only slightly higher than conventional OFDM/QAM systems. Taking into
account the increased spectrum and power efficiency and more compact
spectrum, OFDM/OQAM system seems an attractive substitute for ordi-
nary OFDM/QAM systems with guard interval.





Chapter 4

Design of Optimal Pulses
Robust to CFO for OFDM
Systems

A model of an OFDM system with carrier recovery and symbol synchro-
nizer is shown in Fig. 4.1. At the transmitter side, the sequence from the
OFDM modulator is multiplied with a sinusoidal signal with frequency fc

to generate the transmitted passband signal. At the receiver side, the re-
ceived signal is down-converted by multiplying with the recovered carrier
with frequency f̂c. The recovered carrier frequency f̂c can be estimated
based on pilot symbols or blindly. Then the down-converted baseband sig-
nal is resampled to generate the input sequence to the OFDM demodulator.
The symbol synchronizer is used to eliminate the effects caused by timing
offset.

Due to Doppler frequency shift and/or oscillator inaccuracy, the car-
rier frequency should be estimated from time to time. However, carrier
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Generator
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Received

signal

Input
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Figure 4.1: Model of OFDM transmission systems with carrier recovery
and symbol synchronizer.
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frequency can never be perfectly recovered.
Since the bandwidth of each subchannel is only a small fraction of the

total bandwidth, OFDM systems are much more sensitive to carrier fre-
quency offset than single carrier systems. For OFDM/QAM systems with
rectangular pulseshaping, it is reported that CFO should be less than 2%
of the subchannel spacing to guarantee a signal to interference ratio (SIR)
higher than 30 dB [PBM95]. OFDM/OQAM systems using pulseshaping
are also sensitive to CFO [RHV98,LHL05]. In this chapter, we will search
for optimal pulseshapes with robustness to CFO for both OFDM/QAM
and OFDM/OQAM systems.

The robustness to CFO of OFDM/QAM systems can be improved at
the sacrifice of spectral efficiency. One kind of method is called self-ICI-
cancellation schemes [ZH96,Arm99]. The robustness to CFO is improved
by mapping data symbols to more than one adjacent subchannel, then
recovering the desired symbols by using these adjacent subchannels. An-
other category of methods is based on using smoother pulseshapes in each
subchannel. Recently, there has been an increasing interest in the de-
sign of pulses that are robust to CFO (or the dual problem of design of
pulses that are robust to timing offset for bandlimited single carrier sys-
tems) [BTD01, TB04, SL05, SCC05, CSC05]. Optimal pulses in the sense
of minimizing the mean square error (MSE) for small values of CFO were
found in 1968 by Franks [Fra68]. Since a certain residual CFO is always
present in practice, it is desirable to design a pulse with small average inter-
channel interference (ICI) power for CFO in a certain region around zero.
In this chapter, optimal pulses with minimum ICI power at a given value
of CFO are found analytically. We also show that under some conditions,
such optimal pulses also minimize the maximum average ICI power over a
region.

Compared to OFDM/QAM, OFDM/OQAM has more freedom in the
choice of pulseshapes. In Chang’s original work [Cha66], the shaping filters
were strictly bandlimited, and therefore of infinite duration in time domain.
Simply truncating these pulses would result in obvious spectrum leakage, or
a long pulse with impractical implementation. Therefore, a compromise be-
tween pulse length and bandwidth must be sought for. One approach, car-
ried out by Vahlin and Holte [VH96], seeks to minimize out-of-band energy
while keeping the pulse length short. Similar approaches for time-discrete
OFDM/OQAM systems have also been obtained [CC97,BDH99,PS01]. In
this chapter, we will try to find pulseshapes that increase the robustness to
CFO. Normally, as shown in Figure 4.1, a coarse frequency adjustment is
done in the receiver prior to the demodulation. Remaining phase rotations
are then found by the channel estimator and corrected by a simple one-tap
equalizer. However, this correction will not remove intersymbol interfer-
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ence (ISI) and ICI introduced by the loss of orthogonality introduced by
the CFO. Then similar to the OFDM/QAM case, we will search for optimal
pulseshapes with minimum ICI power at given values of CFO.

The rest of this chapter is organized as follows. In section 4.1, we
search for the optimal pulseshapes with minimum ICI at a given CFO point
for OFDM/QAM systems analytically. Then in section 4.2, we search for
optimal pulses robust to CFO for OFDM/OQAM systems numerically. At
last in section 5.5, a short conclusion is given.

Parts of the results of the chapter have been published in [LHL05,
LLH06d].

4.1 Optimal pulse robust to CFO for OFDM/QAM
systems

First we search for optimal pulseshapes with robustness to CFO for
OFDM/QAM systems. We consider the time-continuous case and assume
no guard interval is inserted.

4.1.1 System description and interference model

We consider an OFDM/QAM system with N subchannels and a subchannel
spacing 1/T . The transmitter filter g(t) and receiver filter f(t) are assumed
identical, real-valued, symmetric and time-limited to [− (1+β)T

2 , (1+β)T
2 ],

where β is referred as the roll-off factor. Each (1+β) T seconds, the trans-
mitter takes N symbols {ak[n]}N−1

k=0 , and generates a transmitted waveform

x(t) =
N−1∑

k=0

∞∑
n=−∞

ak[n] g
(
t− n(1 + β)T

)
ej 2π

T
kt.

The channel is assumed to be ideal. In subchannel k at the receiver side,
the received signal is demodulated by the subcarrier frequency k/T mi-
nus the frequency offset fe (normalized with respect to subchannel spacing
1/T ), then filtered by the receiver filter f(t) (identical to g(t)) and sampled
at instant n(1 + β)T to generate the received symbol

ãk[n] = x(t) e−j 2π
T

(k−fe)t ∗ g(t)
∣∣
t=n(1+β)T

= ej2πn(1+β)fe

(
ak[n] Γ0 +

N−1∑

m=0,m6=k

am[n] Γm−k

)
,
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where ∗ stands for the convolution, and

Γk = ej2πkβn

∫ (1+β)T
2

− (1+β)T
2

g2(t) e−j 2π
T

(k+fe)t dt. (4.1)

We see that no ISI is present while the desired symbol is attenuated by
a factor Γ0. The ICI comes only from the symbols at the same instant. By
further assuming that the input symbols ak[n] are i.i.d. with a unit power,
the average ICI power of ãk[n] is given as

σ2
ICI =

N−1∑

m=0,m6=k

|Γm−k|2 , (4.2)

and the signal to interference ratio is

SIR =
|Γ0|2∑N−1

m=0,m6=k |Γm−k|2
. (4.3)

We see that the average ICI power is also related to the number of
subchannels N and the subchannel index k. For large N , the average ICI
power of most subchannels is largely independent of N and k since the ICI
from far lower or higher subchannels is negligible. In the next section, we
will assume the number of subchannels N →∞.

4.1.2 Optimal pulses robust to CFO

By using the transforms t′ = t/T and g′(t′) =
√

T g(tT ), and keeping the
unprimed symbols, we can normalize (4.1) as

Γk = ej2πkβn

∫ 1+β
2

− 1+β
2

g2(t) e−j2π(k+fe)t dt. (4.4)

A. Necessary and sufficient conditions of orthogonality

To satisfy the orthogonality between subchannels, the ICI should be zero
in the absence of CFO. Based on (4.4) and assuming a unit energy pulse
g(t), this constraint is expressed as

∫ 1+β
2

− 1+β
2

g2(t) e−j2πkt dt = δ[k]. (4.5)

Since g2(t) can be viewed as the frequency response of a time domain
pulse that satisfies the Nyquist criterion, the design of orthogonal pulses
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is equivalent to searching for bandlimited Nyquist pulses for single carrier
systems. Therefore the sufficient and necessary condition is

∑∞
k=−∞ g2(t +

k) ≡ 1, and a general expression for g2(t) is given as

g2(t) =





1, |t| < 1−β
2

ϕ(1
2 − |t|) + 1

2 , 1−β
2 ≤ |t| ≤ 1+β

2

0, |t| > 1+β
2 ,

(4.6)

where ϕ(t) is any odd function that satisfies the constraint max
t∈[0, β

2
]
|ϕ(t)| ≤

1
2 .

For the special case of β = 0, we see from (4.6) that the orthogonal
pulse must fulfil g2(t) = 1. By requiring g(t) to be positive, the rectangular
pulse is the only choice of g(t).

For β > 0, there exists an infinite number of orthogonal pulses. Below
we list some earlier suggested pulses by choosing different ϕ(t):

• Raised Cosine (RC) pulse: ϕ(t) = 1
2 sin(πt/β);

• ”Better Than” Raised Cosine (BTRC) pulse [BTD01,TB04]: ϕ(t) =
1
2 sgn(t)

(
4|t|/β − 1

)
;

• Second order polynomial pulse [SL05]: ϕ(t) = sgn(t)
[
p (2 |t|/β)− 1

2

]
,

where p(t) = a0 + a1 t + a2 t2;

• Franks’ pulse [Fra68]: ϕ(t) = t.

We see that Franks’ pulse stands for the special case of a second order
polynomial pulse with a0 = 1/2, a1 = β/2, a2 = 0.

We will now search for the most optimal ones with minimum average
ICI power at a given CFO point among all orthogonal pulses.

B. Formulation of the optimization problem

In Franks’ original work [Fra68], the optimal pulse ϕ(t) = t was found
by minimizing the MSE of desired symbols, i.e. minimizing |Γ0 − 1|2 +∑N−1

m=0,m6=k |Γm−k|2 = |Γ0 − 1|2 + σ2
ICI, for small value of CFO. For practi-

cal OFDM systems, since a multiplier will correct the distortion of desired
symbols, we will minimize the average ICI power instead of MSE. In addi-
tion, since a certain residual CFO is always present due to imperfect CFO
estimation, we will search for optimal pulses with minimum ICI power at a
given CFO point fe = f̃e. It will be shown later by Property 2 that these
optimal pulses also minimize the maximum ICI power over [0, f̃e] under
certain conditions.
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By substituting (4.4) into (4.2) and assuming N →∞, we get

σ2
ICI =

∞∑

k=−∞
|Γk|2 − |Γ0|2

=
∫ 1+β

2

− 1+β
2

g2(t)
( ∞∑

k=−∞
e−j2π(k+f̃e)t

∫ 1+β
2

− 1+β
2

g2(τ)e−j2π(k+f̃e)τdτ
)
dt

−
(∫ 1+β

2

− 1+β
2

g2(t) e−j2πf̃et dt
)2

=
∫ 1+β

2

− 1+β
2

g2(t)
( ∞∑

l=−∞
e−j2πf̃el g2(t− l)

)
dt−

(∫ 1+β
2

− 1+β
2

g2(t) e−j2πf̃et dt
)2

,

(4.7)

where the Poisson sum formula is used to get the last equality.
Then by substituting (4.6) into (4.7), we get

σ2
ICI = 8

[∫ β
2

0
ϕ2(t) dt− 2

(∫ β
2

0
ϕ(t) sin(2πf̃et) dt

)2

− cos(πf̃eβ)
πf̃e

∫ β
2

0
ϕ(t) sin(2πf̃et) dt

]
sin2(πf̃e)

+ 1− β sin2(2πf̃e)− sinc(πf̃e) cos2(πf̃eβ). (4.8)

For f̃e = 0, σ2
ICI gets the minimum value of 0 for any odd function

ϕ(t). For f̃e larger than 0.5, we may use subchannel k + 1 at the receiver
side to demodulate the signals from subchannel k at the transmitter side.
Therefore without loss of generality, we may assume 0 < f̃e ≤ 0.5. The
minimization of σ2

ICI can be done by minimizing the functional

J(ϕ) =
∫ β

2

0
ϕ2(t) dt− 2

(∫ β
2

0
ϕ(t) sin(2πf̃et) dt

)2

− cos(πf̃eβ)
πf̃e

∫ β
2

0
ϕ(t) sin(2πf̃et) dt. (4.9)

We will verify in the next section that the constraint max
t∈[0, β

2
]
|ϕ(t)| ≤ 1

2

is always fulfilled for the optimal ϕ(t). Therefore we will not consider it
during the optimization procedure.
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C. Solution of the optimization problem

The variation of functional J(ϕ) in (4.9) can be written as

δJ(ϕ; v) = 2
∫ β

2

0
ϕ(t) v(t) dt− 4

(∫ β
2

0
ϕ(τ) sin(2πf̃eτ) dτ

)

×
(∫ β

2

0
v(t) sin(2πf̃et) dt

)
− cos(πf̃eβ)

πf̃e

∫ β
2

0
v(t) sin(2πf̃et) dt

= 2
∫ β

2

0

[
ϕ(t)−

(
2

∫ β
2

0
ϕ(τ) sin(2πf̃eτ) dτ +

cos(πf̃eβ)
2πf̃e

)

× sin(2πf̃et)
]
v(t) dt. (4.10)

Now we will show that J(ϕ) is strictly convex. We note that

J(ϕ + v)− J(ϕ)− δJ(ϕ; v)

=
∫ β

2

0
v2(t) dt− 2

(∫ β
2

0
v(t) sin(2πf̃et) dt

)2

≥
∫ β

2

0
v2(t) dt− 2

(∫ β
2

0
v2(t) dt

)(∫ β
2

0
sin2(2πf̃et) dt

)

=
[
1− β

2
(
1− sinc(2πf̃eβ)

)] ∫ β
2

0
v2(t) dt ≥ 0, (4.11)

where we have first used the Cauchy-Schwarz inequality, and the last in-
equality follows from the fact that

β

2
(
1− sinc(2πf̃eβ)

)
< 1, ∀ f̃e ∈ R, ∀β ∈ [0, 1].

Since equality in (4.11) can be obtained if and only if v(t) = 0, the
functional J(ϕ) is strictly convex. Therefore there exists only one station-
ary point that is also the global minimum. Based on (4.10), the unique
stationary point should satisfy

ϕ(t) =
(
2

∫ β
2

0
ϕ(τ) sin(2πf̃eτ) dτ +

cos(πf̃eβ)
2πf̃e

)
sin(2πf̃et).

This integral equation can be easily solved since ϕ(t) will have a form of
C sin(2πf̃et), where C is a constant. By using the method of undermined
coefficients, we get

ϕ(t) =
cos(πf̃eβ)

πf̃e

[
2− β

(
1− sinc(2πf̃eβ)

)] sin(2πf̃et). (4.12)
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Finally we check if the constraint max
t∈[0, β

2
]
|ϕ(t)| ≤ 1

2 is satisfied. By

requiring dϕ(t)/dt = 0, we find that cos(πf̃eβ) = 0 or cos(2πf̃et) = 0. For
cos(πf̃eβ) = 0, the constraint is obviously satisfied. For cos(2πf̃et) = 0,
the minimum f̃e = 1

2 β ≥ 0.5, which is outside the interval (0, 0.5). Then

we only have to check the end point t = β
2 . Assuming β ≤ 1, we have

0 ≤ ϕ(
β

2
) ≤ β sinc(2πf̃eβ)

1 + β sinc(2πf̃eβ)
≤ 1

2
.

Therefore, the constraint max
t∈[0, β

2
]
|ϕ(t)| ≤ 1

2 is always satisfied for
the optimal ϕ(t). At last by substituting (4.12) into (4.6), we then get
the optimal pulses. We note that Franks’ pulses [Fra68] coincide with the
optimal pulse with f̃e → 0, although a slightly different criterion was used
in Franks’ approach.

D. Properties of the optimal pulses

We may conclude the following two properties:

• Property 1: The optimal pulses given by (4.6) and (4.12) are
uniquely determined by f̃e, and will be distinct for different f̃e;

• Property 2: Based on Property 1, if an optimal pulse obtains max-
imum average ICI power at the end point fe = f̃e over [0, f̃e], it also
solves the minimax optimization problem: ming2(t) maxfe∈[0,f̃e]

σ2
ICI,

i.e. it also minimizes the maximum average ICI power over [0, f̃e]
among all orthogonal pulses.

By varying the optimized point f̃e, we get a set of optimal pulses and
the corresponding minimal average ICI power. By connecting these points
together, we obtain a lower bound. Based on Property 1, the curves of
average ICI power versus CFO for any orthogonal pulse should lie above this
lower bound, and no one can touch this lower bound at more than one points
in the region fe ∈ (0, 0.5]. This lower bound shows the improvement margin
of an orthogonal pulse at a given value of CFO. Similarly, we also define
an SIR upper bound. Note that this upper bound is only an approximate
result since the optimal pulses are not supposed to maximize SIR.

4.1.3 Comparison of different pulses for OFDM/QAM sys-
tems

In this section, we compare the optimal pulse to the following earlier pro-
posed pulses: rectangular pulse, Raised Cosine (RC) pulse, ”Better Than”
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Raised Cosine (BTRC) pulse [BTD01] and Franks’ pulse [Fra68]. In the
comparison, we set the number of subchannels N = 64 and the roll-off fac-
tor β = 0.2 and 1.0. The optimized CFO point for optimal pulses is set to
f̃e = 0.2. The average ICI power of subchannel k is calculated using (4.2).

The comparison of different pulses is shown in Fig. 4.2 and 4.3. The
roll-off factor are set as β = 0.2 in Fig. 4.2, and to be set as β = 1.0 in
Fig. 4.3. We see that for small value of roll-off factor β = 0.2, Franks’ pulse
is quite close to the optimal pulse. For larger roll-off factor β = 1.0, all
pulses (except for rectangular pulse) become more compact in frequency
domain. We note that the optimal pulses have the lowest main sidelobes.

Recall that the average ICI power also depends on the subchannel index
k for a system with finite number of subchannels. The comparison of the
average ICI power versus subchannel index k for CFO = 0.2 is illustrated
in Fig. 4.4. We see that the average ICI power is largely independent of
subchannel index k, except for the subchannels lie in the ends of band.
This verifies that the ICI from far lower or higher subchannels is negligible.
For β = 0.2, the average ICI power of optimal pulse is about 0.7 dB lower
than that of BTRC pulse for the middle subchannels. We also note that
Franks’ pulse is quite close to the optimal pulse for this case. For β = 1.0,
the average ICI power of optimal pulse is about 1.3 and 2.0 dB lower than
that of BTRC and Franks’ pulses respectively for the middle subchannels.

The curves for the average ICI power and SIR versus CFO of subchannel
31 for different pulses are shown in Fig. 4.5. We see that the optimal pulse
has the lowest average ICI power and highest SIR at the optimized point
fe = 0.2. Since the optimal pulses obtain the maximum average ICI power
at fe = 0.2 over [0, 0.2], they also minimize the maximum ICI power in
this region based on Property 2. For β = 0.2, both the optimal pulse
and Franks’ pulse is quite close to the lower bound. This implies that for
small values of β, the optimal pulse is largely independent of the choosing
of optimized CFO point f̃e. For β = 1.0, the average ICI power of the
optimal pulse at fe = 0.2 is about 1.3 and 1.8 dB lower than that of the
BTRC pulse and Franks’ pulse respectively. For β = 1.0 and small values
of CFO, Franks’ pulse is close to the lower bound, and the optimal pulse
has about the same performance as the BTRC pulse. We also note that
for all pulses (except for the rectangular pulse), the robustness to CFO
is improved for larger β. This is expected since we have more degree of
freedom to choose pulses by using a longer transmitting interval. From
another point of view, a longer transmitting interval somehow provides a
wider guard-band in frequency domain, thus increases the robustness to
CFO. It is worthwhile to point out that such improvement is obtained at
the sacrifice of spectrum efficiency.
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Figure 4.2: Comparison of different pulses (β = 0.2) (the optimal pulse
overlaps with Franks’ pulse).
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Figure 4.3: Comparison of different pulses (β = 1.0).
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Figure 4.4: Comparison of average ICI power and SIR versus subchannel
index k for different pulses with roll-off factor β as parameter.
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4.2 Optimal pulse robust to CFO for OFDM/OQAM
systems

In this section, we will search for the optimal pulses with minimum in-
terference at a given CFO point for OFDM/OQAM systems. Since it is
difficult to find the optimal pulse analytically for OFDM/OQAM systems,
we will use numerical optimization methods instead. We assume that the
transmitter filter g(t) and receiver filter f(t) are identical real-valued and
symmetric pulses.

4.2.1 System description and interference model

A. System description

As shown above, a guard interval in frequency domain can reduce the sen-
sitivity to CFO for pulseshaping OFDM/QAM systems. Now we check if
it is feasible for OFDM/OQAM systems.

We consider an OFDM/OQAM system with N subchannels and a
subchannel spacing 1/T . Each subchannel transmits a QAM symbol
ak[n] = aRk [n] + jaIk [n] every (1 + β) T seconds, where aRk [n] and aIk [n] are
respectively the real and imaginary part of symbol. Offset QAM (OQAM)
symbols are obtained by delaying the imaginary parts by (1 + β) T/2.
By setting β = 0, we get the critically spaced (in frequency domain)
OFDM/OQAM systems described in chapter 2.

Pulseshaping of the transmitted signal is achieved by a transmitter filter
g(t) prior to the modulation of the subcarrier ej( 2π

T
t+π

2
)k. By summing up

all subchannels, the transmitted signal s(t) can be written as

s(t) =
N−1∑

k=0

∞∑
n=−∞

[
aRk [n] g(t− n(1 + β) T )

+ j aIk [n] g(t− (n + 1/2)(1 + β) T )
]
ej( 2π

T
t+π

2
)k. (4.13)

The channel is assumed to be ideal. In subchannel k at the receiver side,
the received signal from channel is first demodulated by the subcarrier
frequency minus the frequency offset fe (normalized with respect to 1/T ),
then filtered by the receiver filter f(t) (identical to g(t)) to generate the
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received subchannel signal

yk(t) = s(t) e−j[( 2π
T

t+π
2
)k− 2π

T
fet] ∗ f(t)

= ej 2π
T

fet
N−1∑

m=0

∞∑
n=−∞

(
aRm[n]

∫ ∞

−∞
g(t− τ − n(1 + β) T ) g(τ)

× ej[( 2π
T

(t−τ)+π
2
)(m−k)− 2π

T
feτ ] dτ

+ j aIm[n]
∫ ∞

−∞
g(t− τ − (n + 1/2)(1 + β) T ) g(τ)

× ej[( 2π
T

(t−τ)+π
2
)(m−k)− 2π

T
feτ ] dτ

)
. (4.14)

We see that as a result of the uncompensated frequency offset, the
demodulated signal yk(t) is frequency shifted by fe/T . Since the real part
and imaginary parts of the received symbols are got by sampling yk(t) at
t = n(1+β) T and t = (n+1/2)(1+β) T respectively, the received symbol
ãk[n] will then appear as rotated by an angle

θk =
{

2πn(1 + β)fe, for the real part
2π(n + 1

2)(1 + β)fe, for the imaginary part.

We assume (optimistically) that this phase rotation introduced by CFO
is perfectly estimated by the channel estimator and compensated for, by
a multiplication by e−j θ̃k , where θ̃k = 2πn(1 + β)fe for the real part of
symbol and θ̃k = 2πn(1 + β)fe for the imaginary part. Then the recovered
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symbol can be written as

ãRk [n] = Re
{
yk(t) e−j2πn(1+β)fe

}|t=n(1+β)T

= Re
{N−1∑

m=0

∞∑

n′=−∞

[
aRm[n′]

∫ ∞

−∞
g
(
τ − n− n′

2
(1 + β) T

)

× g
(
τ +

n− n′

2
(1 + β) T

)
e−j[( 2π

T
τ−π

2
)(m−k)+ 2π

T
feτ ] dτ

+ j aIm[n′]
∫ ∞

−∞
g
(
τ − n− n′ − 1/2

2
(1 + β) T

)

× g
(
τ +

n− n′ − 1/2
2

(1 + β) T
)
e−j[( 2π

T
τ−π

2
(2+β))(m−k)+ 2π

T
feτ ] dτ

]

× ejπ(n+n′)(m−k)(1+β)
}

ãIk [n] = Im
{
yk(t) e−j2πfet

}|t=(n+ 1
2
)(1+β)T

= Im
{N−1∑

m=0

∞∑

n′=−∞

[
aRm[n′]

∫ ∞

−∞
g
(
τ − n− n′ + 1/2

2
(1 + β) T

)

× g
(
τ +

n− n′ + 1/2
2

(1 + β) T
)
e−j[( 2π

T
τ−π

2
(2+β))(m−k)+ 2π

T
feτ ] dτ

+ j aIm[n′]
∫ ∞

−∞
g
(
τ − n− n′

2
(1 + β)T

)
g
(
τ +

n− n′

2
(1 + β) T

)

× e−j[( 2π
T

τ−π
2
(3+2 β))(m−k)+ 2π

T
feτ ] dτ

]
ejπ(n+n′)(m−k)(1+β)

}
. (4.15)

Since the received symbols are obtained by the operations of Re{·}
and Im{·}, the additional phase factor ejπ(n+n′)(m−k)(1+β) in (4.15) should
be compensated, otherwise it will cause interference and then damage the
orthogonality in OFDM/OQAM systems. For an arbitrary β, this phase
factor is difficult to compensate. For the special cases of β = 0 and β =
1, this phase factor disappear. For β = 1, the system degenerates to a
conventional FDM system. Therefore in this thesis, we will consider only
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the case of β = 0. For this case, we can simplify (4.15) as

ãRk [n] =
N−1∑

m=0

∞∑

n′=−∞

[
aRm[n′]

∫ ∞

−∞
g(τ − (n− n′)T ) g(τ)

× cos
(
(
2π

T
τ − π

2
)(m− k) +

2π

T
feτ

)
dτ

+ aIm[n′]
∫ ∞

−∞
g(τ − (n− n′ − 1/2)T ) g(τ)

× sin
(
(
2π

T
τ − π

2
)(m− k) +

2π

T
feτ

)
dτ

]

ãIk [n] =
N−1∑

m=0

(−1)m−k
∞∑

n′=−∞

[
−aRm[n′]

∫ ∞

−∞
g(τ − (n− n′ + 1/2) T ) g(τ)

× sin
(
(
2π

T
τ − π

2
)(m− k) +

2π

T
feτ

)
dτ

+ aIm[n′]
∫ ∞

−∞
g(τ − (n− n′) T ) g(τ)

× cos
(
(
2π

T
τ − π

2
)(m− k) +

2π

T
feτ

)
dτ

]
. (4.16)

Now we are ready to derive an interference model for OFDM/OQAM
systems.

B. Interference model

We will now develop expressions for both ISI and ICI for the described
system. First we can rewrite (4.16) as

ãRk [n] = aRk [n]G0,0 +
N−1∑

m=0

( ∞∑

l=−∞
l 6=n,ifm=k

aRm[l]Gm−k,n−l +
∞∑

l=−∞
aIm[l]Hm−k,n−l

)

ãIk [n] = aIk [n]G0,0 +
N−1∑

m=0

(−1)m−k
( ∞∑

l=−∞
l 6=n,ifm=k

aIm[l]Gm−k,n−l

−
∞∑

l=−∞
aRm[l]Hm−k,n−l+1

)
, (4.17)

where

Gm,n =
∫ ∞

−∞
g(nT − τ) g(τ) cos

[
(
2π

T
τ − π

2
)m +

2π

T
feτ

]
dτ

Hm,n =
∫ ∞

−∞
g(nT − T

2
− τ) g(τ) sin

[
(
2π

T
τ − π

2
)m +

2π

T
feτ

]
dτ.(4.18)
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Note that Gm,n and Hm,n are functions of the carrier frequency offset fe.
The right hand sides of (4.17) show that the received symbol is com-

posed of the true symbol multiplied by a constant G0,0, and a weighted
sum of contributions from symbols at other instants and from other sub-
channels. Note that the interference from the real part of a symbol will
affect both the real and imaginary parts of all other symbols. In general
the quantity Gm−k,n−l denotes the interference from the real part of the
lth symbol of the subchannel m to the real part of desired symbol ãRk [n],
whereas Hm−k,n−l denotes the interference from the imaginary part of the
sent symbols. A similar statement can be made for the imaginary part.

To obtain expressions for average ISI and ICI power, we now assume
that the data symbols are statistically independent between different sub-
channels, different symbols, and between real and imaginary parts, i.e.

E
[
aRm[n1]aRk [n2]

]
= E

[
aIm[n1]aIk [n2]

]
=

σ2
a

2
δ(m− k, n1 − n2)

E
[
aRm[n1]aIk [n2]

]
= 0, ∀ m, k, n1, n2,

where σ2
a is the average power of the sent complex symbols, and δ(m,n) is

the two-dimensional Kronecker delta function.
Without loss of generality, we may assume σ2

a = 1. Then based on the
assumption above and (4.17), we can write the average ISI and ICI powers
as

σ2
ISI =

∞∑

l=−∞
l 6=0

G2
0,l +

∞∑

l=−∞
H2

0,l

σ2
ICI =

N−1∑

m=0
m6=k

∞∑

l=−∞

(
G2

m−k,l + H2
m−k,l

)
. (4.19)

By comparing (4.19) to (4.2), we find that different from OFDM/QAM
systems with time-limited pulseshapes, an OFDM/OQAM system suffers
from both ISI and ICI in the presence of CFO due to longer pulseshapes.

4.2.2 Design of optimal pulses robust to CFO

The expressions for average ISI and ICI power (4.19) depend on the shaping
filter g(t) through the factors Gm,n and Hm,n. We are now ready to search
for optimal pulseshapes with respect to minimizing the interference caused
by CFO.
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A. Sufficient conditions for zero ISI and ICI

First the pulse must satisfy the conditions for zero ISI and ICI when fe = 0.
This can be written as

Gm,n|fe=0 = δ(m,n) (4.20)
Hm,n|fe=0 = 0. (4.21)

Recall that we have assumed that g(t) is real-valued and symmetric.
Then, by noting the symmetry properties of sin and cos, we see from (4.18)
that (4.21) is automatically satisfied for any m and n. Furthermore, (4.20)
is satisfied when m is an odd integer. Then the sufficient conditions for
zero ISI and ICI can be written as

Cm,n = G2m,n|fe=0 =
∫ ∞

−∞
g(t− nT ) g(t) cos(

2π

T
2mt) dt

= δ(m, n). (4.22)

B. Formulation of the optimization problem

By using a transmitter filter strictly bandlimited to [−1/T, 1/T ], zero ISI
and ICI as well as high bandwidth efficiency can be obtained [Cha66,Sal67].
The resulting pulse will, however, have infinite duration in time domain.
Since this is not practically feasible, finite length pulse should be sought.
One approach is to minimize out-of-band energy as proposed by Vahlin and
Holte [VH96].

We will now use a similar procedure, where we also take into account
robustness to carrier frequency offset. In the following, the pulse length
will be restricted to L symbol intervals, i.e. f(t) = 0 for |t| > LT/2. We
define an objective function consisting of a weighted sum of out-of-band
energy, and ISI/ICI caused by carrier frequency offset as

J(g) = −θ T

∫ 2π
T

− 2π
T

|G(ω)|2 dω + (1− θ) (σ2
ISI + σ2

ICI), (4.23)

where
G(ω) =

∫ ∞

−∞
g(t) e−jωt dt (4.24)

is the Fourier transform of g(t).
Here 0 ≤ θ ≤ 1 is the weight factor, and the factor T is used to make

J(g) dimensionless. If the weight factor θ = 1, this optimization problem
will degenerate to Vahlin and Holte’s [VH96] result; else if θ = 0, then the
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optimization objective will lead to minimum interference. For general case
0 < θ < 1, the result will lead a compromise between energy concentration
and minimum interference.

Then the optimization problem can be expressed as

min
g(t)∈D

J(g) (4.25)

subject to the constraints (4.22), where the functional J is defined in (4.23)
and the feasible domain

D =
{
g(t) ∈ C[−∞,∞] : g(t) ≡ 0 for |t| > LT/2

}
.

This is a constrained optimization problem. We can write the extended
Lagrangian function as

L = J(g)−
N−1−k∑

m=−k

L∑

n=−L

γm,nCm,n, (4.26)

where γm,n are the Lagrange multipliers.
Since g(t) is time limited to [−LT

2 , LT
2 ], the integrals in (4.18) will be

nonzero only when −L ≤ n ≤ L. By substituting (4.18) into (4.19), we can
expand the expression for the objective function (4.23). Using normalized
time by setting T = 1, we get

J(g) = −θ

∫ L
2

−L
2

∫ L
2

−L
2

g(t) g(τ)
sin 2π(t− τ)

π(t− τ)
dt dτ

+ (1− θ)
N−1−k∑

m=−k

[ L∑

n=−L
n 6=0,ifm=0

(∫ L
2

−L
2

g(t− n) g(t) cos(ϕm) dt
)2

+
L∑

n=−L

(∫ L
2

−L
2

g(t− n +
1
2
) g(t) sin(ϕm) dt

)2]
, (4.27)

where

ϕm
def= (2πt− π

2
)m + 2πfet . (4.28)

By setting T = 1, the constraints shown in (4.22) can also be normalized
as

Cm,n =
∫ L

2

−L
2

g(t− n) g(t) cos(4πmt) dt = δ(m,n). (4.29)

The feasible domain now changes to

D =
{
g(t) ∈ C[−L/2, L/2] : g(t) ≡ 0 for |t| > L/2

}
.



4.2 Optimal pulse robust to CFO for OFDM/OQAM systems 71

Solution of the Optimization Problem

Now, the minimization of (4.27) with constraints (4.29) can be done us-
ing standard variational calculus. This requires some rather complicated
functional derivatives. Instead we will exploit the fact that the integral
operator

∫ L
2

−L
2

g(τ)
sin 2π(t− τ)

π(t− τ)
dτ

has a complete set of eigenfunctions {ψi(t)} with corresponding eigen-
values {λi}. These functions are called prolate spheroidal wave functions
(PSWFs), see [SP61]. We can then expand the desired pulse g(t) in the
basis {ψi(t)} as

g(t) =
∞∑

i=0

a2i ψ2i(t) for |t| ≤ L/2. (4.30)

By substituting (4.30) into (4.27), we can rewrite the extended La-
grangian function (4.26) as

L = −θ
∞∑

i=0

a2
2i λ2i + (1− θ)

N−1−k∑

m=−k

[ L∑

n=−L
n6=0,ifm=0

( ∞∑

i,j=0

a2i a2j c
(1)
i,j,m,n

)2

+
L∑

n=−L

( ∞∑

i,j=0

a2i a2j c
(2)
i,j,m,n

)2]
−

N−1−k∑

m=−k

L∑

n=−L

γm,n

( ∞∑

i,j=0

a2i a2j bi,j,m,n

)
,

(4.31)

where

bi,j,m,n =
∫ L

2

−L
2

ψ2i(t− n)ψ2j(t) cos(4πmt) dt

c
(1)
i,j,m,n =

∫ L
2

−L
2

ψ2i(t− n)ψ2j(t) cos(ϕm) dt

c
(2)
i,j,m,n =

∫ L
2

−L
2

ψ2i(t− n + 1/2)ψ2j(t) sin(ϕm) dt. (4.32)

The constraints in (4.29) can similarly be rewritten as

Cm,n =
∞∑

i=0

∞∑

j=0

a2i a2j bi,j,m,n = δ(m,n). (4.33)
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Now by defining

a =
[

a0 a2 · · · ]T

Bm,n =




b0,0,m,n b0,1,m,n · · ·
b1,0,m,n b1,1,m,n · · ·

...
...

. . .




C(p)
m,n =




c
(p)
0,0,m,n c

(p)
0,1,m,n · · ·

c
(p)
1,0,m,n c

(p)
1,1,m,n · · ·

...
...

. . .


 , (4.34)

we can rewrite (4.31) in a matrix form as

L = −θ aTΛa + (1− θ)
N−1−k∑

m=−k

[ L∑

n=−L
n 6=0,ifm=0

(
aTC(1)

m,na
)2 +

L∑

n=−L

(
aTC(2)

m,na
)2

]

−
N−1−k∑

m=−k

L∑

n=−L

γm,naTBm,na, (4.35)

where Λ = diag(λ0, λ2, λ4, · · · ).
Similarly, the constraints in (4.33) can be written as

Cm,n = aTBm,na = δ(m,n). (4.36)

By requiring ∂L/∂a = 0, we obtain the necessary condition

2(1− θ)
N−1−k∑

m=−k

[ L∑

n=−L
n 6=0,ifm=0

(
aTC(1)

m,na
)
C(1)

m,na +
L∑

n=−L

(
aTC(2)

m,na
)
C(2)

m,na
]

= θ Λa +
N−1−k∑

m=−k

L∑

n=−L

γm,nBm,na. (4.37)

The matrices Bm,n, C(1)
m,n and C(2)

m,n can be inferred from the PSWFs
by (4.32), which are known. Optimal pulses can then be found by solv-
ing (4.37) subject to the constrains (4.36) and inserting the resulting coef-
ficient values into (4.30). Note that the frequency offset fe appears in the
formulas (4.32) for C(1)

m,n and C(2)
m,n. This means that the optimal pulses

will depend on fe.
Analytic expressions will not be pursued in this thesis. Instead, we

present a numerical approach in the next section.
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4.2.3 Numerical results

Looking at (4.37), we find that it is a set of third order equations in the
coefficients a. This makes an exact solution hard to find. Fortunately, it
can easily be converted into a non-linear least-squares optimization problem
that can be solved by using standard numerical methods. Here we use
Matlab optimization toolbox to do this work.

From [VH96] we know that pulseshapes with low sidelobes can be ob-
tained using pulse length L = 4, so we will use that value in our compu-
tations also. After repeated experiments, we find that the results of the
optimization are largely insensitive to the choice of fe. This comes from
the fact that our restrictions (4.36) require zero interference for fe = 0. For
the numerical computations of the inner products (4.32) we have assumed
fe = 0.2. The integrals are evaluated by Simpson’s rule using a resolution
of 0.0001T.

Since the coefficients in the PSWF expansion (4.30) fall off rather
rapidly, Vahlin and Holte [VH96] have found it acceptable to restrict the
number of terms to i ≤ 9. Numerical experiments confirm that this is
sufficient for our case too. Furthermore, we aim at pulses essentially ban-
dlimited to [−1/T, 1/T ]. Then we can assume that ICI from subchannels
far from subchannel k is negligible. This means that we can limit the range
of values for m in (4.36) and (4.37). We find that −6 ≤ m ≤ 6 gives ade-
quate accuracy. This also makes our results essentially independent of the
number of channels N .

With these restrictions, numerical optimization has been carried out,
and the resulting pulses are shown in Fig. 4.6. Apart from a rectangular
pulse, included for reference, the figure contains three curves. First, we set
θ = 1, restricting the problem to minimizing out of band energy [VH96]. In
the other extreme case θ = 0, the problem amounts to finding the pulse with
minimum total interference (the sum of ISI and ICI) at fe = 0.2. In addition
to these two, we show a curve resulting from removing the constraint of zero
interference at fe = 0. This latter case is discussed further below. We can
see that even though θ = 0 gives poorer energy concentration than θ = 1,
it is significantly better than the rectangular pulse in this respect.

The different pulses will now be compared with respect to total inter-
ference. This is expressed as the sum of σ2

ISI and σ2
ICI in (4.19). Resulting

performance is shown in Fig. 4.7. Fig. 4.7(a) shows the total normalized
interference level. In Fig. 4.7(b) we have the resulting SIR, which is given
by |G0,0|2/(σ2

ISI + σ2
ICI). As expected, θ = 0 gives better performance than

θ = 1.
For reference, we have also included a truncated square root raised

cosine (SRC) pulse of the same length as the optimized ones. We see
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that for the region of fe shown this has a performance in between the two
optimized ones. However, it as less good concentration properties and a
non-zero interference level at fe = 0 (not visible in the figure).

Now, one could argue that the requirement of zero ISI and ICI for fe = 0
is unnecessarily strict. In practice the actual fe will fluctuate around 0,
and it is more important to have a small level of interference within the
most likely interval for fe than to require exactly zero interference at one
particular value. To do this, we simply release the constraints (4.36) to

C0,0 = G0,0 = 1. (4.38)

This remaining constraint will keep the received signal power equal to σ2
a =

1 at fe = 0, and thus avoid the trivial solution of a = 0.
The optimization result is shown by the curve marked by * in Fig. 4.7.

We see clearly that this optimal pulse gives less interference for fe larger
than 0.1 at the cost of an SIR of only 20 dB at fe = 0. However, the
energy concentration becomes severely reduced by this approach as seen in
Fig. 4.6(b). We note that even though we don’t require zero interference
at fe = 0, the level at this value is still at a moderate -20 dB.

The curve for the rectangular pulse in Fig. 4.7 is included to make a
comparison with OFDM/QAM without guard interval. It clearly shows
that the sensitivity to CFO is larger for traditional OFDM/QAM systems
using rectangular pulses than using optimized pulseshapes in conjunction
with OFDM/OQAM. The difference is most obvious for large values of fe

in Fig. 4.7(b).

4.3 Conclusion

In this chapter, the problem of searching for optimal pulses with minimum
average ICI power at a given CFO point for pulseshaping OFDM/QAM sys-
tems is solved analytically. Based on these optimal pulses, a lower bound is
introduced as a measure of robustness to CFO for a given pulse. An exam-
ple of an OFDM/QAM system with 64 subchannels is studied to illustrate
that the optimal pulse is more robust to CFO than previously suggested
pulses. For the case of roll-off factor β = 1.0 and optimized point f̃e = 0.2,
the average ICI power of the optimal pulse is about 1.3 and 1.8 dB lower
than that of the BTRC pulse and Franks’ pulse at fe = 0.2.

For OFDM/OQAM systems with pulseshaping, we present a procedure
of searching for robust pulses to CFO. Numerical comparison shows that
the new class of pulses is superior to previously suggested pulses in this
respect. At the optimized CFO point of fe = 0.2, the average interference
power of the optimal pulse is about 0.5 and 0.7 dB lower than that of square
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root raised cosine pulse and the pulse designed by Vahlin and Holte [VH96]
respectively.

We also demonstrate that, with respect to robustness against CFO,
OFDM/OQAM outperforms OFDM/QAM systems using rectangular puls-
eshaping. At the optimized CFO point of fe = 0.2, the average interference
power of an OFDM/OQAM system with the optimal pulse robust to CFO
is about 2 dB lower than that of an OFDM/QAM system with rectangular
pulseshaping.

We find that the robustness to CFO for OFDM systems can be im-
proved by using appropriate pulseshaping, but the interference caused by
CFO cannot be completely eliminated. Therefore, CFO estimation is still
a crucial problem for OFDM systems. Nevertheless, the utilizing of robust
pulses will help the estimation of CFO since relatively less interference is
present.





Chapter 5

Blind CFO Estimation for
OFDM/OQAM Systems

In Chapter 4, we have shown that both OFDM/QAM and OFDM/OQAM
systems are sensitive to carrier frequency offset (CFO), even with the uti-
lizing of optimal pulseshapes with robustness to CFO. Thus it is a crucial
task to estimate and compensate the CFO caused by Doppler frequency
shift or oscillator inaccuracy before demodulation.

The problem of CFO estimation for conventional OFDM/QAM systems
has been intensively studied in the literature. In particular, there is now
an increasing interest in blind CFO estimation. Van de Beek et al. propose
a joint timing and frequency offset estimator by exploiting the redundant
information contained in the cyclic prefix [vdBSB97]. Null-subchannels
(or virtual subchannels) based blind CFO estimation methods are also re-
ported [TL98, GW99,GSG01, MTGB01]. Another category of blind CFO
estimation methods is based on the second-order statistics of the received
signal. Bölcskei presents a blind CFO estimation algorithm based on the cy-
clostationarity of the received sequence before demodulation [Bol01], which
is a natural extension of an estimator for single carrier QAM transmission
systems [GG98]. Bölcskei’s estimator has relatively large mean square error
(MSE) and channel information is needed in the case of multipath fading.
Park et al. have developed a similar method that does not need channel
information [PCK+04]. However, this method is based on the assumption
of Rayleigh fading, and it requires the phase of the channel to be uniformly
distributed. These conditions are not true for many practical cases like a
Ricean fading channel and a time-invariant fixed radio channel. Ciblat and
Vandendorpe present a blind CFO estimator based on the conjugate cyclo-
stationarity of the received signal before demodulation [CV03]. Ciblat and
Vandendorpe’s method is robust to time-invariant multipath effects, while

79
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it does not work fine over a time varying channel.
CFO estimation is also an important task for OFDM/OQAM systems.

In [Bol01], Bölcskei also presents a blind CFO estimator for OFDM/OQAM
systems based on the correlation function of the received channel signal be-
fore demodulation. Ciblat and Serpedin [CS04] claim that the estimation
accuracy can be significantly improved by using the conjugate correlation
function of the received channel signal in stead of the correlation function.
Both Bölcskei’s and Ciblat/Serpedin’s estimators are based the second-
order statistics of the received signal before demodulation. The imple-
mentation complexity of Ciblat/Serpedin’s estimator is much higher than
Bölcskei’s estimator since in addition to the estimation of conjugate corre-
lation function, an FFT based coarse peak search and a steepest descent
based fine peak search are needed. Recently, a maximum likelihood based
CFO estimator for OFDM/OQAM systems is also reported [FT06].

The previously suggested blind CFO estimation methods for OFDM/OQAM
systems are all based on the received channel signal before demodulation.
For OFDM/OQAM systems, pulses with low sidelobes in frequency domain
can be used [VH96, BDH99]. Thus for a system with many subchannels,
each subchannel can be approximated as flat-fading. This motivates us
to estimate CFO based on the subchannel signals. In addition, since the
sampling rate of the signal from each receiver filter is N/2 times lower than
that of the received signal before demodulation, where N is the number of
subchannels, lower implementation complexity can be achieved. Such blind
CFO estimation methods are based on the second-order, or high-order sta-
tistics of the subchannel signals.

The rest of this chapter is organized as follows. First, in section 5.1, a
time-discrete model for OFDM/OQAM systems with subchannel weight-
ing is introduced, then expressions for the correlation function, conjugate
correlation function and a fourth-order statistics of subchannel signals are
formulated. We find that subchannel weighting is needed to recover CFO
for second-order statistics based methods. For the fourth-order statistics
based estimation method, subchannel weighting is not necessary. Then,
in section 5.2, the corresponding CFO estimation methods are presented.
Asymptotical analysis is performed in section 5.3. In section 5.4, simula-
tion results are presented to evaluate the performance of the estimators
and validate the theoretical analysis. At last, a short conclusion is given in
section 5.5.

Parts of the results of this chapter have been published in [LHL06,
LLH06a,LLH06b,LLH06c].
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5.1 System model and second- and high-order
statistics of subchannel signals

5.1.1 System description and definitions

A time-discrete model for critically sampled OFDM/OQAM systems is
shown in Fig. 5.1. Only subchannel k is shown at the receiver side. This
model has N subchannels that are weighted by factors {wk}N−1

k=0 . The
weighting factor wk should be real-valued to maintain the orthogonality
between subchannels. By setting the weighting factor wk = 1 and assum-
ing no CFO is present, we then obtain the unweighted model depicted in
Fig. 2.4 in chapter 2.

Each subchannel transmits one QAM symbol ak[n] = aRk [n] + j aIk [n]
per T seconds. The OQAM symbols are formed by shifting the imaginary
part of QAM symbols by T/2. By summing up all the subchannels, the
modulator generates a T/N sampled output sequence

s[l] =
N−1∑

k=0

wk

∞∑
n=−∞

(
aRk [n] g[l − nN ] + j aIk [n] g[l − nN −N/2]

)
ej( 2π

N
l+π

2
)k.

The transmitter filter g[l] and receiver filter f [l] operate with the same
sampling interval T/N and are bandlimited to [−1/T, 1/T ]. We assume a
time varying multipath channel, which is unchanged during one sampling
interval T/N . For a large number of subchannels N , the equivalent channel
response of subchannel k can be approximated as time varying flat-fading
with a fading factor µk[l]. For the special case of time-invariant channel, the
factors µk[l] are independent of l. For a time varying channel, we assume
that µk[l] is a stationary random process with correlation function

cµk
[τ ] def= E

[
µk[l + τ ]µ∗k[l]

]
, (5.1)

and variance σ2
µk

= cµk
[0].

The channel model also includes an additive circular white Gaussian
noise source ν[l] with variance σ2

ν . We further assume that input data sym-
bols, channel and noise are mutually independent. The carrier frequency
offset is normalized with respect to subchannel spacing 1/T and denoted
fe. Then we can write the received sequence from the channel as

r[l] = ej 2π
N

fel
N−1∑

k=0

wkµk[l]
∞∑

n=−∞

(
aRk [n] g[l − nN ] + j aIk [n] g[l − nN −N/2]

)

× ej( 2π
N

l+π
2
)k + ν[l]. (5.2)
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Figure 5.1: Time-discrete model for a critically sampled OFDM/OQAM
system with carrier frequency offset and subchannel weighting.
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In subchannel k at the receiver side, the received sequence is first down-
converted by multiplying with e−j( 2π

N
l+π

2
)k, then filtered by the receiver

filter f [l] and N/2 times down-sampled to generate a T/2 spaced sequence

bk[s] =
{(

r[l] e−j( 2π
N

l+π
2
)k

) ∗ f [l]
}∣∣

l=s N
2

= ejπfes
N−1∑

m=0

wm µm[s
N

2
]

∞∑
n=−∞

(
aRm[n] pm,k[s− 2n]

+ j (−1)(m−k)aIm[n] pm,k[s− 2n− 1]
)

+ νk[s], (5.3)

where ∗ stands for the convolution, and pm,k[s]
def= p

(o)
m,k[s

N
2 ] and νk[s]

def=

ν
(o)
k [sN

2 ] are respectively the N/2 times down-sampled versions of p
(o)
m,k[l]

and ν
(o)
k [l] which are defined as

p
(o)
m,k[l] =

(
g[l] ej( 2π

N
l+π

2
)(m−k)

) ∗ (
f [l] e−j 2π

N
fel

)

ν
(o)
k [l] =

(
ν[l] e−j( 2π

N
l+π

2
)k

) ∗ f [l]. (5.4)

Note that p
(o)
m,k[l] and ν

(o)
k [l] herein denote slightly different meaning as

those defined in (3.2) and (3.3) in Chapter 3.
It is worthy to indicate that although the sequence immediately before

the decimator (or immediately after the receiver filter), i.e.
(
r[l] e−j( 2π

N
l+π

2
)k

)∗
f [l], contains more information than the N/2 down-sampled sequence bk[s],
this signal is not directly available in a receiver based on FFT and polyphase
filters [CV95,VL01]. Therefore we will base our methods on bk[s].

5.1.2 Second-order statistics of subchannel signals

It has been reported that both the correlation function [Bol01] and conju-
gate correlation function [CS04] of the received sequence r[l] are functions
of fe, and can thus be used for blind CFO estimation in OFDM/OQAM
systems. We will now consider the correlation and conjugate correlation
functions of the subchannel signals bk[s], and find conditions for when in-
formation about fe is present in these. We assume that the input QAM
symbols are i.i.d. between different subchannels, different instants and be-
tween real and imaginary parts, i.e.

E
[
aRm[n1] aRk [n2]

]
= E

[
aIm[n1] aIk [n2]

]
=

1
2

σ2
a δ(m− k, n1 − n2)

E
[
aRm[n1] aIk [n2]

]
= 0, ∀ m, k, n1, n2,

where δ(k, n) is the two-dimensional Kronecker delta function.
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Without loss of generality, we may assume that the input QAM symbols
have unit power, i.e. σ2

a = 1. The expressions for the correlation function
and conjugate correlation function are given as below:

A. Correlation function

The correlation function of subchannel signal bk[s] is defined as ck[s, τ ] =
E {bk[s + τ ] b∗k[s]}. Then, using (5.3), we find that bk[s] is wide sense sta-
tionary since ck[s, τ ] is not a function of s, and we can express the correla-
tion function as

ck[τ ] =
1
2

N−1∑

m=0

w2
m cµm [τ

N

2
] Am,k(τ, fe) + σ2

ν pt[τ ], (5.5)

where
pt[τ ] def=

{
g[l] ∗ f [l]

}∣∣
l=τ N

2
(5.6)

is the N/2 times down-sampled version of the overall response of the cascade
of g[l] and f [l], and

Am,k(τ, fe)
def= ejπfeτ

∞∑
n=−∞

pm,k[n + τ ] p∗m,k[n]

=
1
2

∫ 1

−1
|Pm,k(f)|2 ejπ(f+fe)τ df, (5.7)

where the last equality follows from the Parseval’s relation and the defini-
tion

Pm,k(f) =
∞∑

s=−∞
pm,k[s] e−jπfs. (5.8)

We assume that the transmitter f [l] and receiver g[l] are identical real-
valued and symmetric, for example, square root raised cosine pulse with
a roll-off factor less or equal to one. It is proved in Appendix D that∑N−1

m=0 Am,k(τ, fe) is real-valued and independent of fe. Then, for the case
of unweighted systems and AWGN channel, i.e. wk = 1 and µk[l] ≡ 1, the
correlation function given by (5.5) is independent of fe and thus contains
no information of fe.

B. Conjugate correlation function

The conjugate correlation function of subchannel signals bk[s] is defined
as c̃k[s, τ ] = E [bk[s + τ ] bk[s]]. We will show in Section 5.4 by simulations
that the estimation methods based on the conjugate correlation function
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are not robust with a time varying channel. Therefore we will assume a
time-invariant channel, so that the attenuation factors µk[l] can be denoted
as µk. Then based on the expression of bk[s] in (5.3), we have

c̃k[s, τ ] = rk(τ, fe) ej2π(fe+1/2)s, (5.9)

where

rk(τ, fe) =
1
2

ejπfeτ
N−1∑

m=0

w2
m µ2

m Ãm,k(τ, fe), (5.10)

and

Ãm,k(τ, fe) =
∞∑

n=−∞

(
pm,k[2n + τ ] pm,k[2n]− pm,k[2n + τ + 1] pm,k[2n + 1]

)
.

(5.11)
Since c̃k[s, τ ] is a function of fe, it can be used for CFO estimation as

long as |rk(τ, fe)| 6= 0. In that case, we see that c̃k[s, τ ] is cyclostationary
in s with a period (fe + 1/2)−1. Then the spectrum (with respect to s) of
c̃k[s, τ ] will have a sharp peak at fe + 1/2, which can be used to estimate
fe. By using the assumptions that the transmitter filter f [l] and receiver
filter g[l] are identical real-valued and symmetric pulses, it is proved in
Appendix E that

∑N−1
m=0 Ãm,k(τ, fe) = 0. Thus for the case of unweighted

systems and AWGN channel, i.e. wk = 1 and µk = 1, we have c̃k[s, τ ] = 0
based on (5.9) and (5.10). This implies that no information about fe is
present in c̃k[s, τ ].

5.1.3 High-order statistics of subchannel signals

In the above discussions, we have shown that for the case of unweighted
systems and AWGN channel, neither the correlation function ck[τ ] nor
the conjugate correlation function c̃k[s, τ ] contain information about CFO.
Therefore subchannel weighting is needed for those methods. However,
subchannel weighting will reduce the power efficiency. Thus it is desirable
to develop a CFO estimation method without subchannel weighting.

Now we check if the high-order statistics of subchannel signals contain
CFO information. We assume an unweighted system, i.e. wk = 1, and
consider the fourth-order statistics

m4,k[s, τ1, τ2, τ3]
def= E

[
bk[s + τ3] bk[s + τ2] bk[s + τ1] bk[s]

]
. (5.12)

By substituting (5.3) into the definition of m4,k[s, τ1, τ2, τ3], and after
some tedious but straightforward derivations, we obtain

m4,k[s, τ1, τ2, τ3, fe] = ρk(τ1, τ2, τ3, fe) ej4πfes, (5.13)
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where

ρk(τ1, τ2, τ3, fe)

= ejπfe(τ1+τ2+τ3)
{

κ4 B(τ1, τ2, τ3, fe)

+
σ4

a

4
(−1)τ2

(N−1∑

m=0

Ãm,k(τ3 − τ2, fe)
)(N−1∑

m=0

Ãm,k(τ1, fe)
)

+
σ4

a

4
(−1)τ1

(N−1∑

m=0

Ãm,k(τ3 − τ1, fe)
)(N−1∑

m=0

Ãm,k(τ2, fe)
)

+
σ4

a

4
(−1)τ1

(N−1∑

m=0

Ãm,k(τ2 − τ1, fe)
)(N−1∑

m=0

Ãm,k(τ3, fe)
)}

, (5.14)

where κ4
def= E

[(
aRm[n]

)4
]
− 3

4 is the fourth-order cumulant of aRk [n] (or

aIk [n]), Ãm,k(τ, fe) is defined by (5.11) and

B(τ1, τ2, τ3, fe)
def=

N−1∑

m=0

∞∑
n=−∞

pm,k[n + τ3] pm,k[n + τ2] pm,k[n + τ1] pm,k[n].

(5.15)
Since ρk(τ1, τ2, τ3, fe) is not a function of s, we see from (5.13) that

m4,k[s, τ1, τ2, τ3, fe] is periodic in s with a period (2fe)−1. To be useful for
CFO estimation, we must in addition check that |m4,k[s, τ1, τ2, τ3, fe]| 6= 0.
In that case, the spectrum (with respect to s) of m4,k[s, τ1, τ2, τ3, fe] will
have a sharp peak at 2fe, which can be used to estimate fe.

For an AWGN channel, we have shown in Appendix E that
∑N−1

m=0 Ãm,k(τ, fe) =
0 for unweighted systems. Thus the term κ4 B(τ1, τ2, τ3, fe) should be
non-zero to recover fe. By choosing appropriate constellation and sym-
bol distribution, we can make κ4 6= 0. In this thesis, we assume 16OQAM
constellation and uniformly distributed symbols. It can be calculated that
κ4 = −0.34. It will be shown in the next section that B(τ1, τ2, τ3, fe) 6= 0 for
some (τ1, τ2, τ3). Thus it is possible to estimate fe based on the fourth-order
statistics m4,k[s, τ1, τ2, τ3, fe] for unweighted OFDM/OQAM systems.

5.2 Estimation methods

In the previous section, we have shown that for the case of unweighted
systems and AWGN channel, neither the correlation function ck[τ ] nor the
conjugate correlation function c̃k[s, τ ] contain information about CFO. One
method to ensure frequency offset information in the second-order statistics
is subchannel weighting, i.e. distributing individual subchannel different
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power. Here we consider two weighting methods: null-subchannels insertion
and interleaved weighting. In the case of null-subchannels insertion, we will
present three estimation methods based on subchannel signals: two of them
are based on the correlation function and one is based on the conjugate
correlation function. For the case of interleaved weighting, we only present
a method based on the conjugate correlation function.

For unweighted OFDM/OQAM systems, we have shown in the previous
section that for a non-zero fourth order cumulant of transmitted symbols
κ4 = E

[(
aRm[n]

)4
]
− 3

4 , the fourth-order statistics of subchannel signals
m4,k[s, τ1, τ2, τ3] defined in (5.12) can be used to recover the CFO blindly.
In this section, we will also present a blind CFO estimation method for
unweighted systems based on this fourth-order statistics.

5.2.1 Estimation methods based on null-subchannels

We set wk = 0 for L selected subchannels k1, k2, · · · , kL, which are re-
ferred as null-subchannels, while the other factors are set to 1. The null-
subchannels are assumed to be sparsely distributed. Below we present CFO
estimation methods based on the correlation function and the conjugate
correlation function respectively.

A. Correlation function based methods

If subchannel k is a null-subchannel and 0 ≤ fe < 1, ck−1[τ ], ck[τ ], ck+1[τ ]
and ck+2[τ ] will be functions of fe, and thus contain information about
CFO. This implies that we can estimate fe from subchannels k ± 1, k
and k + 2. In this chapter, we will base our methods only on ck[τ ]. By
substituting (D.1) into (5.7) and then into (5.5), and after some derivations,
we obtain

ck[τ ] =
1
4

∫ 1

−1

( k+2∑

m=k−2
m6=k

cµm [τ
N

2
] |Pm,k(f − fe)|2

)
ejπfτ df + σ2

ν pt[τ ]

' −1
4

ejπfeτ/2 cµk
[τ

N

2
] Mg (τ, fe) +

(
cµk

[τ
N

2
] + σ2

ν

)
pt[τ ], (5.16)

where the approximations cµk±2
[τ N

2 ] ' cµk±1
[τ N

2 ] ' cµk
[τ N

2 ] are used dur-
ing the derivations, and

Mg (τ, fe) =
∫ 1

−1
G2(f − fe

2
) G2(f +

fe

2
) cos (πfτ) df. (5.17)

Since we have assumed that g(t) is symmetric, Mg (τ, fe) is real-valued.
For the case of G(f) to be the square root raised cosine pulse with a roll-off
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factor equal 0.2 and 1.0, numerical results show that Mg (τ, fe) decreases
quickly towards zero with increasing τ . The curves of Mg (τ, fe) with τ =
0, 1, 2 are show in Fig. 5.2. We see that Mg (τ, fe) also decreases with
increasing |fe|, while they all stay positive for τ = 0, 1, 2 in the range of
|fe| < 1.

In practice only a finite-length data record {bk[s]}M−1
s=0 is available. We

can estimate the correlation function by ĉk[τ ] = 1
M

∑M−1
s=0 bk[s + τ ] b∗k[s]

(samples outside the data record are set to zero), which is an asymptoti-
cally unbiased estimate of ck[τ ]. Below we present two estimation methods
based on this estimate.

Method 1:
Since pt[τ ] defined in (5.6) is the N/2 times down-sampled version of the

overall response of the cascade of transmitter filter g[l] and receiver filter
f [l], it should be a two times over-sampled Nyquist pulse to guarantee
the orthogonality. This implies that pt[τ ] = 0 for any non-zero even τ .
We further assume that cµk

[N ] is positive. For a time-invariant channel,
this assumption is obviously satisfied. For slow enough fading, cµk

[N ] is
approximately equal to σ2

µk
and thus also positive. From (5.16), we see that

the phase of ck[2] is essentially independent of subchannel index k. Then
we can estimate fe based on the phase of the sum of ĉk1 [2], ĉk2 [2], · · · , ĉkL

[2]
as:

f̂e =
1
π

∠
(
−

L∑

l=1

ĉkl
[2]

)
, (5.18)

where ∠· stands for the operation of taking the phase in radians.
The acquisition range of Method 1 is |fe| < 1. However, since

∠ ck[2] → π as |fe| → 1, even a small estimation error of ck[2] may cause
the estimated CFO to jump to from positive to negative (or from negative
to positive) due to the discontinuity of the function ∠·, the estimation is
not reliable for large values of fe. For a fast fading channel, where cµk

[τ N
2 ]

may become negative or have a very small magnitude, this estimator fails.

Method 2:
Numerical results show that the magnitudes of ck[0] and ck[1] are higher

than that of ck[2]. Thus better performance is expected if we can estimate
fe based on ck[0] and ck[1]. Based on (5.16), we have

ck[0] ' −σ2
µk

4
Mg (0, fe) +

(
σ2

µk
+ σ2

ν

)

ck[1] ' −cµk
[N/2]
4

ejπfe/2 Mg (1, fe) +
(
cµk

[
N

2
] + σ2

ν

)
pt[1].
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Figure 5.2: Curves of Mg(τ, fe) for τ = 0, 1, 2 with square root raised cosine
pulse (with a roll-off factor denoted α) as shaping filter .
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We see that both ck[0] and ck[1] contain noise terms. For a slow fading
channel, cµk

[N/2] ' σ2
µk

(for a time-invariant channel they are actually
equal). In that case, we may define

βk = pt[1] ck[0]− ck[1] ' σ2
µk

4
Mg (1, fe)

(
ejπfe/2 − Mg (0, fe)

Mg (1, fe)
pt[1]

)
.

By using this quantity, the noise terms have been successfully eliminated.
The parameters Mg(τ, fe) and pt[τ ] can be deferred from G(f) directly.
Then by summing up all null-subchannels, we can estimate CFO by

f̂e = arg
(
φ(fe) = φ̂

)
, (5.19)

where φ(fe)
def= ∠

(
ejπfe/2 − Mg(0,fe)

Mg(1,fe)
pt[1]

)
and φ̂ = ∠

(∑L
l=1 β̂kl

)
, where

β̂k
def= pt[1] ĉk[0]− ĉk[1] is an estimate of βk.
Now the estimation problem is turned into solving the nonlinear equa-

tion φ(fe) = φ̂, and we should look closer at the properties of φ(fe). When
using a square root raised cosine pulse with a roll-off factor α = 1.0 as
pulse shapes, numerical results show that φ(fe) increases monotonously
with increasing fe in the region of −π < φ(fe) < π. Thus f̂e is uniquely
determined for −π < φ̂ < π. In practice, a look-up table may be used to
solve (5.19). The acquisition range of Method 2 is |fe| < 2 theoretically.
However, numerical results show that both Mg(fe, 0) and Mg(fe, 1) are close
to zero for |fe| > 1.5, making the estimator unreliable for large CFO values.

Modified Bölcskei estimator:
To illustrate the benefit of estimation based on subchannel signals, we

should compare our methods to one that is based on the received signal
before demodulation. In [Bol01], Bölcskei presents an estimator based on
the cyclostationarity of the received signal before demodulation assuming
an AWGN channel. We will first show that the Bölcskei estimator doesn’t
work under the assumptions that the real and imaginary parts of input
QAM symbols have the same power. Then we present a modified Bölcskei
estimator. We will also show that subchannel weighting is needed for the
modified Bölcskei estimator. We consider only the weighting case by using
null-subchannels for the modified Bölcskei estimator. As in Bölcskei’s origi-
nal work, we assume an AWGN channel. The performance over a multipath
channel will be studied by simulations.

Observing that the correlation function of the received signal before de-
modulation is cyclostationary with period N, Bölcskei’s estimator is based
on a Fourier expansion of the correlation function with Fourier coefficients
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given (see (15) in [Bol01]) by

Cr[k, τ ] =
1
N

ej2πθeτ e−j 2π
N

kne ΓN [τ ] A(g,g)

[
τ,

k

N

) (
σ2

c,R + (−1)k σ2
c,I

)

+ cρ[τ ] δ[k], (5.20)

where σ2
c,R and σ2

c,I are respectively the average power of the real and
imaginary parts of the input QAM symbols, cρ[τ ] is the correlation function
of the channel noise, ΓN [τ ] =

∑N−1
k=0 |wk|2 ej 2π

N
kτ and

A(g,g)

[
τ,

k

N

)
=

∞∑

l=−∞
g[l] g[l − τ ]e−j 2π

N
kl. (5.21)

Note that the frequency offset θe in [Bol01] is normalized with respect to
N/T . By using Parseval’s relation, we can rewrite A(g,g)

[
τ, k

N

)
in frequency

domain as

A(g,g)

[
τ,

k

N

)
=

∫ 0.5

−0.5
Gn(f) Gn(f +

k

N
) e−j2πfτ df, (5.22)

where Gn(f) =
∑∞

l=∞ g[l] e−j2πfl.
Since Gn(f) is bandlimited to [−1/N, 1/N ] (normalized with respect to

N/T ), A(g,g)
[
τ, k

N

)
is nonzero only if k ∈ {−1, 0, 1}. In [Bol01], the author

assumes that σ2
c,R 6= σ2

c,I , then estimates both carrier frequency offset and
timing offset based on Cr[±1, τ ] (see (20) and (21) in [Bol01]).

In this chapter, we have assumed that σ2
c,R = σ2

c,I . Then we have
σ2

c,R + (−1)k σ2
c,I = 0 for k = ±1, and only Cr[0, τ ] can be used for the

CFO estimation. This implies that only frequency offset can be recovered.
Furthermore, since the channel noise is assumed to be white, i.e. cρ[τ ] =
σ2

ν δ[τ ], the effect of noise can be excluded (in theory) since only Cr[k, τ ]
with nonzero lag τ can be used for CFO estimation. Subchannel weighting
is still needed to keep ΓN [τ ] nonzero for some τ ≥ 1. For weighting case by
using null-subchannels, this can be satisfied.

In practice, the cyclic statistics Cr[0, τ ] must be estimated based on a
data record with finite length. Here we use the same method as Bölcskei
(see (31) in [Bol01]) to get the estimate Ĉr[0, τ ]. Finally, based on (5.20)
and noting that A(g,g) [τ, 0) is real-valued, we can estimate the CFO as

f̂e = Nθ̂e =
N

2π

Lτ∑

τ=1
ΓN [τ ]6=0

1
τ

∠ Ĉr[0, τ ]
ΓN [τ ]

. (5.23)

This expression constitutes our modified Bölcskei estimator. A practi-
cal problem is to choose the maximum lag Lτ . From (5.22), we see that
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A(g,g) [τ, 0) is the impulse response of the cascade of transmitter and re-
ceiver filter, which decays quickly with increasing τ . Thus the choice of Lτ

depends on the decay speed of time domain pulseshapes, and too large Lτ

should be avoided.

B. Conjugate correlation function based method

If subchannel k is a null-subchannel, the conjugate correlation functions
c̃k−1[s, τ ], c̃k[s, τ ] and c̃k+1[s, τ ] will contain information about fe. Sim-
ulation results show that the benefit from including contributions from
subchannels k ± 1 is quite marginal. Therefore we will, as in the methods
above, restrict ourselves to use subchannel k.

Another practical problem is to choose the lag τ . In Appendix E, we
have shown that

∑N−1
m=0 Ãm,k(τ, fe) = 0. Then by using the approximation

of µk±1 ' µk, we have |c̃k[s, τ ]| = |rk(τ, fe)| = 1
2 |Ãk,k(τ, fe)| based on (5.9)

and (5.10). Therefore the amplitude of Ãk,k(τ, fe) is crucial to recover the
CFO. The 3-D curves of |Ãk,k(τ, fe)| for the case of square root raised cosine
pulse as shaping filter are shown in Fig 5.3. We see that the amplitude
of Ak,k(τ, fe) is largely independent of fe, while it approaches zero with
increasing τ and is negligible for τ larger than a certain threshold τmax.
Note that c̃k[s, τ ] with negative τ is just a shifted version of that with
positive τ and thus contains no extra information.

In practice only a finite-length data record {bk[s]}M−1
s=0 is available. This

means that we must use a single sample estimate for c̃k[s, τ ]:

yk[s, τ ] = bk[s + τ ] bk[s]. (5.24)

Recall that the spectrum of c̃k[s, τ ] with respect to s has a sharp peak
at fe + 1/2. Then by defining yk[s] =

[
yk[s, 0], yk[s, 1], · · · , yk[s, τmax]

]T ,
we can write the estimation algorithm as:

Method 3:

f̂e = arg max
f∈(0,1)

JM (f)− 1
2

JM (f) =
L∑

l=1

∥∥∥ 1
M

M−1∑

s=0

ykl
[s] e−j2πfs

∥∥∥
2
. (5.25)

We see that JM (f) contains contributions from different τ and different
null-subchannels.

5.2.2 Estimation methods based on interleaved weighting

In [CS04], Ciblat and Serpedin present a blind CFO estimation method
based on the conjugate cyclostationarity of the received sequence before
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Figure 5.3: Curves of |Ãk,k(τ, fe)| with square root raised cosine pulse (with
a roll-off factor denoted α) as shaping filters.
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demodulation. However, they use a different modulation system that cor-
responds to multiplication of subchannel k by a weighting factor jk. Ap-
plication of Ciblat and Serpedin’s algorithm to a standard OFDM/OQAM
system is denoted modified C/S estimator, which will not work in an un-
weighted system because the conjugate correlation function of the signal be-
fore demodulation is zero [LHL06]. For a system with few null-subchannels,
the conjugate correlation function is quite weak, so that the modified C/S
estimator doesn’t work properly (also confirmed by simulation). Therefore
we implement the modified C/S estimator only for the interleaved weighting
method.

Since null-subchannels are always present for practical OFDM systems,
extensive investigation of estimation methods based on interleaved weight-
ing is of less interest. Therefore for the case of interleaved weighting, we
will present only the conjugate correlation function based method to show
the benefit of estimation based on subchannel signals, and will not perform
asymptotic analysis for the corresponding estimator in the next section.

The interleaved weighting pattern is got by setting w = {w1, w2, w1, w2, ...},
where w1 6= w2. For this case, by using the fact that

∑N−1
m=0 Ãm,k(τ, fe) = 0,

and that Ãm,k(τ, fe) = 0 for |m − k| ≥ 2 (see Appendix E), we have that
|c̃k[s, τ ]| ' 1

2

∣∣µ2
k (w2

1 − w2
2) Ãk,k(τ, fe)

∣∣ based on (5.9) and (5.10) and the
approximation of µ2

k±1 ' µ2
k. Therefore the CFO can be estimated over all

subchannels, and we can express the estimation problem as:
Method 4:

f̂e = arg max
f∈(0,1)

JM (f)− 1
2

JM (f) =
N−1∑

k=0

∥∥∥ 1
M

M−1∑

s=0

yk[s] e−j2πfs
∥∥∥

2
. (5.26)

We see that the conjugate correlation function based Method 3 and
4 have the same acquisition range (−0.5, 0.5). Method 3 uses only the
signals of null-subchannels, while Method 4 includes the contribution of all
subchannels.

5.2.3 CFO estimation methods based on high-order statis-
tics for unweighted systems

The previously suggested CFO estimators based on second-order statistics
all need subchannel weighting. This will lead lower power efficiency. Now
we present a CFO estimation method based on fourth-order statistics for
unweighed OFDM/OQAM systems.
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Based on (5.13) and using the approximation µk±1 ' µk, we have
that |m4(s, τ1, τ2, τ3, fe)| = |ρk(τ1, τ2, τ3, fe)| ' |κ4 B(τ1, τ2, τ3, fe)|. Since
we have assumed that κ4 6= 0, CFO can be recovered by searching
the peak of the spectrum (with respect to s) of m4(s, τ1, τ2, τ3, fe) if
|B(τ1, τ2, τ3, fe)| 6= 0. Numerical results show that |B(τ1, τ2, τ3, fe)| de-
creases quickly with increasing τm. In this thesis, we will estimate fe based
on the set S = {(τ1, τ2, τ3) : (0, 0, 0), (0, 0, 1), (0, 1, 1), (1, 1, 1)}. The curves
of |B(τ1, τ2, τ3, fe)| versus fe are shown in Fig. 5.4, in which the square root
raised cosine pulses are used as the pulseshapes.

In practice, only one finite-length data record {bk[s]}M−1
s=0 is available.

A one-sample estimate of m4,k[s, τ1, τ2, τ3, fe] can be expressed as

m̂4,k[s, τ1, τ2, τ3, fe] =
1
M

M−1∑

n=0

bk[s + τ3] bk[s + τ2] bk[s + τ1] bk[s]. (5.27)

From (5.13), we see that the amplitude of DTFT of m4,k[s, τ1, τ2, τ3, fe]
(with respect to time instant s) should has a sharp peak at f = 2fe. Then
by defining a row vector

m̂k[s] =




m̂4,k[s, 0, 0, 0, fe]
m̂4,k[s, 0, 0, 1, fe]
m̂4,k[s, 0, 1, 1, fe]
m̂4,k[s, 1, 1, 1, fe]


 , (5.28)

we can express the estimation problem as:
Method 5:

f̂e =
1
2

arg max
f∈(−0.5,0.5)

JM (f)

JM (f) =
N−1∑

k=0

∥∥∥ 1
M

M−1∑

s=0

m̂k[s] e−j2πfs
∥∥∥

2
. (5.29)

It is obviously that the acquisition range of estimator (5.29) is fe ∈
(−0.25, 0.25).

5.3 Asymptotic analysis

In the previous section, we have suggested two weighting methods with cor-
responding Method 1-4, where the first three are based on null-subchannels,
and the last one is based on interleaved weighting. We have also suggested
the high-order statistics based Method 5 for unweighted systems.
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Figure 5.4: Curves of |B(τ1, τ2, τ3, fe)| versus fe with raised cosine pulses
(with a roll-off factor denoted α) as shaping filters (the curves for
(τ1, τ2, τ3) = (0, 0, 1) and (τ1, τ2, τ3) = (1, 1, 1) are overlapped).
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In this section, we will present asymptotic analysis only for the null-
subchannels based Method 1-3. The CFO estimation error is defined as
∆fe = f̂e − fe and the Mean Square Error (MSE) is given by E

[|∆fe|2
]
.

5.3.1 Asymptotic analysis of correlation function based es-
timators

We first analyze the correlation function based Method 1 and 2 by using a
reasoning similar to the one in [WCSL02]. We assume that the transmitter
filter g[l] is truncated to be of finite length. Then bk[s + τ ] b∗k[s] satisfies a
so called mixing condition ( [Bri75]: Theorem 2.3.1 (iii), p.19). By Lemma
1 in [CLSG02] we then have that limM→∞ |ĉk[τ ]− ck[τ ]|2 → 0 with prob-
ability 1. Thus the estimate error ∆ck[τ ] def= ĉk[τ ] − ck[τ ] should be small
for large values of data record length M .

By using a first order Taylor expansion of (5.18), we can approximate
the the CFO estimate by

f̂e =
1
π

Im
{

ln
(
−

L∑

l=1

ĉkl
[2]

)}
' 1

π
Im

{
ln

(
−

L∑

l=1

ckl
[2]

)
+

∑L
l=1 ∆ckl

[2]∑L
l=1 ckl

[2]

}

= fe +

(∑L
l=1 ∆ckl

[2]
)(∑L

l=1 c∗kl
[2]

)
−

(∑L
l=1 ∆c∗kl

[2]
)(∑L

l=1 ckl
[2]

)

2 j π
∣∣∑L

l=1 ckl
[2]

∣∣2 .

(5.30)

Since limM→∞ E [∆ck[τ ]] = E [ĉk[τ ]] − ck[τ ] = 0, we see that
limM→∞ E

[
f̂e − fe

]
= 0 from (5.30). This implies that the estimated fe is

asymptotically unbiased. Since the null-subchannels are sparsely distrib-
uted, the terms E

[
∆ck1 [τ1]∆c∗k2

[τ2]
]

and E
[
∆ck1 [τ1]∆ck2 [τ2]

]
for k1 6= k2

will be of order O(σ4
ν), which is negligible for high SNR. Therefore ∆ck1 [τ1]

and ∆ck2 [τ2] are approximately uncorrelated for k1 6= k2. Then based
on (5.30), we can write the MSE of Method 1 as

MSE1 '
∑L

l=1

(
E

[∣∣∆ckl
[2]

∣∣2]− Re
{
e−j2πfe E

[(
∆ckl

[2]
)2]})

2π2
∣∣∑L

l=1 ckl
[2]

∣∣2 . (5.31)

Explicit calculable expressions for E
[∣∣∆ck[2]

∣∣2] and E
[(

∆ck[2]
)2] are

given by (5.33). Now we turn to the analysis of Method 2.
By defining ∆βk = β̂k − βk = pt[1]∆ck[0] − ∆ck[1], we can write the

nonlinear equation in (5.19) as

φ(fe + ∆fe) = Im
{

ln
( L∑

l=1

(βkl
+ ∆βkl

)
)}

.
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Then by using a first order Taylor approximation at both sides and the
fact that φ(fe) ' Im

{
ln

(∑L
l=1 βkl

)}
(they are actually equal for a time-

invariant channel), we obtain

φ′(fe)∆fe =Im

{∑L
l=1 ∆βkl∑L
l=1 βkl

}

=

(∑L
l=1 ∆βkl

)(∑L
l=1 β∗kl

)− (∑L
l=1 ∆β∗kl

)(∑L
l=1 βkl

)

2 j
∣∣∑L

l=1 βkl

∣∣2 ,

where φ′(fe) stands for the derivative of φ(fe).
Since limM→∞ E [∆βk] = 0, the estimated fe is asymptotically unbiased.

By using the assumption that ∆ck1 [τ1] and ∆ck2 [τ2] are approximately un-
correlated for k1 6= k2, and after some straightforward derivations, the MSE
of Method 2 can be written as

MSE2 '
∑L

l=1

(
pTΓkl

p− Re
{
e−j2φ(fe) pT Γ̃kl

p
})

2 |φ′(fe)|2
∣∣∑L

l=1 βkl

∣∣2 , (5.32)

where p =
[
pt[1] −1

]T and

Γk =
[
E

[|∆ck[0]|2] E
[
∆ck[0]∆c∗k[1]

]
E

[
∆ck[1]∆c∗k[0]

]
E

[|∆ck[1]|2]
]

Γ̃k =
[
E

[
(∆ck[0])2

]
E

[
∆ck[0]∆ck[1]

]
E

[
∆ck[1]∆ck[0]

]
E

[
(∆ck[1])2

]
]

.

From (5.31) and (5.32), we see that the MSE is inversely proportional
to the number of null-subchannels over an AWGN channel, and that we
need to derive explicit calculable expressions for E

[
∆ck[τ1]∆c∗k[τ2]

]
and

E
[
∆ck[τ1]∆ck[τ2]

]
. It is shown in Appendix F that

lim
M→∞

M E
[
∆ck[τ1]∆c∗k[τ2]

]
= Sdk

(0, τ1, τ2)

lim
M→∞

M E
[
∆ck[τ1]∆ck[τ2]

]
= S̃dk

(0, τ1, τ2). (5.33)

where the detailed expressions for Sdk
(0, τ1, τ2) and S̃dk

(0, τ1, τ2) over a
time-invariant channel and a Rayleigh fading channel are given by (F.3)
and (F.4) in Appendix F respectively.

By comparing (F.3) and (F.4), we find that the MSE floor (obtained
when σ2

ν → 0) for both Method 1 and 2 over a Rayleigh fading channel
with σ2

µk
= 1 is about 2 times (3 dB) higher than that over an AWGN
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channel (µk = 1). Based on the expressions given by (F.3) and (F.4), we
can rewrite the asymptotic MSE for Method 1 and 2 as

MSE1 '
[
A1(fe) + B1(fe)/SNR + C1(fe)/SNR2

]
/M

MSE2 '
[
A2(fe) + B2(fe)/SNR + C2(fe)/SNR2

]
/M, (5.34)

where SNR def= σ2
a/σ2

ν = 1/σ2
ν , and the quantities A1(fe), B1(fe), C1(fe) and

A2(fe), B2(fe), C2(fe) are independent of SNR and data record length M .
We see that the MSE decreases as O(M−1) for both Method 1 and 2.

Even for the case of noise-free channel, a non-zero A1(fe) and A2(fe) will
cause a certain MSE floor. For the case of AWGN channel, it can be proven
that A1(0) = 0, thus no MSE floor is present for Method 1 at fe = 0. This
will be verified by simulations.

5.3.2 Asymptotic analysis of conjugate correlation function
based estimator

Now we will derive the asymptotic MSE for the conjugate correlation func-
tion based Method 3. From the definition of yk[s, τ ] in (5.24), we see that
E [yk[s, τ ]] = c̃k[s, τ ]. Thus we can write yk[s, τ ] as

yk[s, τ ] = c̃k[s, τ ] + ek[s, τ ],

where ek[s, τ ] is error of the one sample estimation.
Since the transmitter filter g[l] is of finite length, ek[s, τ ] satisfies the

same kind of mixing condition as mentioned in the previous subsection.
In [CLSG02], Ciblat et al. have shown how to apply this property to derive
the asymptotic MSE. Using a similar reasoning, we find (see Appendix G)
that f̂e is an asymptotically unbiased estimation for fe, and the asymptotic
variance is given by

MSE3 =
3

2π2 M3

∑L
l=1 Re

{
Ψkl

(fe)− Ψ̃kl
(fe)

}

(∑L
l=1 Φkl

(fe)
)2 , (5.35)

where

Ψk(fe) = rH
k (fe)Pk rk(fe)

Ψ̃k(fe) = rH
k (fe) P̃k r∗k(fe)

Φk(fe) = rH
k (fe) rk(fe). (5.36)

Here rk(fe) is a vector given by rk(fe) =
[
rk(0, fe), rk(1, fe), · · · , rk(τmax, fe)

]T

and Pk, P̃k are matrices with entries given by
[
Pk

]
τ1,τ2

= Sek
(fe + 1/2, τ1, τ2)

[
P̃k

]
τ1,τ2

= S̃ek
(fe + 1/2, τ1, τ2)
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respectively.
Explicit expressions for Sek

(fe +1/2, τ1, τ2) and S̃ek
(fe +1/2, τ1, τ2) are

given by (H.1) and (H.2) in Appendix H. Based on these expressions, we
can rewrite the theoretical MSE of Method 3 as

MSE3 =
[
A3(fe) + B3(fe)/SNR + C3(fe)/SNR2

]
/M3, (5.37)

where A3(fe), B3(fe), C3(fe) are related to fe but independent of SNR and
data records length M .

We see that the theoretical MSE decreases as O(M−3) for Method 3,
thus it has a much lower MSE than that of Method 1 and 2 for large M .
This improvement is obtained by greatly increasing the implementation
complexity since a fine peak searching procedure is needed. The MSE
floor is determined by A3(fe). For AWGN channel, it can be verified that
A3(0) = 0 based on (H.1) and (H.2), this implies that no MSE floor is
present at fe = 0 for Method 3.

5.4 Simulation results

The following conditions apply to all simulations:

• The number of subchannels N is set to 16;

• 16OQAM modulation is used in all subchannels, and the input sym-
bols are uniformly distributed;

• g[l] and p[l] are square root raised cosine pulses with a roll-off factor
α = 1.0, giving τmax = 2 for Method 3 and 4;

• Each result is obtained by averaging over 1000 Monte Carlo trials.

For Method 1 and 2, we need only to estimate the correlation function
based on the data record {bk[s]}M−1

s=0 . For Method 3 and 4, a peak searching
procedure is also needed after the estimating of the conjugate correlation
function. In addition to an expected peak at fe+0.5, the objective function
JM (f) for these methods will have local maxima caused by noise. If the
desired peak around fe + 0.5 is lower than other peak(s) caused by noise,
false detection occurs. The peak is found in two steps: first a coarse search
is made using FFT with four times oversampling accomplished by zero
padding (simulations show that only marginal improvement is attained by
using larger oversampling rate), then the simplex method is used to find
the precise maximum point.
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5.4.1 Comparison of null-subchannel based estimators over
an AWGN channel

In the first three simulations, we compare the performance of different
estimation methods based on null-subchannels with an AWGN channel.
We find that the correlation function based Method 1 and 2 have much
larger MSE than the conjugate correlation function based Method 3. Thus
Method 1 and 2 can be used as coarse CFO estimators while Method 3 can
be used as a fine CFO estimator.

Simulation 1: performance comparison of Method 1-3 versus SNR
over an AWGN channel

In this simulation, we set the data record length M = 256, fe = 0.2
and subchannel 4 is set as the only null-subchannel. The curves of MSE
versus SNR are shown in Fig. 5.5. We see that for all estimation methods,
the simulated results match well with the theoretical predictions, except
for SNR below a certain threshold for Method 3. The threshold effect of
Method 3 is caused by false peak detection in JM (f). We also note that
for Method 3, the simulated results deviate from theoretical predictions
for high SNR. This is due to the asymptotical approach of the theoretical
analysis. It will be illustrated in Simulation 3 that both the threshold
effect in low SNR region and the deviation in high SNR region of Method 3
disappear asymptotically with increasing M . We also note that as expected,
the MSE of Method 3 is much lower than Method 1 and 2, except for the low
SNR region. However, we should note that the implementation complexity
of Method 3 is much higher than Method 1 and 2.

Simulation 2: performance comparison of Method 1-3 versus fe over
an AWGN channel

Now we study the performance of Method 1-3 versus fe. We set M =
256, SNR = 40 dB, and subchannel 4 is set as the only null-subchannel.
The simulation results are shown in Fig. 5.6. Since the acquisition range
of Method 3 is |fe| < 0.5|, it is simulated only in fe ∈ [0, 0.5). We see that
for fe < 0.5, the MSE of Method 3 is much lower than that of Method
1 and 2. Next we compare the two correlation function based methods.
Since no MSE floor is present at fe = 0 for Method 1, it has much smaller
MSE than that of Method 2 for small values of fe. This implies that
Method 1 could be better than Method 2 if closed-loop estimation is used.
For fe > 0.15, Method 2 outperforms Method 1. We also note that the
performance of Method 2 and 3 is largely independent of fe. For Method
1, the simulated results deviate from theoretical predictions for fe > 0.6.
This is because the estimate becomes unreliable as fe → 1 for Method 1
due to the discontinuity of the function ∠·. We will show in Simulation
3 that the threshold effect of Method 1 for large fe, and the gap between
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Figure 5.5: MSE versus SNR for Method 1-3 over an AWGN channel (M =
256, fe = 0.2 and subchannel 4 is set as the only null-subchannel).

simulated results and theoretical predictions for Method 3 disappear with
increasing the data record length M .

Simulation 3: performance comparison of Method 1-3 versus data
record length M over an AWGN channel

In this simulation, we still set subchannel 4 as the only null-subchannel.
For Method 1 and 2, SNR is fixed as 40 dB, and we simulate two cases of
CFO: fe = 0.2 and 0.8. For Method 3, CFO is fixed as fe = 0.2, while we
simulate two cases of SNR: 0 and 40 dB. The simulation results are shown
in Fig. 5.7. We see that the MSE of Method 3 decreases faster than that
of Method 1 and 2 with increasing data record length M . This is expected
since the MSE of Method 1 and 2 decreases as O(M−1) according to (5.34),
while the MSE of Method 3 decreases as O(M−3) according to (5.37). We
also note that for fe = 0.8 and SNR = 40 dB, the threshold effect of Method
1 disappears for M > 2600. For Method 3 with fe = 0.2 and SNR = 0
dB, the threshold effect caused by false detection of peaks disappears for
M > 1800. For Method 3 with fe = 0.2 and SNR = 40 dB, the small gap
between simulated results and theoretical predictions, which is due to the
asymptotic approach of the theoretical analysis, disappears asymptotically
with increasing M .
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Figure 5.6: MSE versus fe for Method 1-3 over an AWGN channel (M =
256, SNR = 40 dB and subchannel 4 is set as the only null-subchannel).
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Figure 5.7: MSE versus data records length M for Method 1-3 over an
AWGN channel with fe and SNR as parameters (subchannel 4 is set as the
only null-subchannel).
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5.4.2 Comparison of null-subchannel based estimators over
a time-invariant multipath channel (and comparison
with the modified Bölcskei’s estimator)

In this simulation, we will find that Method 1-3, which are based on sub-
channel signals, are robust to time-invariant multipath effects. The modi-
fied Bölcskei estimator, which is based on the signals before demodulation,
is not robust in that respect.

The modified Bölcskei estimator, which is given in (5.23), is included to
illustrate the benefit of estimation based on subchannel signals. Note that
the modified Bölcskei estimator was derived assuming an AWGN channel.
Its performance over a multipath channel will be studied by simulations.

Simulation 4: performance comparison of Method 1-3 and modified
Bölcskei estimator over a fixed time-invariant multipath channel

In this comparison, we set M = 256, fe = 0.2. First we consider a
three-path time-invariant channel with impulse response

h[l] =
2∑

d=0

λd δ[l − d], (5.38)

where λd are the path attenuation factors.
We set subchannel 4 as the only null-subchannel and simulate over

a fixed time-invariant channel with attenuation factors
[
λ0 λ1 λ2

]
=

1√
21

[
4 2 − 1

]
. The magnitude response of this channel is shown in

Fig. 5.8.
To calculate the theoretical MSE of Method 1-3, the fading factor µk

cross subchannel k is approximated as
∑2

d=0 λd e−j 2π
N

kd. For the case of
AWGN channel, only the simulated results are shown since the theoret-
ical predictions have been illustrated in Fig. 5.5 in Simulation 1. The
performance of the modified Bölcskei estimator is evaluated only by sim-
ulations. The simulation results are shown in Fig. 5.9. We see that the
simulated curves match well with theoretical predictions for all of Method
1-3 over a fixed multipath channel, except for SNR below a certain thresh-
old for Method 3. This verifies that the flat-fading approximation of each
subchannel is reasonable, and the theoretical predictions given by (5.31),
(5.32) and (5.35) are also valid for time-invariant multipath channel. We
also note that the performance of Method 1-3 over the multipath channel is
quite close to that over the AWGN channel. The performance over the mul-
tipath channel is even better than that over an AWGN for low SNR. This
is because the magnitude response around subchannel 4 over the multipath
channel is slightly higher 1 (see Fig. 5.8). For the modified Bölcskei estima-
tor, the multipath effects will cause an obvious performance degradation.
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Figure 5.8: Magnitude response of a three-path multipath channel with
attenuation factors

[
λ0 λ1 λ2

]
= 1√

21

[
4 2 − 1

]
.

Simulation 5: performance comparison of Method 1-3 and modified
Bölcskei estimator over a random time-invariant multipath channel

Now we study the performance of CFO estimators over a random
time-invariant multipath channel. We still use the three-path channel
model (5.38), but we change the coefficients λd for each trial (the coef-
ficients are unchanged during one trial). For the purpose of simulation, we
set the path attenuation factors λd to be circular Gaussian and indepen-
dently distributed, and with a variance 1/3 so that the average received
power is identical to the AWGN case. To make the estimator work fine
even when some subchannels suffer deep fading, multiple null-subchannels
are used. In the simulation subchannels 1, 5, 9 and 13 are used for this
purpose.

The simulation results are shown in Fig. 5.10. We see that for Method
1-3 over an AWGN channel, the simulated results match well with the the-
oretical predictions, except for SNR below a certain threshold for Method
3. This validates that disregarding dependency between different null-
subchannels during the derivation of theoretic MSE is reasonable. We also
see that the unknown random multipath effects will cause a slightly higher
MSE for all estimators, and a higher SNR threshold for Method 3. We
also note that the performance of the modified Bölcskei estimator is closer
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Figure 5.9: Performance comparison of Method 1-3 and modified Bölcskei
estimator over a fixed multipath (MP) channel (M = 256, fe = 0.2 and
subchannel 4 is set as the only null-subchannel).
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Figure 5.10: Performance comparison of Method 1-3 and modified Bölcskei
estimator over a random time-invariant multipath (MP) channel (M =
256, fe = 0.2 and subchannel 1, 5, 9 ,13 are set as null-subchannels).

to Method 1 and 2 for a system with four null-subchannels. This is ex-
pected. Null-subchannels will cause a non-flat spectrum of the received
signal, which can be used for blind CFO estimation. The improved per-
formance of CFO estimation based on subchannel signals are actually got
by removing the flat section of the spectrum of received signal by receiver
filters. This improvement will become not so obvious for larger number of
null-subchannels since less flat section of spectrum is removed.

5.4.3 Comparison of null-subchannel based estimators over
a Rayleigh multipath channel

In this simulation, we will find that the correlation function based Method 1
and 2 are robust to slow Rayleigh multipath fading. This is not the case for
the conjugate correlation function based Method 3. The modified Bölcskei
estimator is not included, since it is derived assuming a time-invariant
channel.

Simulation 6: performance comparison of Method 1-3 over a Rayleigh
multipath channel
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We still use the channel model (5.38), but now the factors are time vary-
ing and denoted λd[l]. In the simulations, the factors λd[l] are i.i.d. for dif-
ferent paths and modelled as autoregressive processes, which are generated
by filtering a circular white Gaussian noise source by lowpass filters with a
frequency response H(f) = 1/(1−ρ e−j2πf )5 and a 3 dB bandwidth denoted
BλT . The power of the driving noise source is set to let

∑2
d=0 σ2

λd
= 1. The

attenuation factors µk[l] are approximated as
∑2

d=0 λd[l] e−j 2π
N

kd. Then it
can be verified that σ2

µk
= 1.

Furthermore, we set M = 256, fe = 0.2 and subchannel 4 as the only
null-subchannel. The fading speed parameter is set as BλT = 0.01 (slow
fading). We leave out the theoretical predictions over an AWGN channel
since they have been shown in Fig. 5.5. For Method 3, we illustrate only
the simulated results over a Rayleigh multipath channel since no theoretical
predictions are available. The simulation results are shown in Fig. 5.11.
We see that for Method 1 and 2, the simulated results match well with
the theoretical predictions over a Rayleigh multipath channel, and that
the Rayleigh multipath effects will cause approximately a 3 dB (2 times)
higher MSE than that over an AWGN channel. Thus, the correlation based
methods (1 and 2) seem fairly robust to time varying multipath effects. This
can not be said about Method 3, which exhibits a significant performance
degradation compared to the AWGN case.

5.4.4 Comparison of conjugate correlation function based
estimators over an AWGN channel

Now we will show that for the case of interleaved weighting, the subchannel
signals based Method 4 outperforms the modified Ciblat/Serpedin estima-
tor based on the signal before demodulation.

Simulation 7: performance comparison of Method 3, 4 and the modi-
fied Ciblat/Serpedin estimator over an AWGN channel

In this simulation, we study the performance of conjugate correlation
function based estimation methods. The modified Ciblat/Serpedin estima-
tor [LHL06] is also included to show the benefit of estimation based on
subchannel signals. Since interleaved weighting is less practical than the
weighing method of null-subchannel insertion, we study only the AWGN
channel case.

In the simulation, we set M = 512, fe = 0.2. For the null-subchannels
based Method 3, subchannel 4 is set as the only null-subchannel. For
the interleaved weighting based Method 4 and modified C/S estimator,
two weighting cases are simulated: w1 =

√
3/2, w2 =

√
5/2 and w1 =√

2/2, w2 =
√

6/2. This corresponds to 1.25 and 3.0 dB attenuation of
the weakest subchannels respectively. The simulation results are shown
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Figure 5.11: Performance comparison of Method 1-3 over a Rayleigh
(BλT = 0.01) multipath channel (M = 256, fe = 0.2 and subchannel 4
is set as the only null-subchannel).
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Figure 5.12: Performance comparison of Method 3, 4 and the modified C/S
estimator over an AWGN channel (M = 512, fe = 0.2 and subchannel 4 is
set as the only null-subchannel for Method 3).

in Fig. 5.12. For the modified C/S estimator with w1 =
√

3/2, w2 =√
5/2, the self-noise, which arises from the estimation of statistics based

on a finite length data record, will cause a false detection ratio about 4%,
resulting in a high MSE floor. For the case of w1 =

√
3/2, w2 =

√
5/2,

both Method 4 and the modified C/S estimator can work properly, while
Method 4 has lower SNR threshold and MSE floor than the modified C/S
estimator. Thus better performance is achieved when the estimation is
based on subchannel signals. We also note that Method 3 outperforms
Method 4 and the modified C/S estimator for SNR> 12 dB. This can be
partly explained by noting that the loss caused by interleaved weighting
decreases with increasing SNR, while the spectral loss caused by inserting
L null-subchannels is fixed as L/N , which is essentially independent of
SNR.

5.4.5 Performance simulation of high-order statistics based
estimation method

Finally, we will simulate the fourth-order statistics based Method 5 for
unweighted OFDM/OQAM systems. Simulation results show that such
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Figure 5.13: Magnitude response of a five-path multipath channel with
attenuation factors

[
λ0 λ1 λ2 λ3 λ4

]
=

[
0.8627 0.4313 − 0.1078 −

0.2157 − 0.1078
]
.

estimator is robust to time-invariant multipath effects.
Simulation 8: performance of Method 5 over an AWGN and multipath

channel
In this simulation, we simulate the performance of the high-order statis-

tics based Method 5. No subchannel weighting is used. Since more samples
are needed to estimate high-order statistics, we set the number of OFDM
symbols to M = 1024. The CFO is set as fe = 0.2.

We simulate only the case of AWGN and static multipath channel.
Here we consider a five paths channel with an impulse response h[l] =∑4

d=0 λd δ[l−d], where the path attenuation factors
[
λ0 λ1 λ2 λ3 λ4

]
=[

0.8627 0.4313 −0.1078 −0.2157 −0.1078
]
. The magnitude response

of this channel is shown in Fig. 5.13.
The curves of MSE versus SNR are shown in Fig. 5.14. We see that as

expected, the proposed estimator is largely robust to multipath effect. The
multipath effect will cause a slightly higher threshold and floor mse. We
also note that estimator (5.29) has similar performance to estimator (5.25)
and (5.26). Since is do not need subchannel weighting, full spectral effi-
ciency is achieved. We see that for SNR higher than a certain threshold,
the MSE of estimator (5.29) is very low. This implies that estimator (5.29)
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can also be used as a fine CFO estimator.
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Figure 5.14: Comparison of MSE versus SNR of Method 5 over an AWGN
and a time-invariant multipath channel (M = 1024, fe = 0.2).

5.5 Conclusion

In this chapter, we have shown how to estimate CFO based on subchannel
signals for OFDM/OQAM systems.

For second-order statistics based estimation methods, we show that non-
uniform power distribution (weighting) is needed to retain the information
about CFO. Two different weighting patterns are suggested. For the case of
null-subchannels, we present two estimators based on the correlation func-
tion of the subchannel signals and one estimator based on the conjugate
correlation function of the subchannel signals, which are all robust to time-
invariant multipath effects. Asymptotic analysis, which matches well with
simulation results, shows that the MSE of the correlation function based
estimators decreases as O(M−1) and that of the conjugate correlation func-
tion based estimator decreases as O(M−3), where M is the length of data
record. For slow Rayleigh multipath fading with the same signal power,
only 3 dB MSE degradation is observed compared to that of AWGN case
for the correlation function based methods, while the conjugate correlation
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function based method is not robust to time varying multipath effects. For
the case of interleaved weighting, we present one estimator based on the
conjugate correlation function of subchannel signals, which outperforms the
previously suggested estimator based on the conjugate correlation function
of the received signal before demodulation over an AWGN channel.

To achieve full power efficiency, we also suggest a blind CFO estimator
for unweighted OFDM/OQAM systems based on the high-order statistics
of subchannel signals. Simulation results show that this estimator can be
used as a fine CFO estimator and is also robust to static multipath effects.

Finally, a summary of different blind CFO estimators are shown in
Table 5.1.

Table 5.1: A summary of different blind CFO estimation methods for
OFDM/OQAM systems.

Implementation Estimation Subchannel
complexity accuracy weighting needed?

Bölcskei estimator Low Coarse Yes
Ciblat estimator High Precise Yes

Method 1 Low Coarse Yes
Method 2 Low Coarse Yes
Method 3 High Precise Yes
Method 4 High Precise Yes
Method 5 High Precise No



Chapter 6

Conclusion

In this thesis, we have carried out an analysis and optimization of some
important aspects of OFDM systems with main emphasis on systems with
OQAM modulation and pulseshaping.

In Chapter 2, we have made a comparison between OFDM/QAM with
guard interval and OFDM/OQAM with pulseshaping. It is shown that by
not using a guard interval, OFDM/OQAM with pulseshaping can achieve
higher spectrum and power efficiency. The disadvantage is slightly higher
implementation complexity and longer transmission delay.

In Chapter 3, we have derived theoretical expressions that are useful
for selecting appropriate equalizer length for OFDM/OQAM systems. By
using these expressions, we find that an equalizer with few taps (typically
3 − 7 taps) in each subchannel is enough to counteract the multipath ef-
fects. This allows an efficient equalization with a complexity only slightly
higher than that of conventional OFDM/QAM systems with guard interval.

In Chapter 4, we have found optimal pulses with robustness to CFO for
both OFDM/QAM and OFDM/OQAM systems. Our results show that
the robustness to CFO can be improved by using these optimal pulses. We
have found that OFDM/OQAM with pulseshaping is more robust to CFO
than OFDM/QAM with rectangular pulseshapes.

In Chapter 5, we have developed five blind CFO estimation methods
for OFDM/OQAM systems based on the subchannel signals. Numerical
simulations are performed to illustrate the performance of the suggested
CFO estimation methods and validate the theoretical analysis.
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6.1 Contributions of the thesis

The main original contributions of this thesis are listed as follows:

• Explicit analytical expressions of MMSE versus equalizer length have
been derived for OFDM/OQAM systems;

• Optimal pulses with minimum interference power at a given CFO
point have been found for both OFDM/QAM and OFDM/OQAM
systems;

• Blind methods for CFO estimation based on subchannel signals have
been developed for OFDM/OQAM systems.

6.2 Future work

In this thesis, we present only a simple comparison between OFDM/QAM
with guard interval and OFDM/OQAM with pulseshaping. A more quan-
titative comparison of these two OFDM schemes is surely of interest, and
one of the most relevant comparisons would be to perform a detailed and
optimized design of both systems for one or more practical applications. A
quantitative comparison would be most straightforward for a time-invariant
case, and a potential application would be the WiMAX (IEEE 802.16) sys-
tems [Std04] used for fixed radio access. One relevant criterion of compari-
son would be the bandwidth efficiency, assuming that all other parameters
like channel SNR (CSNR), available bandwidth, delay spread etc are same
for both systems. However, complexity and latency should also be consid-
ered.

Channel estimation in OFDM systems is usually accomplished us-
ing training or pilot symbols. This will result in a reduction of spec-
tral efficiency. A subspace-based algorithm for the blind estimation
of time-dispersive channels for OFDM/OQAM systems is presented by
Bolcskei [Bol01]. Bolcskei’s algorithm is based on the received channel
signal. For an OFDM system with many subchannels, each subchannel
can be approximated as flat-fading. This motivates us to estimate channel
based on subchannel signals. Furthermore, for a multipath channel with
L paths, the path attenuation factors can be uniquely determined by L
points of frequency response of the channel. Usually L is much smaller
than the number of subchannels, thus we can use only few subchannels
for channel estimation. This implies that lower implementation complexity
can be achieved since the data rate of subchannels is much lower than that
of received signal before demodulation.
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In chapter 5, we develop blind CFO estimation methods based on the
conjugate correlation function of subchannel signals. In such methods, a
coarse peak search based on FFT is needed. When the amplitude of peak(s)
caused by noise is higher than the expected peak, false detection occurs and
leads to high estimation error. The false detection ratio decreases quickly
for SNR higher than a certain threshold. In chapter 5, we have only per-
formed a theoretical analysis by assuming perfect coarse peak search. To
design a reliable CFO estimation method, such threshold effects caused by
false peak detection should be analyzed. Some earlier theoretical analysis
about such kind of threshold effects has been reported [RB74,CG06]. How-
ever, these earlier results deal only with some special cases. To the best
of our knowledge, a general analysis has not been presented in the literature.

We have only considered the case of time-invariant channels. For a
double-dispersive radio channel, both the time-dispersion and Doppler fre-
quency spreading will destroy the orthogonality in OFDM systems, and
then cause a certain amount of ISI and ICI. An OFDM system with a
large number of subchannels is less sensitive to time-dispersion, but very
sensitive to Doppler spreading. On the contrary, an OFDM system with
only a few subchannels is less sensitive to Doppler spreading, whereas it is
very sensitive to time-dispersion. Some earlier results about the robustness
to double-dispersive effects for have been reported for OFDM/OQAM sys-
tems [ATP05]. We would like to analyze the interference power versus the
number of subchannel over a double-dispersive channel, which is useful for
selecting the optimal number of subchannels. We also would like to search
for optimal pulseshapes that are robust to double-dispersive channel for
OFDM/OQAM systems.





Appendix A

Derivation of expressions for
cur[τ ] and curi[τ ]

First based on (3.2), we can write the equivalent overall frequency response
from subchannel m to subchannel k as

P
(o)
m,k(f) = j(m−k) G0(f −m + k) G0(f) Hk(f), (A.1)

where G0(f) def=
∑∞

l=−∞ g[l] e−j 2π
N

fl is the frequency response of shaping

filter g[l], and Hk(f) def=
∑∞

l=−∞ h[l] e−j 2π
N

(f+k)l is the equivalent frequency
response of subchannel k. Note that f is normalized with respect to 1/T .

Since G0(f) is bandlimited to [−1, 1], so is P
(o)
m,k(f) based on (A.1).

Therefore Pm,k(f) has the same shape as P
(o)
m,k(f) in the interval [−1, 1].

Now we will express pRm,k[s] and pIm,k[s] in frequency domain. Since
pRm,k[s] =

(
pm,k[s] + p∗m,k[s]

)
/2 and pIm,k[s] =

(
pm,k[s] − p∗m,k[s]

)
/(2j), we

have

PR
m,k(f) def=

∞∑
s=−∞

pRm,k[s] e
−jπfs =

Pm,k(f) + P ∗
m,k(−f)

2

P I
m,k(f) def=

∞∑
s=−∞

pIm,k[s] e
−jπfs =

Pm,k(f)− P ∗
m,k(−f)

2j
. (A.2)

Then we can use the decimator formula (4.1.13) in [Vai93] to get

P1Rm,k(f) def=
∞∑

n=−∞
pRm,k[2n] e−j2πfn =

1
2
[
PR

m,k(f) + PR
m,k(f − 1)

]

=
1
4

[
Pm,k(f) + P ∗

m,k(−f) + Pm,k(f − 1) + P ∗
m,k(1− f)

]
.

(A.3)
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Note here f is normalized with respect to 1/T while the frequency ω
in [Vai93] is normalized with respect to the sampling radius frequency.

We can view pRm,k[2n−1] as the 2 times decimated version of pRm,k[s−1],
while

∑∞
s=−∞ pRm,k[s− 1] e−jπfs = e−jπf PR

m,k(f), then we have

P2Rm,k(f) def=
∞∑

n=−∞
pRm,k[2n− 1] e−j2πfn =

e−jπf

2
[
PR

m,k(f)− PR
m,k(f − 1)

]

=
e−jπf

4
[
Pm,k(f) + P ∗

m,k(−f)− Pm,k(f − 1)− P ∗
m,k(1− f)

]
.

(A.4)

Similarly, we have

P1Im,k(f) def=
∞∑

n=−∞
pIm,k[2n] e−j2πfn

=
1
4j

[
Pm,k(f)− P ∗

m,k(−f) + Pm,k(f − 1)− P ∗
m,k(1− f)

]

P2Im,k(f) def=
∞∑

n=−∞
pIm,k[2n− 1] e−j2πfn

=
e−jπf

4j

[
Pm,k(f)− P ∗

m,k(−f)− Pm,k(f − 1) + P ∗
m,k(1− f)

]
.

(A.5)

Now we are ready to calculate cur [s, τ ] and curi [s, τ ]. Since they are
periodic in s with a period 2, we only need to calculate cur [0, τ ], cur [1, τ ],
curi [0, τ ], and curi [1, τ ]. First we consider cur [0, τ ]. For τ = 2 q (i.e. τ is
even), we can write the summation in the expression of cur [s, τ ] in (3.11)
as

∞∑
n=−∞

(
pRm,k[2n] pRm,k[2n− τ ] + pIm,k[2n− 1] pIm,k[2n− τ − 1]

)

=
∞∑

n=−∞

(
pRm,k[2n] pRm,k[2n− 2q] + pIm,k[2n− 1] pIm,k[2n− 2q − 1]

)

(a)
=

∫ 0.5

−0.5

(
P1Rm,k(f) P1Rm,k(−f) + P2Im,k(f) P2Im,k(−f)

)
ej2πfq df

=
1
4

∫ 0.5

−0.5

(∣∣Pm,k(f)
∣∣2 +

∣∣Pm,k(f − 1)
∣∣2

+ 2 Re {Pm,k(f)Pm,k(1− f)}
)

cos(πfτ) df, (A.6)
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where the step (a) follows from the Parseval’s relation.

Similarly for τ odd, we have
∞∑

n=−∞

(
pRm,k[2n] pRm,k[2n− τ ] + pIm,k[2n− 1] pIm,k[2n− τ − 1]

)

=
1
4

∫ 0.5

−0.5

[(∣∣Pm,k(f)
∣∣2 − ∣∣Pm,k(f − 1)

∣∣2
)

cos(πfτ)

+ 2 Im {Pm,k(f)Pm,k(1− f)} sin(πfτ)
]
df. (A.7)

Then we consider cur [1, τ ]. For τ even, we can write the summation in
the expression of cur [s, τ ] in (3.11) as

∞∑
n=−∞

(
pRm,k[2n− 1] pRm,k[2n− τ − 1] + pIm,k[2n] pIm,k[2n− τ ]

)

=
1
4

∫ 0.5

−0.5

(∣∣Pm,k(f)
∣∣2 +

∣∣Pm,k(f − 1)
∣∣2

− 2Re {Pm,k(f)Pm,k(1− f)}
)

cos(πfτ) df. (A.8)

For τ odd, we have
∞∑

n=−∞

(
pRm,k[2n− 1] pRm,k[2n− τ − 1] + pIm,k[2n] pIm,k[2n− τ ]

)

=
1
4

∫ 0.5

−0.5

[(∣∣Pm,k(f)
∣∣2 − ∣∣Pm,k(f − 1)

∣∣2
)

cos(πfτ)

− 2 Im {Pm,k(f)Pm,k(1− f)} sin(πfτ)
]
df. (A.9)

By combining (A.6), (A.7), (A.8), and (A.9), then substituting the results
into (3.11), we obtain

cur [s, τ ] =
1
8

k+1∑

m=k−1

S1m,k[s, τ ] +
σ2

ν

2
pt[

N

2
τ ], (A.10)

where

S1m,k[s, τ ] =





∫ 0.5
−0.5

(∣∣Pm,k(f)
∣∣2 +

∣∣Pm,k(f − 1)
∣∣2

+2 (−1)s Re {Pm,k(f)Pm,k(1− f)}
)

cos(πfτ) df, for τ even

∫ 0.5
−0.5

[ (∣∣Pm,k(f)
∣∣2 − ∣∣Pm,k(f − 1)

∣∣2
)

cos(πfτ)

+2 (−1)s Im {Pm,k(f)Pm,k(1− f)} sin(πfτ)
]
df, for τ odd.
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Through similar argument, we have

curi [s, τ ] =
1
8

k+1∑

m=k−1

S2m,k[s, τ ], (A.11)

where

S2m,k[s, τ ] =





∫ 0.5
−0.5

[(∣∣Pm,k(−f)
∣∣2 +

∣∣Pm,k(1− f)
∣∣2

)
sin(πfτ)

+2 (−1)s Im {Pm,k(f)Pm,k(1− f)} cos(πfτ)
]
df, for τ even

∫ 0.5
−0.5

(∣∣Pm,k(−f)
∣∣2 +

∣∣Pm,k(f − 1)
∣∣2

+2 (−1)s Re {Pm,k(−f)Pm,k(f − 1)}
)

sin(πfτ) df, for τ odd.

Formula (A.10) and (A.11) can be further simplified. Based on (A.1), we
get

Pk+1,k(f) =
{

j G(f − 1)G(f) Hk(f), for f ∈ [0, 1]
0, otherwise

Pk−1,k(f) =
{ −j G(f + 1)G(f)Hk(f), for f ∈ [−1, 0]

0, otherwise

Pk,k(f) = G2(f) Hk(f), for f ∈ [−1, 1],

where G(f) is the N/2 times down-sampling version of G0(f), thus it has
the same shape as G0(f) in [−1, 1], while its period with respect to f is 2.

Based on the facts that G(f) and Pm,k(f) are periodic in f with a
period 2, it can be verified that

∑k+1
m=k−1 Pm,k(f) Pm,k(1 − f) ≡ 0 for any

Hk(f). At last by substituting this result into (A.10) and (A.11), we can
then get (3.13) after some manipulations.



Appendix B

Derivation of approximate
formula for MMSE versus K

First by substituting (3.34) into (3.16) and (3.17) respectively, we have

p [τ ] ' 2 (−1)τ α τn e−jϕk/τ3, for |τ | ≥ 2, (B.1)

and

r[τ ] '




(
1 + α2 + 2 α cos(ϕk)

)
+ σ2

ν , for τ = 0(
1 + α2 + 2 α cos(ϕk) + 6 j α τn sin(ϕk) + σ2

ν

)
/2, for τ = 1

4 j (−1)τ α τn sin (ϕk) /τ3, for |τ | ≥ 2.
(B.2)

Note that τn represents the normalized delay spread of a two-path chan-
nel and has completely different physical meaning from τ . By substitut-
ing (B.1) into the expression of J1 in (3.33), we get

J1 = Re



2α τn ejϕk

∞∑

|m|=K+1

(−1)m

m3
I[m]



 , (B.3)

where

I[m] =
∫ 1

−1
Tk(f) ejπfm df. (B.4)

We can’t get closed-form expression for I[m] even for a simple two-path
channel response Hk(f) = 1 + α e−j(2πτnf+ϕk). While for small value of
τn, the variation of Hk(f) in [−1, 1] is also small. This inspires us to use
polynomial approximation. By using the first order Taylor expanding, we
can approximate Tk(f) as

Tk(f) ' c0 + c1 f, (B.5)
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where

c0 =
1 + α e−jϕk

1 + 2α cos (ϕk) + α2 + σ2
ν

c1 =
2π α τn e−j(ϕk+π/2)

(1 + 2α cos (ϕk) + α2 + σ2
ν)

2

× [
cos (2ϕk) + α2 + 2 α cos (ϕk) + σ2

ν + j
(
sin(2ϕk) + 2α sin(ϕk)

)]
.

(B.6)

Then I[m] can be approximated as

I[m] '
{

2 c0, for m = 0
−2 j c1 (−1)m

m π , for m 6= 0.
(B.7)

By substituting (B.7) into (B.3), we get

J1 '
8α τn Re

{
c1 ej(ϕk−π/2)

}

π

( ∞∑

m=K+1

1
m4

)

' 8α τn Re
{
c1 ej(ϕk−π/2)

}

3π (K + 0.57)3
, (B.8)

where the last step follows from the series sum approximation formula (C.1)
shown in Appendix C.

Now we will try to get the expression for J2. By substituting (B.2), (B.5)
and (B.7) into the expression of J2 shown in (3.33), through some tedious
but similar manipulation, we get

J2 '
[
1 + α2 + 2 α cos(ϕk) + σ2

ν

] |c1|2
π2 K (K + 1)

− 4α τn Re
{
2 c0 c∗1 sin (ϕk) + c1 ej(ϕk+π/2)

}

3π (K + 0.57)3
. (B.9)

At last by substituting (B.6) into (B.8) and (B.9) then into (3.32) and
omitting the third order smallness term, we get

Jmin(K) ' Jmin(∞) +
B

K (K + 1)
, K ≥ 1, (B.10)

where

B =
4α2 τ2

n

[(
1 + α2 + 2 α cos (ϕk) + σ2

ν

)2 − 4 sin2(ϕk) σ2
ν

]
(
1 + α2 + 2 α cos (ϕk) + σ2

ν

)3 . (B.11)
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By comparing with the coefficients got by least square (LS) method, we
find that B is about π times larger than the coefficients got by LS method.
The reason is that the omitting of term

∫ 1
−1 ∆RK(f, f ′)∆WK(f ′) df ′

in (3.30) will cause an error of O(1/K2). By dividing B by π and replacing
σ2

ν by SNR−1, we can then get (3.38).





Appendix C

Series sum approximation

It is shown in [Col92] that for an integrable, positive and monotonously
decreasing function f on [1,∞], if f ′′(x) is positive, then

∫ ∞

K+1
f(x) dx ≤

∞∑

m=K+1

f(m) ≤
∫ ∞

K
f(x) dx,

which implies that

∞∑

m=K+1

f(m) =
∫ ∞

K+ξ
f(x) dx,

where 0 ≤ ξ ≤ 1.
We find that for f(m) = 1

mp , good approximation can be got by choosing
ξ = 0.57 for p > 1. Hence we have

∞∑

m=K+1

1
mp

' 1
(p− 1) (K + 0.57)p−1

. (C.1)
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Appendix D

Proof of
∑N−1

m=0 Am,k(τ, fe) to
be real-valued and
independent of fe

Proof: From the definition of pm,k[l] shown in (5.4) and the relationship of
pm,k[s] = p

(o)
m,k[s

N
2 ], we can write the frequency domain response Pm,k(f)

defined in (5.8) as

Pm,k(f) = G(f − (m− k))G(f + fe) ej π
2
(m−k) for − 1 ≤ f ≤ 1, (D.1)

where G(f) =
√

2/N
∑∞

l=−∞ g[l] e−j 2π
N

fl.
Then by substituting (D.1) into (5.7), and using the fact that Pm,k(f)

is periodic in f with a period 2, we have

N−1∑

m=0

Am,k(τ, fe) =
1
2

∫ 1

−1

(N−1∑

m=0

|Pm,k(f − fe)|2
)
ejπfτ df

=
1
2

∫ 1

−1

(N−1∑

m=0

G2(f − (m− k)− fe)
)
G2(f) ejπfτ df

(a)
=

∫ 1

−1
G2(f) ejπfτ df =

∫ 1

−1
G2(f) cos (πfτ) df, (D.2)

where (a) follows from the fact that
∑N−1

m=0 G2(f−(m−k)) ≡ 2 since G2(f)
is a Nyquist pulse.

Then we can conclude that
∑N−1

m=0 Am,k(τ, fe) is real-valued and to be
independent of fe. ¥
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Proof of
∑N−1

m=0 Ãm,k(τ, fe) = 0

Proof: By recalling the definition of Pm,k(f) in (5.8) and using the decima-
tor formula (see formula 4.1.13 in [Vai93]), we have

P1m,k(f) def=
∞∑

n=−∞
pm,k[2n] e−j2πnf =

1
2

[
Pm,k(f) + Pm,k(f − 1)

]

P2m,k(f) def=
∞∑

n=−∞
pm,k[2n + 1] e−j2πnf =

1
2

ejπf
[
Pm,k(f)− Pm,k(f − 1)

]
.

(E.1)

Then by using (E.1) and Parseval’s relation, we can rewrite (5.11) in
frequency domain as

Ãm,k(τ, fe) =
1
2

∫ 0.5

−0.5

[
Pm,k(f) Pm,k(1− f) ejπfτ

+ Pm,k(−f) Pm,k(f − 1) ejπ(f+1)τ
]
df

=
1
2

∫ 1

−1
Tm,k(f) ejπfτ df, (E.2)

where Tm,k(f) def= Pm,k(f) Pm,k(1− f).
From the definition of p

(o)
m,k[l] shown in (5.4) and the relationship of

pm,k[s] = p
(o)
m,k[s

N
2 ], we have

Pm,k(f) = ej π
2
(m−k)

∞∑
n=−∞

G0(f − (m− k)− 2n) G0(f + fe − 2n), (E.3)

where G0(f) is the prototype filter and bandlimited to [−1, 1], i.e. G0(f) =
0 for |f | ≥ 1.
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∑N−1

m=0 Ãm,k(τ, fe) = 0

We see that Pm,k(f) is a periodic extension of G0(f−(m−k))G0(f+fe).
Note that (E.3) is equivalent to (D.1) for f ∈ [−1, 1]. Then by substitut-
ing (E.3) into the definition of Tm,k(f), we have

Tm,k(f) = (−1)m−k
∞∑

n1=−∞

∞∑
n2=−∞

[
G0(f − (m− k)− 2n1) G0(f + fe − 2n1)

×G0(f + (m− k) + 2n2 + 1)G0(f + 2n2 + 1− fe)
]
.

Without loss of generality, we may assume 0 ≤ fe < 0.5 (we will show later
that the acquisition range for conjugate correlation function based methods
is |fe| < 0.5). Then Pm,k(f) is nonzero only if m ∈ {k − 2, k − 1, k, k + 1}.
Based on the facts that G0(f) is bandlimited to [−1, 1], we have

Tk−2,k(f) = 0

Tk−1,k(f) = −
∞∑

n=−∞
G0(f − 2n) G0(f + fe − 2n)G0(f − 2n + 1)

×G0(f − 2n + 1− fe)

Tk,k(f) =
∞∑

n=−∞

[
G0(f − 2n)G0(f + fe − 2n) G0(f − 2n− 1)

×G0(f − 2n− 1− fe) + G0(f − 2n)G0(f + fe − 2n)

×G0(f − 2n + 1)G0(f − 2n + 1− fe)
]

Tk+1,k(f) = −
∞∑

n=−∞
G0(f − 2n) G0(f + fe − 2n)G0(f − 2n− 1)

×G0(f − 2n− 1− fe).

Then we can conclude that
∑N−1

m=0 Tm,k(f) = 0, which implies that∑N−1
m=0 Ãm,k(τ, fe) = 0 based on (E.2). ¥



Appendix F

Derivation of explicit
expressions for
limM→∞M E

[
∆ck[τ1] ∆c∗k[τ2]

]
and
limM→∞M E

[
∆ck[τ1] ∆ck[τ2]

]

First by defining dk[s, τ ] = bk[s + τ ] b∗k[s] − ck[τ ], which is the estimation
deviation by one sample, we have ∆ck[τ ] = 1

M

∑M−1
s=0 dk[s, τ ]. It can be

verified that both the (cross) correlation function Rdk
[λ, τ1, τ2] = E

[
dk[s +

λ, τ1] d∗k[s, τ2]
]
and the conjugate (cross) correlation function R̃dk

[λ, τ1, τ2] =
E

[
dk[s + λ, τ1] dk[s, τ2]

]
are not functions of time instant s. Then since

dk[s, τ ] satisfies the mixing conditions, we have

lim
M→∞

M E
[
∆ck[τ1]∆c∗k[τ2]

]
= Sdk

(0, τ1, τ2)

lim
M→∞

M E
[
∆ck[τ1]∆ck[τ2]

]
= S̃dk

(0, τ1, τ2), (F.1)

where

Sdk
(f, τ1, τ2)

def=
∞∑

λ=−∞
Rdk

[λ, τ1, τ2] e−j2πfλ

S̃dk
(f, τ1, τ2)

def=
∞∑

λ=−∞
R̃dk

[λ, τ1, τ2] e−j2πfλ. (F.2)

By using the expression of bk[s] in (5.3), we can first calculate Rdk
[λ, τ1, τ2]

and R̃dk
(λ, τ1, τ2), then derive the calculable expressions for Sdk

[f, τ1, τ2]
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[
∆ck[τ1]∆c∗k[τ2]

]
and

limM→∞M E
[
∆ck[τ1]∆ck[τ2]

]

and S̃dk
(f, τ1, τ2) based on (F.2). The explicit expressions for Sdk

(0, τ1, τ2)
and S̃dk

(0, τ1, τ2) over a time-invariant channel and a Rayleigh fading chan-
nel are as below shown.

F.1 Time-invariant channel

After some tedious but straightforward derivations, we find that

Sdk
(0, τ1, τ2) =

κ4 ejπfe(τ1−τ2)

4

N−1∑

m=0

|wm µm|4
(∫ 1

−1
|Pm,k(f)|2 ejπfτ1 df

)(∫ 1

−1
|Pm,k(f)|2 e−jπfτ2 df

)

+
1
8

(−1)τ1 ejπfe(τ1−τ2)

∫ 1

−1

∣∣∣
N−1∑

m=0

(wm µm)2 Pm,k(f) Pm,k(1− f)
∣∣∣
2
e−jπf(τ1+τ2) df

+
1
8

ejπfe(τ1−τ2)

∫ 1

−1

(N−1∑

m=0

|wm µm|2 |Pm,k(f)|2
)2

ejπf(τ1−τ2) df

+
σ2

ν

2

∫ 1

−1

(N−1∑

m=0

|wm µm|2 |Pm,k(f − fe)|2
)

G2(f) ejπf(τ1−τ2) df

+
σ4

ν

2

∫ 1

−1
G4(f) ejπf(τ1−τ2) df

S̃dk
(0, τ1, τ2) =

κ4 ejπfe(τ1+τ2)

4

N−1∑

m=0

|wm µm|4
(∫ 1

−1
|Pm,k(f)|2 ejπfτ1 df

)(∫ 1

−1
|Pm,k(f)|2 ejπfτ2 df

)

+
1
8

(−1)τ2 ejπfe(τ1+τ2)

∫ 1

−1

∣∣∣
N−1∑

m=0

(wm µm)2 Pm,k(f) Pm,k(1− f)
∣∣∣
2
ejπf(τ1−τ2) df1

+
1
8

ejπfe(τ1+τ2)

∫ 1

−1

(N−1∑

m=0

|wm µm|2 |Pm,k(f)|2
)2

ejπf(τ1+τ2) df

+
σ2

ν

2

∫ 1

−1

(N−1∑

m=0

|wm µm|2 |Pm,k(f − fe)|2
)
G2(f) ejπf(τ1+τ2) df

+
σ4

ν

2

∫ 1

−1
G4(f) ejπf(τ1+τ2) df, (F.3)

where κ4
def= E

[(
aRk [n]

)4
]
− 3

4 is the fourth order cumulant of aRk [n] (or

aIk [n]).
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F.2 Rayleigh fading channel

We assume that µk[l] is a circular zero-mean complex-valued Gaussian
process with variance σ2

µk
, i.e. Rayleigh fading channel. After some te-

dious derivations, we get

Sdk
(0, τ1, τ2) =

σ4
µk

κ4 ejπfe(τ1−τ2)

2

N−1∑

m=0

w4
m

(∫ 1

−1
|Pm,k(f)|2 ejπfτ1 df

)(∫ 1

−1
|Pm,k(f)|2 e−jπfτ2 df

)

+
σ4

µk

4
(−1)τ1 ejπfe(τ1−τ2)

∫ 1

−1

∣∣∣
N−1∑

m=0

w2
m Pm,k(f) Pm,k(1− f)

∣∣∣
2
e−jπf(τ1+τ2) df

+
σ4

µk

4
ejπfe(τ1−τ2)

∫ 1

−1

(N−1∑

m=0

w2
m |Pm,k(f)|2

)2
ejπf(τ1−τ2) df

+
σ2

ν σ2
µk

2

∫ 1

−1

(N−1∑

m=0

w2
m |Pm,k(f − fe)|2

)
G2(f) ejπf(τ1−τ2) df

+
σ4

ν

2

∫ 1

−1
G4(f) ejπf(τ1−τ2) df

S̃dk
(0, τ1, τ2) =

σ4
µk

κ4 ejπfe(τ1+τ2)

2

N−1∑

m=0

w4
m

(∫ 1

−1
|Pm,k(f)|2 ejπfτ1 df

)(∫ 1

−1
|Pm,k(f)|2 ejπfτ2 df

)

+
σ4

µk

4
(−1)τ2 ejπfe(τ1+τ2)

∫ 1

−1

∣∣∣
N−1∑

m=0

w2
m Pm,k(f) Pm,k(1− f)

∣∣∣
2
ejπf(τ1−τ2) df1

+
σ4

µk

4
ejπfe(τ1+τ2)

∫ 1

−1

(N−1∑

m=0

w2
m |Pm,k(f)|2

)2
ejπf(τ1+τ2) df

+
σ2

ν σ2
µk

2

∫ 1

−1

(N−1∑

m=0

w2
m |Pm,k(f − fe)|2

)
G2(f) ejπf(τ1+τ2) df

+
σ4

ν

2

∫ 1

−1
G4(f) ejπf(τ1+τ2) df. (F.4)

Since Pm,k(f) can be inferred from the shaping pulse G(f) and fe based
on (D.1), we now get the explicit calculable expressions for Sdk

(0, τ1, τ2)
and S̃dk

(0, τ1, τ2).





Appendix G

Derivation of asymptotic
MSE for conjugate
correlation function based
method

The following derivations follow a argument similar to that in [CLSG02].
First since ek[s] satisfies the mixing condition (see [Bri75]: Theorem 2.3.1
(iii), p.19), by defining s(K)

M,k(f) = 1
MK+1

∑M−1
s=0 sK ek[s] e−j2πfs, we have

the below theorem:

Theorem 1 f̂e − fe
a.s.−→ 0 and M (f̂e − fe)

a.s.−→ 0 as M → ∞, where a.s.
stands for ’almost sure’ (or in probability 1).

Proof: Recalling that yk[s, τ ] = ĉk[s, τ ] + ek[s, τ ], we immediately have
yk[s] = rk(fe) ej2π(fe+1/2)s + ek[s] and can write the objective function
in (5.25) as

JM (f) =
L∑

l=1

∥∥∥rkl
(fe)

( 1
M

M−1∑

s=0

ej2π(fe+1/2−f)s
)

+ s(0)
M,kl

(f)
∥∥∥

2
.

As M →∞, 1
M

∑M−1
s=0 ej2π(fe+1/2−f)s → δ[fe + 1/2− f ]; and by Lemma

1, s(0)
M,kl

(f) a.s.−→ 0. Then arg maxf∈(0,1) JM (f) a.s.−→ fe + 1/2, f̂e − fe
a.s.−→ 0.

Also based on the Lemma 3 in [CLSG02], M (f̂e − fe)
a.s.−→ 0 as M → ∞;

otherwise 1
M

∑M−1
s=0 ej2π(fe+1/2−f)s will not converge to δ[fe + 1/2− f ]. ¥

Theorem 2 M3/2 (f̂e − fe) is asymptotically Gaussian.
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Proof : Since f̂e = arg maxf∈(0,1) JM (f)− 1
2 , we have dJM (f)

df

∣∣∣
f=f̂e+

1
2

= 0.

Then using the first order Taylor expansion of dJM (f)
df around fe + 1

2 , we
have

dJM (f)
df

∣∣∣∣
f=f̂e+

1
2

=
dJM (f)

df

∣∣∣∣
f=fe+

1
2

+ (f̂e − fe)
d2JM (f)

df2

∣∣∣∣
f=fξ+ 1

2

,

where fξ lies between fe and f̂e.
Then we have

M3/2 (f̂e − fe) = −A−1
M BM , (G.1)

where AM = 1
M2

d2JM (f)
df2

∣∣∣
f=fξ+ 1

2

and BM = 1√
M

dJM (f)
df

∣∣∣
f=fe+

1
2

.

Now we try to calculate AM as M → ∞. First we define Ykl
(f) =

1
M

∑M−1
s=0 ykl

[s] e−j2πfs, then JM (f) =
∑L

l=1 ‖Ykl
(f)‖2 and

d2JM (f)
df2

= 2
L∑

l=1

(∥∥∥∥
∂Ykl

(f)
∂f

∥∥∥∥
2

+ Re
{
YH

kl
(f)

∂2Ykl
(f)

∂f2

})
.

It can be easily calculated that
∂KYkl

(f)

∂fK = 1
M

∑M−1
s=0 (−j2πs)K ykl

[s] e−j2πfs.
Then by using the Lemma 1 introduced in [CLSG02], we have

AM
a.s.−→ −2π2

3

L∑

l=1

‖rkl
(fe)‖2 as M →∞. (G.2)

Now we will show that BM is asymptotically Gaussian distributed as
M →∞. First after some tedious while straightforward derivation, we get

BM =
L∑

l=1

2√
M

Re
{
YH

kl
(f)

∂Ykl
(f)

∂f

}∣∣∣∣
f=fe+

1
2

a.s.−→ j 2π
L∑

l=1

RH
kl

EM,kl
as M →∞, (G.3)

where

Rk =
[
rH

k (fe)
2 −rH

k (fe) −rT
k (fe)

2 rT
k (fe)

]H

EM,k =
[
E(0)T

M,k (fe + 1
2) E(1)T

M,k (fe + 1
2) E(0)H

M,k (fe + 1
2) E(1)H

M,k (fe + 1
2)

]T
,

(G.4)
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and

E(K)
M,k(f) =

1
MK

√
M

M−1∑

s=0

sK ek[s] e−j2πfs. (G.5)

It can be proved that E(K)
M,k(fe+ 1

2) is asymptotically zero-mean Gaussian

distributed (ref. [CLSG02] for more details). Then BM
a.s.−→ N (0, σ2

B) as
M → ∞, where σ2

B is asymptotic covariance of BM . At last by substitut-
ing (G.2) and (G.3) into (G.1), we can conclude that M3/2 (f̂e − fe)

a.s.−→
N (0, σ2), where σ2 = 9 σ2

B
4 π4

�PL
l=1‖rkl

(fe)‖2
�2 . ¥

From the proof of Theorem 2, we see that the MSE of estimated f̂e is
given by

MSE3 =
9σ2

B

4π4 M3
(∑L

l=1 ‖rkl
(fe)‖2

)2 . (G.6)

We still need to calculate σ2
B. Based on the approximation that

{bkl
[s]}L

l=1 are mutually independent and the expression of BM shown
in (G.3), we have

σ2
B = 4 π2

L∑

l=1

RH
kl
E

[
EM,kl

EH
M,kl

]
Rkl

. (G.7)

The matrix E
[
EM,kEH

M,k

]
can be expressed as

E
[
EM,kEH

M,k

]
=




PM,k(0, 0) PM,k(0, 1) P̃M,k(0, 0) P̃M,k(0, 1)
PM,k(1, 0) PM,k(1, 1) P̃M,k(1, 0) P̃M,k(1, 1)
P̃∗

M,k(0, 0) P̃∗
M,k(0, 1) P∗

M,k(0, 0) P∗
M,k(0, 1)

P̃∗
M,k(1, 0) P̃∗

M,k(1, 1) P∗
M,k(1, 0) P∗

M,k(1, 1)


 ,

(G.8)
where

PM,k(K1,K2) = E
[
E(K1)

M,k (fe +
1
2
)E(K2)H

M,k (fe +
1
2
)
]

P̃M,k(K1,K2) = E
[
E(K1)

M,k (fe +
1
2
)E(K2)T

M,k (fe +
1
2
)
]

.

We then define Rek
[λ, τ1, τ2] = E [ek[s + λ, τ1] e∗k[s, τ2]], R̃ek

[λ, τ1, τ2] =
E [ek[s + λ, τ1] ek[s, τ2]] e−j4πfes (It can be verified that Rek

[λ, τ1, τ2], R̃ek
[λ, τ1, τ2]

are not a function of s). By using the mixing conditions, we can write the
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entries of PM,k(K1, K2) and P̃M,k(K1, K2) as

lim
M→∞

[
PM,k(K1,K2)

]
τ1,τ2

=
1

K1 + K2 + 1
Sek

(fe +
1
2
, τ1, τ2)

lim
M→∞

[
P̃M,k(K1,K2)

]
τ1,τ2

=
1

K1 + K2 + 1
S̃ek

(fe +
1
2
, τ1, τ2), (G.9)

where

Sek
(f, τ1, τ2)

def=
∞∑

λ=−∞
Rek

[λ, τ1, τ2] e−j2πfλ

S̃ek
(f, τ1, τ2)

def=
∞∑

λ=−∞
R̃ek

[λ, τ1, τ2] e−j2πfλ. (G.10)

The explicit calculable expressions for Sek
(f, τ1, τ2) and S̃ek

(f, τ1, τ2)
will be shown in Appendix H. From (G.9), we see that PM,kl

(0, 1) =
PM,kl

(1, 0) = 1
2 PM,kl

(0, 0), PM,kl
(1, 1) = 1

3 PM,kl
(0, 0) and P̃M,kl

(0, 1) =
P̃M,kl

(1, 0) = 1
2 P̃M,kl

(0, 0), P̃M,kl
(1, 1) = 1

3 P̃M,kl
(0, 0) as M → ∞. Then

by substituting (G.8) into (G.7), we have

σ2
B =

2 π2

3

L∑

i=1

Re
{
rH
kl

(fe)PM,kl
(0, 0) rkl

(fe)− rH
kl

(fe) P̃M,kl
(0, 0) r∗kl

(fe)
}

.

By shortening the denotements PM,k(0, 0), P̃M,k(0, 0) to Pk, P̃k respec-
tively, and substituting the expression of σ2

B into (G.6), we then get (5.35).



Appendix H

Derivation of calculable
expressions for
Sek(fe + 1/2, τ1, τ2) and

S̃ek(fe + 1/2, τ1, τ2)

Recall that ek[s, τ ] = yk[s, τ ]−c̃k[s, τ ] = bk[s+τ ] bk[s]−rk(τ, fe) ej2π(fe+1/2)s.
Based on the expression of bk[s] in (5.3), we can derive the expressions for
Rek

[λ, τ1, τ2] and R̃ek
[λ, τ1, τ2]. Finally taking the DTFT of Rek

[λ, τ1, τ2]

141



142
Chapter H: Derivation of calculable expressions for Sek

(fe + 1/2, τ1, τ2) and

S̃ek
(fe + 1/2, τ1, τ2)

and R̃ek
[λ, τ1, τ2] with respect to λ, we get

Sek
(fe +

1
2
, τ1, τ2)

=
κ4 ejπfe(τ1−τ2)

4

N−1∑

m=0

|wm µm|4
(∫ 1

−1
Pm,k(f) Pm,k(1− f) ejπfτ1 df

)

×
(∫ 1

−1
Pm,k(f) Pm,k(1− f) ejπfτ2 df

)∗

+
(−1)τ2ejπfe(τ1−τ2)

8

∫ 1

−1

(N−1∑

m=0

|wmµm|2 |Pm,k(f)|2
)

×
(N−1∑

m=0

|wmµm|2 |Pm,k (1− f)|2
)
ejπf(τ1+τ2) df

+
ejπfe(τ1−τ2)

8

∫ 1

−1

(N−1∑

m=0

|wmµm|2 |Pm,k(f)|2
)

×
(N−1∑

m=0

|wmµm|2 |Pm,k (1− f)|2
)
ejπf(τ1−τ2) df

+
σ2

ν

4

∫ 1

−1

(N−1∑

m=0

|wmµm|2 |Pm,k(1 + fe − f)|2
)
G2 (f) ejπf(τ1−τ2) df

+
σ2

ν e−jπ(2fe+1)τ2

4

×
∫ 1

−1

(N−1∑

m=0

|wmµm|2 |Pm,k(1 + fe − f)|2
)
G2 (f) ejπf(τ1+τ2) df

+
σ2

ν ejπ(2fe+1)τ1

4

×
∫ 1

−1

(N−1∑

m=0

|wmµm|2 |Pm,k(1 + fe − f)|2
)
G2 (f) e−jπf(τ1+τ2) df

+
σ2

ν ejπ(2fe+1)(τ1−τ2)

4

×
∫ 1

−1

(N−1∑

m=0

|wmµm|2 |Pm,k(1 + fe − f)|2
)
G2 (f) e−jπf(τ1−τ2) df

+
σ4

ν

2

∫ 1

−1
G2(f) G2(2fe + 1− f)

(
ejπf(τ1−τ2) + ejπ(2fe+1)τ1 e−jπf(τ1+τ2)

)
df,

(H.1)
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and

S̃ek
(fe +

1
2
, τ1, τ2)

=
κ4 ejπfe(τ1+τ2)

4

N−1∑

m=0

(wm µm)4
(∫ 1

−1
Pm,k(f) Pm,k(1− f) ejπfτ1 df

)

×
(∫ 1

−1
Pm,k(f) Pm,k(1− f) ejπfτ2 df

)

+
(−1)τ2ejπfe(τ1+τ2)

8

×
∫ 1

−1

(N−1∑

m=0

(wm µm)2 Pm,k(f) Pm,k(1− f)
)2

ejπf(τ1−τ2)df

+
ejπfe(τ1+τ2)

8

∫ 1

−1

(N−1∑

m=0

(wm µm)2 Pm,k(f) Pm,k(1− f)
)2

ejπf(τ1+τ2) df,

(H.2)

where κ4
def= E

[(
aRk [n]

)4
]
− 3

4 is the fourth order cumulant of aRk [n] (or

aIk [n]).
Since Pm,k(f) can be inferred from the shaping pulse G(f) and fe

based on (D.1), we now get the explicit calculable expressions for Sek
(fe +

1/2, τ1, τ2) and S̃ek
(fe + 1/2, τ1, τ2).
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