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Abstract

Protection of large high–field, high–energy accelerator magnets is very challenging
with current technology. To avoid damage to the magnet coil by local or global overheat-
ing, the maximum temperature in the hot–spot of the magnet coil must be kept under
certain levels depending on the materials used in the coil construction. The current
state of the art technology seems unable to do so.

A novel protection system for large superconducting magnets based on generating
Inter Filament Coupling Loss through current oscillations in the magnet circuit is ap-
plied and simulated successfully for the Nb3Sn block–coil dipole magnet intended for
use in a 100 [TeV] Future Circular Collider.

The proposed protection system is able to keep the maximum temperature of the
magnet coil during a quench below 350 [K] at nominal operating conditions, system
parameters and geometry, and is shown to achieve a maximum temperature in the coil
hot–spot as low as 260 [K] for the optimal protection system configuration.

Several variations on the nominal coil geometry have been investigated, showing
that an increase in inductance is detrimental while a reduction is beneficial from the
point of view of the new protection system.

Among the variations investigated are a graded coil and a coil with a larger aperture
than the nominal geometry. The graded coil is found the most difficult to protect, while
the larger aperture coil variant is the easiest to protect, with regards to the hot–spot
temperature.

A large parameter space has been investigated, and the most influential parameters
are found to alter the hot–spot temperature by 50 [K], while the least influential by 10
[K] when moving away from their respective nominal values. Most influential are the
electrical configuration of the protection system, the non–Copper content of the super-
conducting strands and the coil geometry. Least influential are the residual resistivity
ratio and filament twist pitch.

Taking the internal voltages to ground in the coil during application of the new pro-
tection system into account, the graded coil must be discarded completely, as turn–to-
turn voltages can reach several hundred volt. The reduced inductance variants, therein
the larger aperture one, proves the optimal also with respect to voltage: the turn–to–
turn voltages are kept well below 100 [V], while the inter–layer voltage, critical for the
application of the new protection system, only barely exceeds 1 [kV].
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Chapter 1

Superconducting Magnets

This, first, chapter, I will use to present the desire for high–energy accelerators, the
need these create for strong dipole magnets and how impossibly shortcoming regular
conducting materials are for such a task.

I then describe the theory of superconductivity semi–quantitatively in order to justify
the existence of a critical surface for a superconducting material.

The following will point out first the need to divide the material into thin, twisted,
filaments to avoid flux jumps; then, it becomes apparent that cables of twisted filaments
will experience transient losses under changing magnetic fields.

Finally, the chapter describes the operational challenge of protecting the magnet
during a quench.

1.1 Large Particle Accelerators

The approach chosen for peering into the deepest realm of the physical world is perhaps a
childish one in its intuitive and principal ease — take two rocks, hurl them at each other,
let them collide and look at the pieces that fall out. In 1929 Ernest O. Lawrence invented
the first Cyclotron; the machine accelerates ions in an outwardly growing spiral between the
poles of a dipole magnet, and extracts the ions for collision with a stationary target once the
design energy is reached. The design demands that the ions stay non–relativistic, and, thus,
have a maximum energy around 15 [MeV] [1, p. 14].

The Synchrocyclotron, built in 1957, was European Organisation for Nuclear Research
(CERN)’s first particle accelerator. In this machine, the accelerating electrical field has
varying frequency, and so, the stringent non–relativistic limit of the classical Cyclotron is
relieved — the CERN Synchrocyclotron reached 600 [MeV] [1, p. 15][2].

1959 saw the commissioning of the Proton Synchrotron at CERN. Designed for an energy
of 28 [GeV], such a machine synchronises the magnetic bending field with the momentum of
the particle beam and the electric accelerating field with the revolution frequency of the beam
so as to keep the particle in a stationary orbit with continuous acceleration [1, p. 58–59].

When colliding with a stationary target large fractions of the energy are lost in the
momentum transfer — it became necessary to device a way to collide accelerated particles
head on in order to keep all the energy available for particle generation; this way many more
things would fall out, available for study, from colliding the rocks. The Intersecting Storage

1



Chapter 1. Superconducting Magnets

Rings, finished in 1971, at CERN was the first hadron collider using two intersecting storage
rings, reaching a center–of–mass energy of 62 [GeV] [1, p. 12–14].

From here machines are built for 200, 600 and 2000 [GeV], finally reaching the LHC at 14
[TeV], with plans for a Future Circular Collider (FCC) with 100 [TeV] collision energy [3–5].

1.1.1 Coil Cross Section of Dipole Magnets

All circular colliders rely on dipole bending magnets to give the particle beam a stationary
orbit to follow, and in order to obtain the dipole field necessary, current conductors are
arranged in different ways around the bore/aperture of the beam pipe. Figure 1.1 shows the
coil cross section of a magnet able to produce a perfectly uniform dipole field everywhere in
the aperture. This is done by intersecting two cylinders carrying the same magnitude current
density, but in opposing directions. The field can be expressed as such [6, p. 28],

Bx(x, y) =
µ0J

2
(r1 sin θ1 − r2 sin θ2) = 0, [T] (1.1)

By(x, y) =
µ0J

2
(−r1 cos θ1 + r2 cos θ2) = −µ0Js

2
, [T] (1.2)

where s is the eccentricity1.

r
r1

r2

θ1 θ2
Jin Jout

y

x

Figure 1.1: Cross–section of coil producing ideally uniform transverse dipole field[6, p. 28].

The current distribution that will give such a field can be determined quantitatively
quite easily by considering the coil as a cylindrical shell with zero winding thickness (only a
surface), of radius R, much like the setup in figure 1.1, but with only one of the two circles.
The field inside and outside this coil will then be given as[7, p. 154],

Hinside = H0(sin θr̂ + cos θθ̂), [A m−1] (1.3)

Houtside = H0

Å
R

r

ã2
(sin θr̂− cos θθ̂), [A m−1] (1.4)

where r̂ and θ̂ are the unit vectors in the respective directions.
Looking at the boundary between the inside and outside fields, at a radius R — that is, at

the surface carrying the current — the regular expressions for boundary conditions between

1The amount of displacement between the two centres of the cylinders.
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Section 1.1. Large Particle Accelerators

magnetic fields given by equations 1.3 and 1.4 give a current density[7, p. 156],

Jsurface = r̂× (Houtside −Hinside)

= r̂×−2H0 cos θθ̂

= −2H0 cos θẑ,

[A m−2] (1.5)

where ẑ is the unit vector along the axis of the magnet/coil.
If, instead of a varying surface current density, which would require separate powering of

each turn, one varies the thickness of the shell of current carrying material one is back to the
eccentric cylinders, and the conclusion is that a configuration so that the current density is
proportional to cos θ will give the desired dipole field.

In real magnets there is no possibility to follow a perfect cos θ proportionality for the
current, and so approximations must be made[6, p. 32][1, p. 589]. This is done by a
combination of current blocks and current shells/layers as shown in figure 1.2.

(a) D1 magnet geometry, used to bring
together and then separate the
counter rotating proton beams on
either ends of the interaction points
of the LHC [8].

(b) MB magnet geometry, main dipole
magnet in the LHC [9].

Figure 1.2: Examples of practical coil geometries.

The dipole geometry investigated in this thesis is of a very different design that the more
typical approaches shown in figure 1.2. An example of the block–coil dipole magnet geometry
is shown in figure 1.3. This geometry is discussed in–depth in chapter 3.

1.1.2 Coil Track

Finally, once the cross–section of the coil is determined, it will be wound into a magnet coil,
shown as in figure 1.4a. Figure 1.4b shows how the actual coil geometry is preserved through
the curved ends of the LHC dipoles.

The finished coil is then placed inside a steel collar, then an iron yoke. The collar is
primarily for mechanical purposes, while the iron yoke acts as a cold mass and to improve
the aperture field strength [1, p. 589–591]. This whole assembly is then inserted into the
cryostat; the chamber housing the magnet as a whole, with electric power, helium cooling
lines and vacuum system.

3



Chapter 1. Superconducting Magnets

−70 −20 30

−50

0

50

x [mm]

y
 [

m
m

]

HD2 Magnet Coil Geometry

Figure 1.3: HD2 magnet geometry, proposed for use as the main dipole magnet in a 100 [TeV]
hadron collider [3].

(a) Two ways to wind a coil in order to keep the cross–
section necessary for a dipole field, as well as giv-
ing access to the aperture of the coil. Left winding
is called a race track coil, and the right is called a
curved saddle coil [6, p. 27].

(b) 3D representation of the bend at
the end of a LHC dipole [10, p. 28].

1.1.3 Beam Rigidity and Current Requirement

In an accelerator, the charged beam has a certain momentum related to its kinetic energy;
this momentum means that it takes a certain force to keep the beam on a given path. From
Newton’s, Faraday’s and Lorentz’ laws of forces an expression for this beam rigidity is found
as [1, p. 1],

Bρ =
P

e
, [T m] (1.6)

where B [T] is the magnetic field along the trajectory, ρ [m−1] is the bending radius of the
trajectory, P [kg m s−1] is the momentum of the individual particles in the beam and e [C]
is the elementary charge.

By expressing the momentum in units of [GeV c−1], where [c] is the speed of light in
[m s−1], the magnetic field necessary to keep the beam bending around a given trajectory is
found as,

B =
P

ρc
, [T] (1.7)

Inserting the LHC design energy, 7000 [GeV c−1], and radius 27000/2π [m], the required

4



Section 1.2. Superconductivity

field is,

B =
7000 · 109[eV]1.602 · 10−19[J eV−1]

27000
2π [m]3 · 108[m s−1]1.602 · 10−19[A s]

=
7000 · 109[kg m2 s−2]

4300[m]3 · 108[m s−1][A s]
= 5.43[T]

Now, as it turns out, not every meter of an accelerator can be used to bend the beam; the
actual acceleration needs to be done, the collision experiments need space, huge amounts
of beam diagnostics and control systems need space, beam optics and collimation also take
large parts of the total length — the final effective length of the machine usable for bending
is typically about 66% of the total length. This means that the magnetic field must be even
higher — 8.2 [T] is needed to bend the beam around the LHC.

The magnetic energy stored in such a field is tremendous; with the LHC dipoles as an
example, having an aperture of 27 [mm] [11, sec. 7.1.2], the regular expression for magnetic
energy density gives [12, eq. 16.16][7, p. 157],

πr2B2

µ0
=
π(27 · 10−3[m])2(8.2[T])2

4π · 10−7[H m−1]
= 122.5, [kJ m−1] (1.8)

In the LHC dipoles there are two poles, one upper and one lower, and they are 14.3 [m]
long [11, tab. 7.5]. This gives a total energy of 7 [MJ]. From the same table, the total
inductance of the dipoles are also given, as 98.7 [mH]; with the expression for magnetic
energy stored in an inductor, this gives a necessary transport current,

1

2
LeqI

2 = 7 · 106[J]

I =

 
2 · 7 · 106[J]

Leq[H]
= 11850,

[A] (1.9)

With the cross sectional area of the conductors in the dipoles, 21 [mm2] [11, tab. 7.1], this
gives an average current density of 560 [A mm−2].

The HVDC link between Norway and the Netherlands, operating at 900 [kV] with a capac-
ity of 700 [MW] will have an average current density at peak power of about 1 [A mm−2] [13],
while typical current densities in copper, generally, do not exceed a few tens of [A mm−2],
depending on application [14].

Taking, then, once again, into consideration equation 1.6, and that the beam energy of
the proposed Future Circular Collider is 50 [TeV], with a circumference of 100 [km], the field
required is about 16 [T]. Assuming a dipole magnet with the same characteristics as the
current LHC magnets, simply with a higher current, the density will, then, be about 1000
[A mm−2]. It should be abundantly clear that no normally encountered conducting material
is even remotely capable of carrying such currents. The only possible solution is to use a
superconducting material.

1.2 Superconductivity

Superconductivity is, as the name of the phenomenon suggests, known as a property in certain
materials under which the resistivity of said material vanishes completely2. This observation

2Or more precisely, the resistivity is so low that persistent currents can flow with decays so small that
after a year of continuous flow, the current was still the same, to within experimental error; after this, the
experimentalists aborted the measurement out of boredom [15, p. 259]. From a simple calculation [15, p.
282] the rate of decay of a supercurrent is about 104.3·10

7
[s], while the age of the Universe is on the order

of 1018 [s].
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was how the effect was first seen. However, another property is of more fundamental impor-
tance than the conductivity itself; the Meissner–Ochsenfeld effect. This effect is seen as a
superconductor expels an externally applied magnetic field by induced supercurrents on the
surface of the material.

In addition to treating the Meissner–Ochsenfeld effect, it is necessary to discuss the critical
surface of a superconducting material, the engineering challenges regarding using a material
in an actual magnet, and finally the stability of a superconducting magnet.

Table 1.1 lists some key discoveries related to superconductivity and the theories explain-
ing the phenomena. The study of superconductivity as a field of science arose quickly after
Kammerling Onnes managed to liquefy Helium in 1908. The importance of this technologi-
cal development lies in the fact that most simple superconducting materials only show Low
Temperature Superconductivity (LTS)3.

Table 1.1: Important discoveries in the history of superconductivity [16, p. 1].

1908 Liquefaction of Helium, at 4.2 [K]

1911 Superconductivity discovered in Mercury, at 4.1 [K]

1933 Meissner–Ochsenfeld effect observed

1950 Ginzburg–Landau theory of superconductivity is formulated

1957 Bardeen–Cooper–Schrieffer (BCS) theory formulated

1962 Josephson effect discovered

1986 High Temperature Superconductivity (HTS) discovered, at 30–165 [K]

Several materials are now known to be superconducting4, and table 1.2 gives a list of
some important ones. NbTi is used in the superconducting magnets currently installed in
the LHC; Nb3Sn is currently experiencing heavy technological development (as this work is
an example of), in many cases with the intention of replacing the current use of NbTi [17];
YBCO is an example of a material showing High Temperature Superconductivity (HTS),
discovered in the late 80’s, and ss the first example of such a material [18]; MgB2 is another
example of HTS, although at a far lower temperature than YBCO — the interest in this
material lies in the low cost, simple structure and relatively high critical temperature [19].

1.2.1 Meissner–Ochsenfeld Effect and the Vortex State

The modern definition of whether or not a material is superconducting is the demonstration
of the Meissner–Ochsenfeld effect [7, p. 3][16, p. 54]. This effect manifests in the expulsion
of a weak magnetic field from the bulk of the superconductor [15, p. 262]. Figure 1.5 shows
how the field inside a superconducting material behaves as the material is cooled below the
critical temperature under application of a small and constant magnetic field. The figure
does not show the surface currents that arise on the sphere, however. These surface currents
are what actually expel the magnetic field.

The mathematical description of the Meissner–Ochsenfeld effect is found in the London

3E.g. elemental materials like Mercury and Lead; the point being that alloys and metallurgically processed
materials were only developed and studied later. The development here will completely skip the distinction
between type I and type II superconductors — only type II SC have any practical applicability, and so, I
will present the theory as if only the type II exists.

4In fact, nearly 10000 superconductors have been discovered [7, p. 10]
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Section 1.2. Superconductivity

Table 1.2: Critical temperatures for a selection of important superconducting materials [15, p.
262][7, p. 8].

Material Tc [K] Material Tc [K]

NbTi 9.8 Hg 4.15

Nb3Sn 18.05 V3Ga 16.5

Nb3Ge 23.2 V3Si 17.1

Nb3Al 17.5 YBa2Cu3O6.0 90

NbN 16.0 Rb2CsC60 31.3

C60 19.2 MgB2 39.0

Figure 1.5: Sketch of the field inside a material demonstrating the complete Meissner–Ochsenfeld
effect as the material transitions below the critical temperature under a small, constant
applied field. Figure recreated from [20].

equation,

∇× j = − 1

µ0λ2L
B, [A m−2 m−1] (1.10)

which states that under the application of an external field, there will arise a current density
such that the external field is opposed [15, p. 274]. The parameter λL [m] is called the
London penetration depth, and it describes how far into the material bulk the external field
is able to penetrate. Figure 1.6 illustrates the exponential screening of the applied field.

There is another fundamental length that characterise a superconductor, apart from λL
[m]; the coherence length, ξ [m], also shown in the figure. This length gives the distance
over which the concentration of superconducting electrons cannot change much, despite a
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Outside SC Inside SC

B(x)

x
λL λL λL

Normal state

ξ

Figure 1.6: Illustration of the London penetration depth and the coherence length. The externally
applied field penetrates the SC in the x–direction. In the area indicated normal state
the SC material is no longer superconducting, and the external field penetrates it
completely. Around this volume of normal state material, there flows a supercurrent,
a vortex, that screens the rest of the SC from the field within the vortex, as given by
the London equation.

spatially varying magnetic field [15, p. 276].
The coherence length arises from the Ginzburg–Landau theory of superconductivity, and

it will not be shown explicitly here how it comes about, however, the parameter is of impor-
tance for two reasons: it gives a measure of the purity of the superconductor and it describes
the interface between a normal and a superconducting material in contact with each other
(or the interface between the normal and superconducting state within the same material).
Figure 1.7 shows how the interface between normal and superconducting phases look as a
function of location. The function Ψ(x) is called the order parameter, and is introduced in
the Ginzburg–Landau theory, and relates to the concentration of superconducting electrons.

N S

Ψ

1

0 x/ξ0 5
Figure 1.7: Ψ(x) at the interface between the normal (N) and superconducting (S) phase of a

material [21, p. 206].

As dictated by the London equation (equation 1.10), since the volume of the normal
state in the otherwise superconducting material will be perfectly penetrated by the external
field, a supercurrent flowing around the normal state (in the superconducting part of the

8
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material) will arise to screen the rest of the material from the field5. The current will flow
in a cylindrical shell pattern around the flux line, and this gives rise to the vortex name of
this state. The size of the vortex is on the order of the coherence length, ξ [21, p. 243 –
244], and the number of vortices, or fluxoids penetrating the material is proportional to the
applied field through the flux quantum, Φ0 [21, p. 282]6.

1.2.2 Short Note on the BCS Theory

The fundamental unit of the superconducting state is the Cooper pair. The existence and
properties of both the state in general and the Cooper pairs in particular are of considerable
complexity, as the BCS theory that describes them is a quantum mechanical theory. As such
the theory will only be discussed briefly and qualitatively.

In certain materials, electrons can experience an attractive interaction, and this will lead
to a ground state of lower energy than the one the material would have been in without the
interaction [22, p. 172]. This energy gap is explained by the interaction between electrons
and phonons [15, p. 278]. Phonons are lattice vibrations, and are in essence mechanical
waves that propagate through a crystal structure by way of distorting the locations of the
lattice points [15, Chap. 4]. Many effects can cause such a wave, notably temperature,
evident in the thermal energy of a material, and as in superconductivity; an electron moving
in the electron sea interacts attractively with the positive cores located in a lattice point.
This interaction distorts the lattice, causing a propagating wave, this wave then interacts
attractively(the cores at the lattice points are all positive) with another electron, and the
over–all effect is as if the two electrons had interacted attractively [16, p. 128–129].

In a system governed by attractive forces, a convenient metric is the potential energy
of the, in this case, particles involved. The attraction between the electrons will lead to
a ground state of lower potential energy than the state the electrons would be in if the
electron–phonon–electron interaction was not present [21, p. 113].

Cooper Pairs

The Pauli exclusion principle dictates that an electron, which is a fermionic particle, cannot
occupy the same state as another, identical, electron. Here, that means that two (or more)
electrons cannot share states; they cannot have the same energy, unless they have opposite
spin [21, p. 18]. So, in order for the lower energy state to exist, the two electrons that
interacted must have the same energy, but exactly opposite spin. This way the Cooper pair
is formed. Two electrons with the same energy (now lower than before) will annihilate each
others spin, and effectively produce a boson (particle of integer spin) [21, p. 115].

Since the Pauli exclusion principle does not apply to bosons, there is nothing preventing
other electrons to form the same sort of pair at the same, lower, energy. This would indicate
that all electrons in the material ought to partake in Cooper pairing to lower the energy of
the state as much as possible. However, this does not happen, as the presence of the Fermi
surface is essential for this pairing to occur [23]7.

5The volume of normal material in the SC is often referred to as a flux line, due to a particular quantisation
effect explained by the BCS theory [21, p. 278].

6No treatment of the flux quantum is done in this thesis, however, very briefly, the existence of the flux
quantum comes from the fact that following a closed path, say a ring, of SC material, the wave function
describing the density of superconducting electrons must have a single valued angular phase, and in a ring
that will be given in quanta of 2πs, where s is the number of turns around the ring. From this it follows
that the magnetic flux enclosed by the ring is quantised the same way; thus the flux quanta is defined [15,
p. 279–282].

7The Fermi surface is the ground state in a system of non–interacting electrons. Quantitatively this is given
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Pair Breaking

In essence, the destruction of superconductivity means that the Cooper pair’s bonding energy
has been breached by some sort of energy input.

When the temperature in the SC rises, more and more thermal motion takes place in the
material. At some point the fundamentally chaotic motion of the thermally excited cores
and electrons in the lattice obscure the ordered motion of the electron–phonon–electron
interaction, and thus, the Cooper pairs no longer form. In addition to a sufficiently high
temperature, a magnetic field and an applied current can destroy the SC state as well. This
will be described in the following.

1.2.3 Critical Magnetic Field

From Cooper pairs being the key unit in superconductivity it follows that an applied magnetic
field will be able to destroy the SC state; for one, the Meissner–Ochsenfeld effect means that
the Cooper pairs are the charge carriers making up the supercurrent that screens the interior
of the superconductor (or material outside of the vortex cores in the mixed state). For
sufficiently high applied fields, the Lorentz force experienced by the moving electrons will be
sufficiently high to break the pair apart, and thus destroying the superconductivity.

Secondly, since the Cooper pairs rely on electrons of opposite spin pairing up, it follows
that a sufficiently strong applied magnetic field will be able to align the spins of the electrons
in the pair, and thus break the pair apart, as they no longer possess the bosonic property of
integer spin.

1.2.4 Critical Current

There are two, equivalent, ways to look at the issue of how a current can destroy the SC–
state in a material. The first is related to the self–field of the material when a current is
passing through it, and the other is related to the kinetic energy of the Cooper pairs when
the electrons are moving in the current.

Self–field Destroying the SC–state [22, p. 52]

Given by Ampére’s law, a conductor carrying an electric current will produce a magnetic field
at its surface (inverse squarely decaying with distance from the conductor)8. This field will,
of course, penetrate the material a distance given by the penetration depth. As stated in the
previous section (1.2.3), a sufficiently high magnetic field will destroy the superconductivity,
so it follows that a sufficiently high current, or current density will be able to do the same.

Kinetic Energy of Electrons Destroying the SC–state [21, p. 269–271]

The current density in a superconducting material is given as j = qnSCv [A m−2], where q
[C] is the charge of the carrier (here 2e since the carrier is a Cooper pair), nSC [m−3] is the
density of Cooper pairs and v [m s−1] is the velocity of the pairs. By assuming a homogeneous

as the energy of the topmost filled level of the ground state [15, p. 134–135]. The reason this surface must
exist for the Cooper pairs to exist is that the electrons in the pair must come from somewhere, and if enough
electrons are removed from energies above the Fermi level, then the Fermi level will drop, and the Cooper
pairs will break apart and fill the new available states.

8The sceptical reader will find this as the 112th equation in J. C. Maxwell’s work On Physical Lines of
Force [24], which is Ampére’s original current law with the addition of the Maxwell term.
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and very thin wire of SC(radius smaller than both penetration depth and coherence length),
Buckel [21] manipulates the Ginzburg–Landau equations, leading to9,

nSC = n∞

Å
1− mv2

2|α|

ã
where |α| is a constant and n∞ is the density of superconducting electrons when no current
is present.

This evidently means that the number of SC charge carriers vanishes once the kinetic
energy of the particles surpasses the threshold given by |α|. From the BCS theory, this is
understood as such: when the kinetic energy of the Cooper pair exceeds the binding energy
of the SC–state, the Cooper pairs break apart, and the superconductivity is destroyed.

1.2.5 Flux Pinning in Ideal SC Materials

The most important property of a superconductor, with regards to its technological usefulness
in magnets, is the critical current, seeing as the magnet’s purpose is to create a field, and the
amplitude of that field depends on the amplitude of the current flowing in the current leads.
However, the discussion so far has only been of ideal materials, which are of no technological
use, even if the upper critical field is high enough to be used in high–field magnets, and the
critical temperature is high enough to allow adequate cooling. The following explores the
problem and the solution.

Figure 1.8 shows the flux lattice in MgB2 and NbSe2 under application of external mag-
netic fields. The samples used were, of course, not perfect, but experiments on very pure
materials show that when the flux lattice is very regular and uniform, the supercurrent only
flows on the surface of the material, exhibiting the perfect Meissner–Ochsenfeld effect [6, p.
283].

1 µm

(a) MgB2 flux lattice in applied
field of ∼ 0.02 T [25].

(b) NbSe2 flux lattice in
applied field of 1 T [26].

Figure 1.8: Flux lattice in two different superconductors.

In an ideal SC the fluxoids, the small current vortices and their normal state cores, can
move about freely — there is no location that is more energetically favourable than another
for the vortex to occupy since the material’s lattice is perfectly symmetric.

Imagining now a single vortex in an ideal SC, as depicted in figure 1.9. Around the
fluxoid the field penetrates a length given by the London penetration depth, into the bulk
of the material. Since the material itself also carries a current, J [A m−2], the vortex will

9The derivations are simple, but not recited here.
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experience a Lorentz force, indicated by F [N] in the figure10. Since the motion of a vortex
is freely permitted in the ideal case, the vortex will move according to the Lorentz force at
any applied current [21, p. 278]. This motion will cause dissipation of energy due to two
different processes.

B

J

F

Figure 1.9: A single fluxoid in an ideal superconductor, in applied fieldB [T] and current J [A m−2].
The magnetic field around the vortex is indicated by the shading (dark is low, light is
high). Based on figure 5.7 [21, p. 278].

dB/dt

When the vortex moves across the material, the electrons in the material, both normal and
superconducting ones, will experience a temporally changing magnetic field. Faraday’s law
then explains the arising of an electric field11. All electrons in this electric field will be
accelerated, and interact with the lattice of the material. As explained in section 1.2.2, the
superconducting electrons, Cooper pairs, will not lose any energy in this interaction. The
normal conducting electrons on the other hand will behave just as electrons usually do, and
lose energy to friction with the lattice; this is in essence a conversion from electric energy to
heat, and constitutes a loss taken from the transport current [21, p. 279].

dncooper/dt

As the vortex passes a given point in the material, the concentration of Cooper pairs will
vary, from its equilibrium value while the vortex is far away, to zero when the centre of the
vortex is at the point, and then back up to the equilibrium value once the vortex is far away
again12. The heat of reaction of breaking up a Cooper pair decreases with magnetic field13.
When also taking into account the relaxation time for the recreation of the equilibrium value
of the Cooper pair density, it becomes apparent that for a sufficiently high velocity of the
vortex, the Cooper pairs in front of, and subsequently “hit” by, the vortex, will break up in
a high field and thus release only a small amount of energy, while the electrons recombining
behind the vortex might take such a long time due to the relaxation process, that they
recombine once the field is lower than it was when the pair broke apart14. This means that

10The SC transport current, J [A m−2], will flow where there are superconducting electrons. This will mainly
be a distance ξ [m] from the centre of the vortex and outwards. Since the field penetration is λL [m], and
in an SC where λL � ξ, the current will flow in a region where there is, indeed, a magnetic field present.

11The sceptic is again referred to the original writings by Maxwell for peace of mind. The relevant equation
is number 54 [24].

12Far away in this context means a distance greater than the coherence length.
13The binding energy, which is released upon pair breaking, is lower in higher fields [27].
14This is not discussed here, but at least in part, the existence of such a relaxation time, or rather, recom-
bination time, for the process of recombining single electrons into the Cooper pairs from before, can be
attributed to phonons(lattice vibrations) escaping from the recombination process, and in turn breaking up
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the recombination process requires a larger amount of energy than that which was released,
and the difference again constitutes an energy loss from the transport current [21, p. 279].

These two processes mean that as soon as the vortices begin to move, there is heat
dissipation, and since the vortices start to move immediately upon application of current(no
matter how small), the critical current of an ideal superconductor is exactly zero, which
makes them entirely useless for magnet building, even if the critical field is very high [21, p.
279–280].

1.2.6 Flux Pinning in Hard Superconductors

The magnitude of the Lorentz force acting on the vortex in figure 1.9 is given as,

F = ILB

where I [A] is the current flowing in a wire of length L [m] in a perpendicular magnetic
field B [T] [21, p. 278]. This, clearly, means that a larger current will exert a larger force
on the vortices. In the ideal case, any current larger than zero is large enough to move the
vortex, and in turn cause dissipation and thus loss of superconductivity. If, somehow, the
vortices were pinned down, so that they were kept from moving, an equilibrium of forces
would be established; the Lorentz force balanced against a pinning force [21, p. 296][6, p.
284]. Subsequently, a larger pinning force will be able to withstand a larger Lorentz force,
and thus a larger transport current.

How to pin the vortex

The creation of a Cooper pair, as seen in section 1.2.2 and 1.2.5, lowers the energy of the
system. This means that a vortex, whose core is in the normal state, must expend energy in
order to arise, since it must reduce the concentration of Cooper pairs to zero at its centre.
From this it follows that if this energy expenditure can be reduced, the vortex will be located
in such a way as to take advantage of this [21, p. 282–283].

l
6

?

a b

Figure 1.10: Pinning effect of impurity. Recreated from figure 5.9[21, p. 283].

existing Cooper pairs, which will increase the effective recombination time of the process [21, p. 261–262].
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Figure 1.10 shows two vortex cores in a superconductor. The hatched area in the left
vortex represents some kind of impurity of size l [m]; a normal precipitate15, a lattice defect,
grain boundary or dislocation [22, p. 367]. Such a point is called a pinning centre because
the vortex will experience a pinning force at this location. This is due to the region being
in the normal state, or at the least, closer to the normal state, than the areas surrounding
it, and thus it will require less energy for the vortex to cross this part of the material, since
less, or no, Cooper pairs will have to be broken up.

The pinning force the vortex experiences is then caused by the energy barrier that needs to
be overcome in moving it from location “a” to location “b”. With a higher number of pinning
centres, more vortices will be pinned, and eventually a transport current of appreciable
magnitude can be led through the material.

A superconductor with sufficiently many pinning centres is called a hard superconductor,
and these materials are the ones of any practical/technological use [21, p. 282].

1.3 Critical Surface

In the previous, three critical parameters within which the superconductive state can persist
were established. The critical temperature (section 1.2.2), the critical field (section 1.2.3)
and the critical current density (section 1.2.4). Since these parameters are related — a high
temperature means lower critical field and current density; running at a higher current density
and thus field means the temperature must be lower — a critical surface for the magnet can
be determined. The critical surface depends only on the superconductor material, since only
the superconductor has critical parameters; however, the coil geometry influences where, in
relation to the critical surface, a given operating point is, as the magnetic field in a given
location in the magnet will depend on the geometry16. The critical surface will be represented
as a function Jc(B,T ), that is, the critical current as a function of the local magnetic field
and temperature.

1.3.1 Jc(B,T,ε) [28]

The expressions presented are only valid for Nb3Sn, and as such cannot be used as a general
approach to calculation of the critical surface. That said, for NbTi, the expressions show
similar dependencies on the magnetic field, and a somewhat more gradual dependence on
the temperature [7, p. 644].

Jc(B, T, ε) =
C(ε)√
B

(1− t2)2(1− b)2, [kA mm−2] (1.11)

15A region that is in the normal phase, perhaps due to a contaminant, or a local mixing of materials that
result in the area to be normal as opposed to superconducting; in a NbTi conductor, local variations in the
mixing ratios might cause the spot to have too high concentration of Titanium, and thus the critical field
and temperature might be so that it is no longer SC, while the rest of the sample still is.

16For a given power supply/given current the field in the aperture will, of course, depend on how the coil,
within which the current flows, is configured.
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where,

t =
T

Tc0(ε)
, [1] (1.12)

b =
B

Bc(T,ε)
, [1] (1.13)

C(ε) = C0

»
1− a|ε|u, [kAT0.5 mm−2] (1.14)

where,

Tc0(ε) = Tc0m(1− a|ε|u)1/w, [K] (1.15)

Bc(T,ε) = Bc0(ε)(1− t2)[1− 0.31t2(1− 1.77 ln t)], [T] (1.16)

where,
Bc0(ε) = Bc0m(1− a|ε|u), [T] (1.17)

Tc0m [K] is here the critical temperature of Nb3Sn at zero applied field and Bc0m [T] is the
upper critical field at zero temperature. ε [%] is the mechanical strain on the material/coil,
a, u and w are unit–less model fit parameters17. B [T] and T [K] are the local magnetic
field and temperature respectively and C0 [kAT0.5 mm−2] is another model fitting parameter
describing the “hardness” of the superconductor (a large C0 means a large pinning force/large
number of pinning centres).

1.3.2 Critical Surface of Nb3Sn

In a protection setting, as discussed later, in section 1.8, the important goal is to quench
as much of the coil as fast as possible. As seen in the strain dependence of equation 1.11,
the effect of mechanical strain will make it easier to quench the magnet, as the critical
temperature and critical field both deteriorate with applied strain; the protection system will
be less taxed when quenching the magnet, as it will reach the necessary temperature sooner
when taking strain into account. For this reason, the critical surface of Nb3Sn is calculated
without including strain effects, so as to give a conservative estimate of the performance.

Figure 1.11 shows the critical surface of Nb3Sn as calculated from equation 1.11. It is
abundantly clear that the current carrying capacity of this material far outshines that of a
regular conductor — even at the desired 16 [T] magnetic field, the critical current density
of the material is several orders of magnitude above that of copper. The “x” in the figure
indicates a point at 16 [T] and 1.9 [K], the desired field of the FCC and the typical cryogenic
temperature of a newer particle accelerator (such as the LHC); the critical current density
at this point is 2.13 [kA mm−2].

1.3.3 Pinning Centres

As the critical current of the material is the most important factor for its usefulness, as
discussed in section 1.2.5, processing of the material to increase the number of pinning
centres or their pinning force, without otherwise deteriorating the performance of the other
two critical parameters, is of considerable importance, and a variety of methods are employed
to achieve this.

17a = 900 for ε < 0, and 1250 for ε > 0, u = 1.7 and w = 3.
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Figure 1.11: Critical surface of Nb3Sn.

In NbTi the introduction of Titanium precipitates by intermediate heat–treatments at
about 400 [◦C] improves the critical current density as this is the most effective kind of pin-
ning centres for NbTi [29, p. 701]. For Nb3Sn the best pinning centres are grain boundaries,
and significant improvements in current density have been found when heat treating samples
containing nano–meter sized Copper filaments [30]. Doping MgB2 with nano–sized diamond
particles enhances the performance of the material’s critical current, at the expense of some-
what lower critical temperature; the diamond particles increases the number of dislocations
in the material as well as increasing the pinning strength [31]. In YBCO thin–films, intro-
duction of nano–sized particles of non–superconducting YBCO or Silver provide both direct
pinning centres, as Titanium does in NbTi, but also promotes other defects in the YBCO
bulk, increasing the critical current [32].

1.4 Superconducting Cables — First Attempt

From the discussion up to now, it may seem like a superconducting magnet can be made
by simply choosing a material that has the desired critical parameters and sufficient amount
of pinning centres to accommodate the transport current, and then shaping into whatever
geometry one desires, discussed in section 1.1.1. The truth, however, is very different; flux
jumps are one of the large problems that needed solving before SC magnets became useful.

1.4.1 Critical–State Model

Any conductor subject to a changing magnetic field will have shielding currents induced in
it, in a direction so such as to oppose the applied field change. If the conductor in question
is of a resistive metal, such as copper, the shielding (or eddy) currents will decay due to this
resistance. If the conductor material is a SC in which no flux pinning is present, the fluxoids
will move, and, as explained in section 1.2.5, this will in practice equate to a resistance and
thus decay of the shielding currents. If, finally, the material is a SC with strong pinning,
the fluxoids will not move, and thus no resistance arises to attenuate the shielding currents.
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Also, in any part of the material where the magnetic field is changing while also an electric
field (due to the magnetic field change) is present, the current induced will always have a
magnitude equal to the critical current density, as that is the only bounding value imposed.
Only in parts of the material that are completely shielded from the magnetic field change
will the current have a value non–equal to the critical value; it will here be zero [33, p. 38][6,
p. 131].

B

A D

C

d

I/2 I/2

Figure 1.12: Sketch of how layers of
critical current density
develop [33, Fig. 3.4].

Figure 1.12 shows a slab of superconductor, with
thickness 2d [m] in the y–direction and infinite length
in the x– and z–directions. A current ramp is applied
to the slab in the z–direction18. The magnetic field
caused by the current applied will be in the positive
x–direction to the left of the slab’s centre and in the
negative x–direction to the right. Since the current
is changing, the magnetic field is changing. This in
turn means that a shielding current will be induced
as indicated in the figure. This shielding current will
then oppose the flow of the current towards the cen-
tre of the slab and promote it towards the surface.
This is the same effect that results in the skin–effect
in normal conductors. In a superconductor the effect
is similar, but the current density near the surface is
bounded by the critical current density of the mate-
rial. The total applied current, I [A], will have to flow
in the conductor, and thus, two layers of thickness
a = I/2Jc [m], carrying exactly the critical current,
will form inwards from the surface of the slab on ei-
ther side. The thickness of this layer is called the penetration depth (not to be confused with
the London penetration depth!), and will increase with I [A] until the ramp is topped out,
or the layer of critical current penetrates the whole slab (a = d [m]). Figure 1.13a illustrates
the full situation.

1.4.2 Unstable Equilibrium

After the current ramp stops, the superconductor will be in the state shown in figure 1.13a.
The SC is in equilibrium, but it is not stable; by adding some small heat pulse, the tempera-
ture of the slab will increase somewhat. Since the critical current of the material will fall with
increasing temperature, this means that the penetration of the current layer, and thus also
the magnetic field, will have to increase to accommodate the applied current. By this, parts
of the slab will experience both a current flow as well as a magnetic field change, as seen in
figure 1.13b. The induced electric field (by the magnetic field change) will be parallel to the
current in the slab, so heat is dissipated by the movement of the charge carriers. This heats
causes a temperature increase, which again lowers the critical current. This will obviously
mean that the equilibrium from before is lost, and this thermal runaway process is called a
flux jump [6, p. 133][33, p. 43].

The secondary temperature rise can be controlled, however, and the following is a stability
criterion to avoid flux jumping. Supposing the initial temperature increase is dT [K], the

18Such a ramp–up happens when the magnet is to be charged up for use. Since the magnet is a large
inductance, the current cannot instantaneously be turned on, and needs to be applied at a certain rate to
build up the field.
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Figure 1.13: Qualitative shapes of critical current, J [kA mm−2], magnetic penetration field, B
[T], time derivative of the magnetic field, ∂B/∂t [T s−1] and electric field, E [V m−1].

secondary increase dT ′ [K] can be determined thusly [33, p. 44]:
By setting the origin in the y–direction at the left–most surface of the slab, the magnetic

field in the penetrated region will be given as,

B = µ0Jc(a− y) =
µI

2
− µ0Jcy, [T] (1.18)

where a is, as before, I/2Jc [m]. So19,

∂B

∂t
= −µ0

dJc
dt

y, [T s−1] (1.19)

⇒ E = µ0
dJc
dt

y2 − a2

2
, [V m−1] (1.20)

The power, P [W m−2], dissipated per unit face area of the slab, between y = 0 [m] and
y = a [m],

P =

∫ a

0

JcEdy = −µ0Jc
dJc
dt

a3

3
, [W m−2] (1.21)

The time this power has to dissipate, dt [s], gives the heat, Pdt = dQ [J m−2], produced per
unit face area of the slab, caused by the temperature increase dT [K]. Assuming adiabatic
conditions, the heat generated can only be spent on increasing the temperature of the slab
by dT ′ = dQ/Cva [K], where Cv [J m−3] is the volumetric heat capacity of the material. So,

dT ′

dT
= −µ0Jc

dJc
dT

a2

3Cv
, [K K−1] (1.22)
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Section 1.4. Superconducting Cables — First Attempt

If, now, dT ′/dT [K K−1] is less than 1, it means that the further increase in temperature is
smaller than the initial, and thus the process will slow down, and eventually come to a stop.
If the ratio is larger than 1, the process speeds up, and a flux jump occurs. Note however,
that the original equilibrium state from right after the current ramp is not reestablished; the
slab simply avoids a flux jump when the ratio is less than 1.

Assuming a simple linear Jc(T ) [A m−2] dependence,

dJc
dT

= − Jc
Tc − T

, [A m−2 K−1] (1.23)

⇒ dT ′

dT
=

µ0J
2
c a

2

3Cv(Tc − T )
, [K K−1] (1.24)

Since the penetration cannot exceed the actual dimensions of the slab (a ≤ d) [m], there
exists a d sufficiently small to give a maximum a such that dT ′/dT is always smaller than 1,
and the slab is protected from flux jumps [33, p. 44].

For NbTi at 4.2 [K] and 6 [T], and the following properties [6, p. 134–135],

Critical current density Jc = 1.5 · 109 [A m−2]

Density ρ = 6.2 · 103 [kg m−3]

Specific heat capacity C = 0.89 [J kg−1]

Critical temperature Tc = 6.5 [K]
the stability criterion is fulfilled only for a half–width, d, of less than 115 [µm]. In reality,
the dimension is set much lower, in order to protect from flux jumps at a wider range of
conditions. Since the slab in a real magnet might very well be exposed to fields that are
not perfectly perpendicular to its broad face, such as the discussion here has assumed, the
dimensional restriction must be imposed on all directions normal to the applied field, and
thus the slab will be reduced to a thin cylindrical filament of radius smaller than or equal to
d, necessary to protect it from flux jumps.

A cable of radius on the order of 100 [µm] is very difficult to both produce and utilise,
and so, the practical construction of a magnet coil is done by way of filamentary composites;
the cables shown in the cross sectional figures in section 1.1.1 are thus made up of several
very thin filaments of superconducting material.

1.4.3 Superconducting Cables — Second Attempt

So, the smallest piece in a magnet coil is the filament of superconducting wire. Figure 1.14b
shows the filaments in the LHC dipoles, as they are installed today. Around each filament,
which has a diameter of about 6 [µm], there is a 0.5 [µm] thick layer of high purity copper [34].

19From Farady’s law, ∇×E = −∂B/∂t with boundary condition that E = 0 for y ≥ a as ∂B/∂t = 0, where
a takes the value given by the new critical current,

∂E/∂y =− ∂B/∂t

⇒ E =−
∫

∂B/∂tdy

=−
∫
−µ0

dJc

dt
ydy =

µ0

2

dJc

dt
y2 + C

⇒ E =µ0
dJc

dt

y2 − a2

2
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Chapter 1. Superconducting Magnets

In the LHC dipoles these filaments are made of NbTi, while the magnet investigated in this
thesis will use Nb3Sn, with filaments around 50 [µm] in diameter [35].

(a) Cross section of a strand in the current LHC dipoles [36]. (b) View of individual fil-
aments [34].

Figure 1.14: Cross section of strand, magnification of the copper matrix and view of individual
filaments, all from the currently installed dipoles in the LHC.

The filaments (ordered in bundles, four of which are visible in figure 1.14b) are inserted
into the honey–comb structure of a copper matrix as seen in figure 1.14a20. The reason for
using such a copper matrix is that this improves the stability of the magnet, as discussed
more in–depth in section 1.7.2, as well as providing mechanical strength, as SC materials
often are quite weak and brittle [7, p. 646]. The diameter of the strands in the LHC dipoles
is 825 [µm], while the strands in the Nb3Sn magnet of this thesis are 700 [µm] in diameter.

In the strand, the filaments are twisted with a given pitch. This is, just as for the size
of the filaments, in order to avoid flux jumps, as a strand with non–twisted filaments would
behave as if it was a large filament of radius equal to the strand rather than the individual
filaments (with respect to flux jumps) [6, p. 137–139][33, p. 49].

1.5 Time–Varying Fields and AC Losses in Superconductors

When a superconducting strand composed of multiple twisted filaments is exposed to a
varying magnetic field, four distinguishable kinds of coupling currents are induced. The
difference between the four currents lie in which part of the conductor the current flows, the
loop length of the path the current follows and the time constant with which the current
decays.

For this thesis only one of these currents have significance, and the others are only men-
tioned briefly in table 1.3 [10, p. 13–14].

There will also be eddy–currents induced in the copper of the strand when an external
field changes, and these currents will give rise to ohmic heating in the copper. Just as the
coupling currents mentioned in table 1.3, the eddy–loss in the copper matrix is not treated
further.

The most significant sort of coupling currents for this report are the Inter Filament
Coupling Currents (IFCC). These currents are caused by the variation in the applied magnetic
field, and their magnitude increases for increasing filament twist pitch and reduced resistivity
of the matrix material. The characteristic time for these currents range from on the order of

20Normally, the metal used is Copper, but for some applications; silver or aluminium [6, p. 77][7, p. 10].
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Section 1.5. Time–Varying Fields and AC Losses in Superconductors

Table 1.3: Short description of the three kinds of induced coupling currents that are not treated
in this report.

Currents Cause Characteristic time

Persistent Currents Induced by the existence of an applied
magnetic field, these are currents that
partially screen the interior of a fila-
ment from the external field. The loss
itself can be thought of as a hysteresis
loss as it will follow the cycling of the
externally applied field [6, p. 159][1, p.
591]

→∞

Inter Strand Cou-
pling Currents

Induced by the variations in an applied
magnetic field, these currents flow in
and between strands in the Rutherford
cable. Their magnitude increases with
increasing twist pitch of the strands and
decreasing contact resistance between
strands [1, p. 592–593].

0.01 – 10 s

Boundary Induced
Coupling Currents

Induced mainly by variations in the ap-
plied field’s sweep rate, these currents
flow in and between strands and be-
tween filaments within a strand. The
BICC’s are also caused by variations in
the contact resistance between strands
along the length of the cable [10, Chap.
5].

> 10− 105 s

a few milliseconds to about 100 milliseconds. These currents generate IFCL, causing heating
of the conductor.

1.5.1 Inter Filament Coupling Currents (IFCC)

The thin filaments of SC material are embedded in a conductive copper matrix, and since,
to avoid flux jumping, the filaments in a strand are twisted around each other, a situation
qualitatively like the one shown in figure 1.15 will arise when the strand is subject to a
transverse magnetic field.

Figure 1.15a shows a simple 3D representation of two filaments twisted around each
other within a strand, with a given twist pitch lf . For a transverse applied magnetic field,
a current loop can be closed by flowing partially through the SC filaments and partially
straight through the normal conducting copper matrix. In figure 1.15b a strand of diameter
ds is shown. The outermost layer of filaments in the strand are at a diameter d∗s, and the
closed current loop will be formed by the path RQPUTS.

Applying an external magnetic field change, Ḃ [T s−1] will induce coupling currents
(IFCC), producing their own magnetic field, such that the total field in the strand will
be,

Ḃstrand = Ḃapplied + Ḃinduced, [T s−1] (1.25)
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(a) Simple 3D view two filaments in a strand, twisted around each other.

(b) Qualitative representation of the current loop created by the twisted fila-
ments and the copper matrix in a strand. Courtesy of Arjan Verweij [10,
Fig. 3.5].

Figure 1.15: Twisted filaments in a strand, subject to an applied transverse magnetic field change
Ḃ [T s−1], with indication of how the IFCC’s will find a closed loop through the
matrix.

Assuming the applied field to be homogeneous in space, the induced field will also be ho-
mogeneous, and thus, the total field in the interior of the strand will be homogeneous. The
voltage induced by the magnetic flux change through the RQPUTS surface, Uinduced, with
φ = π/2 − 2πz/lf, can only lie on the resistive part of the path, that is, SR and PU, since
the voltage across a superconductor is zero. So21,

Uinduced(z) = −
∫
RQPUTS

ḂstranddA

= −4
d∗s
2

Ḃstrand

∫ z

0

cos

Å
2πz

lf

ã
dz

= −2d∗s

Å
lf
2π

ã
Ḃstrand cos(φ),

[V] (1.26)

Separating the voltage across the two resistive parts of the paths into four by including the
origin (paths are now OR, PO, OU and SO), the voltage at the surface of any filament at
position φ [rad] will be given as,

U(φ) =
1

4
Uinduced(z) = −

Å
lf
2π

ã
d∗s Ḃstrand

2
cos(φ), [V] (1.27)

21Using sin(π/2− α) = cos(α)
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Section 1.6. Material Properties

using that x = d∗s cos(φ)/2 [m], this voltage gives rise to an electric field, parallel to Ḃapplied
[T s−1]22,

E = −
Å
lf
2π

ã
Ḃstrand, [V m−1] (1.28)

This electric field will give rise to a current density, J [A m−2], flowing across the strand, in
anti–parallel to Ḃstrand [37],

J = −
Å
lf
2π

ã
Ḃstrand

ρeff
, [A m−2] (1.29)

where ρeff is the effective transverse resistivity of the matrix material, as defined in section
1.6, in most cases, such as this one, Copper.

1.5.2 Inter Filament Coupling Loss (IFCL)

The IFCC flowing in the outer filaments of the strand will serve to screen the interior of the
strand from the external field, and Wilson gives this screening effect as [6, p. 179],

Bstrand = Bapplied − τḂinduced, [T s−1] (1.30)

where,

τ =
µ0

2ρeff

Å
lf
2π

ã2
, [s] (1.31)

is the time constant of the decay of the IFCC once the field change stops (and also its rise
rate when the field starts changing).

The current flowing in the matrix material will dissipate power, with a power density
given by equations 1.28 and 1.29, with τ as defined in equation 1.31 [6, p. 180][10, p. 52],

PIFCL =
|Ḃinduced|2

ρeff

Å
lf
2π

ã2
=

2|Ḃinduced|2

µ0
τ, [W m−3] (1.32)

This indicates that a higher twist pitch will cause larger IFCL; this is true in therms of
maximum possible amplitude of the loss, but since a larger twist pitch means that the time
constant grows, the IFCC’s may not have time to develop fully if the applied field oscillates
too fast. So, for a growing applied field frequency, the total loss will fall given the same time
constant. In fact, the dependence on frequency is quite sharp as seen in figure 1.16.

1.6 Material Properties

The superconducting cable used in an accelerator magnet, now, consists of more than the
superconductor itself. This means that new material properties must be taken into account,
and that differences in properties between the SC material and the copper matrix may
influence the overall behaviour of the composite.

1.6.1 Residual Resistivity Ratio (RRR)

The Residual Resistivity Ratio is defined as the ratio between a materials resistivity at ice
temperature and at cryogenic temperature, in the normal state (if relevant) [1, p. 466],

RRR =
ρ(T = 273[K])

ρ(T = 4[K])
(1.33)

22Note that the small component of the electric field that lies in the z–direction due to the twist angle is
neglected.
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Chapter 1. Superconducting Magnets

Figure 1.16: Experimental measurements of AC loss in a twisted multifilamentary composite, as
a function of applied frequency and filament twist pitch (“L” in the figure). Figure
itself is taken from [6, p. 185], based on data from [38].

This value will be indicative of the materials purity, as at room temperature, the resistivity
is completely dominated by the electron–phonon scattering, while at cryogenic temperature,
where the density of phonons is far lower, the resistivity is dominated by the electron’s
interactions with lattice imperfections and impurities [15, p. 148–150]. So a high RRR
means that the resistivity at low temperature is low, because the purity of the material is
high.

Table 1.4 gives approximate values for the electrical resistivity of copper and Nb3Sn(in
the normal state) at low temperatures. From this it is clear that if the superconductor should
lose its superconductivity, the current that previously flowed in it will now mostly flow in the
copper matrix, as the resistivity of the copper is between 3 and 1 orders of magnitude lower
than that of Nb3Sn in the normal state. This is the reason why the temperature at which
superconductivity is destroyed mostly commonly is called the current sharing temperature.

Table 1.4: Approximate values of electrical resistivity for low temperatures for copper at RRR
around 100, and Nb3Sn in the normal state [39, 40].

Material ρ (4 [K]) [nΩ m] ρ (100 [K]) [nΩ m] ρ (200 [K]) [nΩ m]

Copper 0.2 2 10

Nb3Sn 24023 300 370
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Section 1.6. Material Properties

1.6.2 Cross Contact Resistance and Effective Transverse Resistivity

Section 1.5 discusses currents flowing between the filaments within a strand, through the
matrix material. The path this current takes will influence the equivalent resistance the
matrix material poses for these currents. Figure 1.17 gives a qualitative description of how
the currents can flow. In the left hand case, the contact resistance between the SC filament
and the matrix metal is zero, and so transverse currents in the strand will partially flow
through superconducting regions, effectively decreasing the transverse matrix resistivity. For
the right hand case, the cross contact resistance between the filament and matrix is infinite,
which causes the transverse currents to flow around the filaments, thus lengthening the
resistive path, and increasing the effective transverse matrix resistance.

Figure 1.17: Current paths in the perpendicular direction in a multifilamentary strand. Left hand
side is the limit for zero contact resistance between matrix and filament, while the
right hand side is the limit for infinite contact resistance between the matrix material
and the filament [7, Fig. 7.6].

Two models have been proposed for the limiting cases [7, p. 407],

ρeff,0 =
1− fSC
1 + fSC

ρm, [Ω m] (1.34)

ρeff,∞ =
1 + fSC
1− fSC

ρm, [Ω m] (1.35)

where fSC is the volumetric fraction of superconductor in the strand, and ρm is the matrix
materials electrical resistivity.

Equation 1.34 is normally used to describe Nb3Sn conductor matrices, while equation
1.35 is used for NbTi conductors.

1.6.3 Magnetoresistivity

When a normal conductor carrying a current is exposed to a transverse magnetic field, the
moving charges experience a Lorentz force that changes their trajectories somewhat. This
results in an increase in the electrical resistance, and the effect is calledmagnetoresistivity [33,
p. 31–32].

23The material was brought to the normal state by applying a magnetic field or a current above the critical
value; in the superconducting state is, of course, zero.
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Chapter 1. Superconducting Magnets

For many metals, among them, copper, the magnetoresistivity is simply proportional to
the applied field [1, p. 466],

ρmag = αB, [Ω m] (1.36)

where α [Ω m T−1] is the proportionality constant, which for copper is about 4.5 · 10−11

[Ω m T−1].
Comparing the residual resistivity of copper at cryogenic temperature to its magnetore-

sistance at 16 [T](the proposed operating field of the magnet investigated in this thesis), the
contributions to the resistivity is about 0.7 [nΩ m] from magnetoresistance and 0.2 [nΩ m]
from electrical resistance, which means that for as long as the field is high and temperature
is low, magnetoresistance is a very important factor in the total resistance of the matrix.

1.6.4 Note on NbTi and Nb3Sn Manufacture

NbTi is by far the most widely used material in SC magnets, even if Nb3Sn is practically
as old (and, thus, researched) and has better critical parameters. A main reason for this is
the brittleness of the material [41]. While NbTi can be made into filamentary composites by
simple extrusion, cold drawing and twisting [6, p. 290], Nb3Sn would break, or at the least
suffer severe Jc deterioration [42]. For this reason the coil of a magnet made with Nb3Sn
must be made using the wind–and–react method [41, 43]. This method consists of making
the cable with pure Niobium and Bronze and then winding the coil with this cable before
the actual superconductor is created. To create the actual Nb3Sn, the coil undergoes heat
treatment of up to 650 [◦C] for up to 10 days [6, p. 298], which causes the Tin from the
Bronze to diffuse into the Niobium, leaving Copper behind.

1.7 Quench and Stability of a Magnet

What happens, then, if the critical surface of the magnet, somehow, is breached; the current
becoming too large, or the field superseding the upper critical value, or perhaps the temper-
ature rises above the transition value? The location at which this occurs will experience a
quench.

Quench: The superconducting–to–normal transition; specifically, the rapid, ir-
reversible process in which the magnet, or a part of the magnet, is driven fully
normal [7, p. 656].

During a quench, the magnetic energy stored in the coil will be released into the normal
conducting parts of the magnet. Even for very high current densities, the total stored energy
is not so large as to be a problem; if it was distributed completely uniformly across the
volume of the coil, it will cause a temperature rise, but not so large as to be dangerous [7,
p. 467][6, p. 200].

However, in practice, the quench starts in only a very small point, and from there prop-
agates outwards due to ohmic heating and thermal conduction. As this normal zone grows
(the quench spreads to other parts of the coil) the electrical resistance it constitutes will
eventually be sufficient to make the magnet current decay. This, however, will take far too
long to avoid damage to the coil; either the insulation between turns is destroyed by heat,
the coil itself can melt24, or the voltage across the normal zone can become so large as to
cause arcing between turns [6, p. 200–201]. The point in the coil that reaches the highest

24Although quite unlikely.
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temperature during a quench is called the hot–spot and often, though not always, this point
is also where the quench initially started25.

An additional problem to consider is that the pressure in the cryostat may reach very
high levels due to the cryogen boiling as it comes in contact with the rapidly heating normal
zone26.

What hot–spot temperature is considered safe is a matter of some controversy; Fazilleau
et al. aims for 150 [K] in a Nb3Sn magnet [45], Iwasa considers 300 [K] “very risky” for
magnets in general [7, p. 470], while Ambrosio suggests that a hot–spot temperature as high
as 400 [K] will not cause permanent damage to a Nb3Sn magnet [46].

In this thesis it has been decided to take 350 [K] as the hard limit under which the
hot–spot has to be kept [47, 48].

What Causes a Quench

Several sources that lead to a quench can be identified; the most important ones are Lorentz
forces in the coil causing movement and thus friction between components in the magnet,
and heating due to beam losses [1, p. 593]. Other sources include flux jumps, AC losses and
heat leaks [49]. For this thesis the kind of AC losses called IFCL are of particular importance,
and this was treated separately in section 1.5.

It is usual to distinguish between two different kinds of quenches; the natural quench is
one that occurs when the field, current or temperature is raised, on purpose, say during a test,
beyond their respective critical values. A disturbance quench is one caused unintentionally
during operation, due to one of the above mentioned causes. As will be described in more
detail in section 1.7.2, only a few mJ cm−3 is needed to raise the temperature of a small
volume of the coil above the local current sharing temperature [1, p. 593].

1.7.1 Quench Load

During a quench, the electrical resistance of the coil increases, and the resultant circuit will be
an RL–circuit, in which the current decays exponentially. By assuming adiabatic conditions,
a conservative estimate of the hot–spot temperature can be found by a local heat balance
approach [7, p. 471–473][50]27,

fstabc̄(T )
dT

dt
= ρstab(T )J2(t), [Ω A2 m−3] (1.37)

where c̄(T ) [J K−1 m−3] is the volumetric heat capacity of the of the conductor28, ρstab [Ω m]
is the resistivity of the stabiliser, fstab is the fraction of stabiliser in the conductor and J
[A m−2] is the current density.

Integrating from initial to end conditions, and sorting magnet and material properties on
the left hand side,

fstab

∫ Tmax

T0

c̄(T )

ρstab(T )
dT =

∫ ∞
0

J2dt, [A2 s m−4] (1.38)

25Given that it is here, after all, the magnetic energy and current in the coil have the longest time to deposit
energy.

26While not entirely the same situation, the famous incident in 2008 at the LHC was indeed caused by
excessive pressure built up by the breaching of the helium cooling system when a faulty electrical lead,
causing arcing, vaporised the helium line [44].

27Valid for any adiabatic heating of a magnet.
28Weighted over the fractions of all materials composing it; copper matrix, SC, insulation, epoxy, etc.
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where T0 [K] is the initial temperature, normally the operating temperature of the mag-
net, and Tmax [K] is the temperature at the end of the discharge, normally the hot–spot
temperature.

The protection function Γ(Tmax) [A2 s m−4] is defined from the left hand side of equation
1.38, while the right hand side is called the quench load29;

Γ(Tmax) =

∫ ∞
0

J2dt, [A2 s m−4] (1.39)

This means that when using a matrix material with large heat capacity and small resistivity,
the hot–spot temperature will fall given the same quench load. Also, if the quench load is
reduced by a faster decay of the current, the same effect on hot–spot temperature will be
seen.

1.7.2 Stability

In a magnet carrying its operating current, Iop, the temperature, T [K], of a unit volume of
the coil is governed by the following equation [7, p. 352]:

Chc(T )
∂T

∂t
= ∇ · [ktc(T )∇T ] + ρc(T )J2

c (t)

+ gd(t)− fcP
Ac

gq(t),
[J m−3 s−1] (1.40)

The left hand side of equation 1.40 gives the time rate of change of the thermal energy in
the unit volume, where Chc [J K−1 m−3] is the materials heat capacity. In order to have
complete steady–state stability, this term must remain zero; however, in real magnets, a
small deviation, ∆Top [K], from the operating temperature, Top [K] is allowed.

On the right hand side of the equation, the terms are as follows; the first term gives
the thermal conduction into the volume from outside the volume, where ktc [W K−1 m−1]
is the materials thermal conductivity. ρc(T )J2

c (t) [Ω A2 m−3] gives the ohmic heating of the
volume, where ρc [Ω m] is zero before quench and non–zero after, and Jc [A m−2] is the current
density, which can vary with time30. gd [W m−3] is heat caused primarily by magnetic and
mechanical effects (and other disturbances), while the last term gives the cooling, where P
[m] is the total conductor perimeter, fc is the fraction of this perimeter exposed to cryogen,
Ac [m2] is the conductor cross section and gq [W m−2] is the convective heat transfer flux
from the conductor to the cryogen.

In the case of interest in this report, protection of a quenching magnet, only the ohmic
loss contributes significantly to the energy density in the normal zone, and as such, the case
in question is considered adiabatic, and all other terms are neglected [7, p. 471].

Note on the Disturbance Spectrum

Figure 1.18 gives an estimated spectrum of the different kinds of disturbances a LTS magnet
can be subject to under normal operation. For most magnets, AC losses and wire motion,
i.e. magnetic and mechanical disturbances, pose the largest risks, as most magnets are used
outside of heavily radiated environments. However, magnets used in particle accelerators,
such as the 11T High Luminosity LHC (HL–LHC) dipole, will experience a large contribution
from particle showers due to several kinds of beam losses [1, Chap. 8].

29In literature, the protection function is often called U(θ) [6] or Z(Tf, Ti) [7]. The choice of Γ(Tmax) was
made for consistency with my supervisor’s PhD in the subject [51].

30During a quench, the current decays, and thus changes with time.
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Figure 1.18: Disturbance spectrum; energy density of heat deposition plotted against the processes
characteristic deposition time [49].

Heat Capacity

For long–term stability of a magnet during operation, one requires that ∂T/∂t ' 0 [K s−1] [7,
p. 354]. As seen from equation 1.40, this is inversely proportional to the heat capacity of
the conductor material. The fundamental challenge with stability in a LTS SC magnet is
what is known as the Debye T 3 law ; at low temperatures the heat capacity of a material
follows a cubic proportionality to the temperature [15, p. 114]31. This means that at low
temperatures, certainly the ones relevant for LTS magnets, the heat capacities are very low.
Table 1.5 gives the heat capacities of some important materials over interesting temperature
spans.

Margin to Quench

From this is useful to define a margin to quench, or energy margin, that gives the maxi-
mum energy density, ∆eq [mJ cm−3] a superconductor can absorb safely; that is, without
quenching. Under adiabatic conditions the quench margin is given as [7, p. 357],

∆eq =

∫ Tcs

Top

Chc(T )dT, [mJ cm−3] (1.41)

where Top [K] is the operating temperature, Tcs [K] is the current sharing temperature
and Chc [J K−1 m−3] is the heat capacity of the whole cable, including copper matrix and
insulation.

As seen from figure 1.18, the magnet can easily be subject to disturbances on the order
of a few tens of mJ cm−3, which from table 1.5 will translate, for Nb3Sn at an operating
temperature of 1.9 K, to a temperature increase of about 4 to 5 K (assuming a 20 mJ cm−3

energy deposition), which in the high field regions of the magnet during regular operation is
very close to the current sharing temperature32.

31Low temperatures here mean temperatures at which only long wavelength acoustic phonons are excited.
These phonons (recall: lattice vibrations) are called so due to their resemblance to acoustic waves in air;
elastic longitudinal waves (note that also transverse phonons can exist in the acoustic mode). The higher
energy optical phonons are not excited (or very sparsely excited) at temperatures close to absolute zero [15,
Chap. 4 & 5].

32As seen in figure 3.7 of chapter 3, the current sharing temperature of the magnet at nominal current is
about 4 [K].
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Table 1.5: Specific heat for several materials and temperatures. Note that value for Nb3Sn at 20
[K] in the table is really for 18.2 [K]. Numbers for Nb3Sn from Kim [40], the rest from
Iwasa [7, p. 354].

Superconductor
operating
temperature range

⇐ NbTi (Tc = 9.8 [K]) ⇒

⇐ Nb3Sn (Tc = 18.2 [K]) ⇒

⇐ MgB2 (Tc = 39 [K]) ⇒

⇐ YBCO (Tc = 93 [K]) ⇒

Cp(T ) [J cm−3 K−1]

Material 2 [K] 4 [K] 10 [K] 20 [K] 30 [K] 50 [K] 90 [K]

Copper 0.00025 0.00089 0.0076 0.067 0.236 0.857 2.07

NbTi 0.00018 0.0014 0.022 — — — —

Nb3Sn 0.0031 0.0066 0.0225 0.0696 — —

MgB2 0.00004 0.00032 0.00181 0.0081 0.0242 — —

YBCO 0.000086 0.0007 — — 0.120 0.454 1.12

It is important to note that this is a worst case scenario approach to the stability of
the magnet. While the quench margin at nominal conditions is very small, the number of
quenches in the LHC is far lower than what has been hinted at here. Reliability studies of
the quench protection system assumes a total of 24 magnet quenches per week of operation;
of a total of approximately 1200 dipole magnets, 24 will experience a quench in a given week.
This number is further reduced by looking at the actual cause of the quench, as most will be
due to propagation of the quench from one magnet to its neighbour, and some quenches are
caused by false triggers of the quench protection system [52–54].

1.8 Quench Protection

If, then, a quench occurs, the magnet is at risk of serious damage, and given the cost of
the magnet as well as the time it takes to replace one, the need for good protection systems
cannot be overstated — an unprotected magnet simply will not be used.

Four different approaches to quench protection are identified and summarised in figure
1.19 [47, 50].

Active vs Passive Quench Detection An active protection system relies on external
circuitry to detect the quench, and subsequent switching on of some kind of energy discharge
system. A passive protection system is activated by the quench itself.

Internal vs External Discharge System An external discharge protection system will
rely on leading the current away from (by–passing) the magnet coil, and into an external
dump resistor, while an internal discharge system will spread the energy of the quench uni-
formly across the coil volume.
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Section 1.8. Quench Protection

Figure 1.19: Quench protection strategies. Courtesy of Emmanuele Ravaioli.

For the large high–field magnets of modern particle accelerators only active internal dis-
charge protection systems have the necessary performance, and as such, the other strategies
are very little interest for this thesis.

1.8.1 Active, Internal Discharge Protection System

The constant push for magnets with higher fields and/or higher current densities, such as the
plans for the long term upgrades to the LHC [55–57], require tremendous effort in developing
quench protection systems capable of efficiently and reliably discharging the magnetic energy
when a quench occurs.

By actively forcing the coil to quench uniformly, very quickly after an initial normal
transition is detected, the discharge of the magnet can be done without excessive heating
of any single volume of the coil. Such active internal energy discharge systems are the ones
normally used in modern high–performance SC magnets. For chains of several magnets, the
complete protection system will comprise active internal discharge quench protection, as well
as an external by–pass system, for each individual coil, and an energy extraction system
arching several magnets in order to extract the energy of any still–superconducting coils
during quench in one of the magnets in the chain[58–60].

If the energy stored in the magnetic field was released as heat in the SC conductor
perfectly uniformly, the total temperature rise for an operating field of 25 [T] would only be
about 200 [K], which is certainly acceptable [7, p. 467]. However, during a quench without
interference of any protection system, the resistive volume into which the energy is deposited
is far from uniform, as it starts in a point and grows from there. If the entire coil could be
turned resistive very fast, then the energy deposition would also be more uniform, reducing
the risk of serious damage.

To transition a volume of 0.1 m3 of NbTi (roughly equal to the volume of conductor in
the LHC dipoles) within 10 [ms], the power delivered needs to be around 250 kW. Delivering
this kind of power safely, reliably and uniformly to an object of several meters length is a
considerable challenge. Taking also into account the non–uniform initial magnetic field in
the coil, the magnetoresistivity will cause non–uniform ohmic heating even if the entire coil
was taken to the normal state simultaneously.
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1.8.2 Quench Heaters

The most widely used protection system for high–performance magnets is the active internal
discharge Quench Heaters (QH) system, consisting of very thin (few tens of micrometers)
stainless steel strips covered in polyamide electrical insulation foil, and attached to the insu-
lation of the coil one wants to protect. Figure 1.20 shows how the QH strips are attached to
the double aperture main dipoles of the LHC [58, 60–63][11, Chap. 7 and 9].

Figure 1.20: Cross section of the twin aperture dipole magnets currently installed in the LHC.
The heater strips are located as indicated by the labels “YT” [64].

The terminals of each QH strip are connected to a capacitor, CQH, charged to a voltage,
U0. When a quench is detected, the capacitor discharges, and the strips heat up, causing a
transfer of energy from the strips to the magnet coil. Assuming a negligible dependence of
the strip resistance, RQH, on temperature, the voltage across the strip, UQH(t), will decay
exponentially, with time constant τQH = RQHCQH. The instantaneous ohmic loss developed
in the QH strips will be PQH(t) = U2

QH(t)/RQH. This power is to be delivered to the windings
by thermal diffusion through the insulation foil around the heater strips, and as such, the
thickness of this insulation is a very important parameter influencing the performance of
the QH system; the choice is a compromise between large thermal diffusion, demanding thin
insulation, and reduction of risk of electrical breakdown, demanding thicker insulation [65].

Modern NbTi magnets typically have time margins in the range of 100–200 [ms]33, while
next generation Nb3Sn magnets, such as the 11 [T] dipole proposed for the HL–LHC, will
have margins in the range 10–50 [ms] [66]. This means that protection systems for new
magnets must be much more effective than the current QH systems. In fact, looking at the
quench–heater delay, the time between QH triggering and the initiation of quench in the
high–field areas of the coil, in Nb3Sn model magnets for the HL–LHC, this time is in the
range of 10–30 [ms] for both the 12 [T] quadrupole and 11 [T] dipole[67, 68]. This time, then,
refers to the start of the protection–system–induced quench, while the time margin refers to
the entire time needed to bring all of the coil to the normal state. As seen in figure 1.20,
the heater strips do not touch all the cables of the coil; none of the inner layer cables are
in contact with the strips, and many of the outer layer cables are not in contact with the
strips. This means that the quench must propagate from the heat–quenched turns across the

33The time within which the coil has to be transferred to the normal state in order to stay protected (having
the final hot–spot temperature below its threshold.
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insulation to cables not touched directly by the heat source. Propagation from one turn to
another in the same layer typically takes 10 [ms], while propagation from one layer to the
other takes 30–50 [ms] [66, 69].

Given also the complicated design, with fastening glues and insulation materials, mechan-
ical strain during thermal cycles and possible damage from overheating, it is seen that the
QH approach to protection of magnets may not be the best way to move forward [70, 71].

1.8.3 CLIQ

Section 1.5 describes the Inter Filament Coupling Loss as a disturbance, that, according to
the stability discussion in section 1.7.2 may cause a quench in the magnet. However, a novel
protection system called the Coupling–Loss Induced Quench protection system is based on
this exact loss in order to quench the magnet.

By introducing IFCC on purpose to the composite cables, ohmic loss is generated very
uniformly in the coil, heating it up very quickly. With suitable system components, the power
and energy developed and deposited will quench the magnet much faster than the currently
applied QH technology, while both being electrically simpler, and completely external to
the magnet. With faster quenching of the magnet comes lower hot–spot temperature and
reduced risk of both thermal and electrical damage to the coil and surrounding equipment.
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Chapter 2

Coupling–Loss Induced Quench
Protection System

How does the CLIQ system work?
In this chapter I lay the foundation for just that — the electrical circuit, the governing

equations and most importantly, the magnetic field transient the CLIQ creates in the
magnet upon triggering.

The system also allows for several different configurations with varying properties in
terms of a parameter called the CLIQ effectiveness, Ψ .

Finally, the modelling approach I use in the thesis is described briefly, as the transient
introduced by CLIQ is very complex, and several physical domains influence each other.

2.1 CLIQ Discharge Circuit

After the LHC proved that the 2–in–1 cryostat design, with both beam pipes and magnet coils
in the same cryostat, achieved both large spatial and monetary savings, new magnet designs
for high–energy particle accelerators are usually intended with the same 2–in–1 design [11,
Chap. 7] [72, p. 75]. These two coils must be protected individually, regardless of the
protection scheme used. So, treating the CLIQ system as a black box for now, a very simple
electrical circuit of the CLIQ connection to such a dipole will look as in figure 2.1. The
circuit indicates with dashed lines that the magnet chain continues on both sides, as several
dipoles are connected together1. Qualitatively, the figure serves to illustrate one of the main
advantages of the CLIQ system: it is external to the magnet, in that it does not interfere
with the coil winding itself the way QH do2; so long as there are connection points for the
CLIQ leads, the coil geometry is not influenced by any requirements of the CLIQ unit.

1In the LHC, 154 dipoles are connected in series to form a section of the accelerator arc.
2Recall section 1.8.2
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P2P1 P1 P2

CLIQ

AP1 AP1 AP2 AP2

CLIQ

Figure 2.1: Simple representation of how two CLIQ black boxes will be connected to a double
aperture dipole magnet.

For this thesis only a one aperture version of a 16 [T] block–coil dipole magnet has been
studied. This is done for two reasons; firstly, while design propositions exist for a double
aperture magnet of this kind [3], the only model magnets that have been built so far are of
the single aperture version. Secondly, assuming that the two CLIQ units one would use for
a double aperture design are identical, that the coils in the two apertures are identical and
that there are no equipment malfunctions, the discharges through the two sub–circuits will
be entirely symmetrical, and as such, only one discharge needs to be modelled. In addition
to this, the mutual inductance between the two apertures of a 2–in–1 coil is very small, so
any current changes in one of the apertures will have negligible effect on the other3, as the
iron yoke very effectively screens the two apertures from each other.

The proposed solution for the double aperture 16 [T] block–coil dipole does, in fact,
include a left–right asymmetry in the two apertures, but this is done in order to better
decouple the two coils, and as such should support rather than weaken the assumption of
symmetry in the individual discharges.

CLIQ in Essence
The Coupling–Loss Induced Quench protection system relies on creating a few short current
oscillations in the circuit by using a capacitance of suitable value in series with the inductive
magnets [74]. As described in section 1.5, these oscillations will generate IFCL as they
constitute a time–varying current, which in turn gives rise to a time–varying magnetic field.
If this loss is sufficiently high, it will initiate a quench in the magnet.

Figure 2.2 shows the transient response of a Nb3Sn quadrupole developed by the US LHC
Accelerator Research Program (LARP) collaboration for the HL–LHC [75] during a CLIQ
discharge. The employed CLIQ unit, connected to the midpoint of the coil, has a capacitance
of 28.2 [mF] and a charging voltage of 500 [V]. At a time t = 0, the magnet is operating at
its nominal current (14.6 [kA]) and the CLIQ unit is triggered. This introduces an oscillating
current, IC, of about 2 [kA] and 26 [Hz] on top of the transport current. These oscillations
are sufficient to quench the entire coil within 10 [ms]. This gives rise to a large electrical
resistance that then discharges the current in the magnet. The simulated curves are obtained
with the same model as the other simulation results presented in the thesis, and the model

3In the LHC main dipoles, it is indeed true that for perfectly symmetric apertures, the influence of one
aperture on the other is very small [73].
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itself is described briefly in section 2.5. As can be seen, there is very good agreement between
the measured curves and the simulated ones [47].
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Figure 2.2: Characteristic transient response of a coil during a CLIQ discharge. The CLIQ unit
was triggered at time t = 0, and the figure then shows both the measured values and
the simulated ones. Courtesy of E. Ravaioli [76].

2.1.1 Full CLIQ Circuit

Looking more closely at the complete CLIQ circuit, figure 2.3 shows how the black box from
before is actually connected to the dipole. A capacitor4, C, of value CCLIQ [F], charged by
the floating voltage source, S, to a voltage U0 [V], is connected to the magnet through the
two resistive leads CL1 and CL2. This divides the magnet coil into two separate discharge
paths, L1 and L2. Along the CLIQ lead there is a thyristor, Th, with a reverse diode D, to
allow for oscillating currents5. The rest of the circuit consists of the power converter, PC,
with its own reverse diodes DPC. This is to protect the PC against reverse currents in the
case of a CLIQ discharge at low transport currents, as in this case, the total current in the
I2 branch can become negative.

As will be shown in this thesis, the choice of discharge path significantly influences the
level of protection a given CLIQ unit is able to achieve for the magnet in question.

4In reality, of course, a capacitor bank.
5Earlier proposals for quench protection systems based on capacitive discharge into the magnet coil were
without this reverse diode [77, 78], while the substantially improved CLIQ system under investigation in
this thesis is only possible due to the recently patented addition of the reverse diode [51, 79].
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Figure 2.3: Complete CLIQ circuit [74, Fig. 1].

Upon detection of a quench in the magnet, the thyristor is activated, and a discharge
current, IC, will flow through CL2. A part of it, IC1, flows into L1 and part of it, IC2, flows
into L2. The circuit is now an RLC circuit, and the time development of IC is found by
solving the regular expressions for such circuits with equivalent resistance Req, equivalent
inductance, Leq and the capacitance, CCLIQ.

It is assumed that the resistances in the circuit are the CLIQ leads, RCL1 and RCL2, the
equivalent series resistance of the capacitor bank, Rcb, as well as the effective resistance of
the thyristor, UTh/IC. The equivalent inductance is given as the parallel connection of the
two branches L1 and L2 [74].

2.1.2 Governing Equations

Through Kirchoff’s voltage and current laws the electrical transient during a CLIQ discharge
can be determined by applying said laws to the circuit in figure 2.3,

0 = (L1 +M12)İ1 + (L2 +M12)İ2 +R1I1 +R2I2 + UD [V]

UC = L1İ1 +M12İ2 +R1I1 + (Rcb +RCL1 +RCL2)IC + UTh [V]

I1 = I2 + IC [A]

IC = − CCLIQU̇C [A]

(2.1)
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Section 2.1. CLIQ Discharge Circuit

with initial conditions,
I1(0) = I2(0) = I0 [A]

IC(0) = U̇C(0) = 0 [A]

UC(0) = U0 [V]

(2.2)

Now, I1 and I2 [A] are the currents flowing in L1 and L2, with L1 and L2 [H] their self–
inductances, while M12 [H] is the mutual inductance between the two paths. R1 and R2 [Ω]
denote the electrical resistances of the normal zones as they develop in the paths6. UD [V] is
the voltage across the PC diode, DPC, UC [V] is the voltage across the CLIQ capacitor, Rcb
[Ω] is the equivalent resistance of the capacitor bank that makes up the CLIQ capacitor, C.
RCL1 and RCL2 [Ω] are the resistances of the two CLIQ leads, UTh [V] is the voltage drop
over the thyristor, Th, and, finally, I0 [A] is the initial transport current in the magnet coil.

When the CLIQ unit is initially discharged, the resistance in the magnet is practically
zero, so R1 ' R2 ' 0. Further assuming that the voltage UD across the diode is much
smaller than the charging voltage of the CLIQ unit, the system described by equation 2.1
can be reduced to the following series RLC circuit equation,

ÏC +
Req

Leq
İC +

1

LeqCCLIQ
IC = 0, [A s−2] (2.3)

with Req = Rcb + RCL1 + RCL2 + UTh/IC [Ω], and Leq given as the parallel connection of
the two discharge paths,

Leq =
L1L2 −M12

2

L1 + L2 + 2M12
, [H] (2.4)

It is important to note that the inductances in equation 2.4 are not entirely static — they
show a certain current dependence due to the dynamic effects of coupling currents that
change the magnetic flux linking in the coil [80, 81], also explained somewhat more in–depth
later, in section 2.5.

By defining an attenuation, α = Req/2Leq [rad s−1], and an angular frequency, ω0 =
1/
√
LeqCCLIQ [rad s−1], equation 2.3 can be rewritten as,

ÏC + 2αİC + ω2
0IC = 0, [A s−2] (2.5)

Defining the damping factor ζ = α/ω0, the solution of equation 2.5 will be either over–
damped, for ζ > 1, and the current in the magnet decays without oscillating, or the circuit is
under–damped, for ζ < 1, and the current oscillates during its decay as a damped sinusoidal
oscillation with angular frequency ω =

√
ω2
0 − α2 [rad s−1].

For the CLIQ circuit given in figure 2.3, the resistance Req, denoting the total resistance
of the warm parts of the circuit, is very small, and thus, the under–damped condition is
expected. This means that the assumption of Req <

√
LeqCCLIQ is usually true. By the

same logic, α � ω0, giving ω ' ω0. Solving, then, equation 2.5 by means of well known
techniques7 yields,

UC(t) = U0 exp(−αt)
[
cos(ωt) +

α

ω
sin(ωt)

]
, [V] (2.6)

and,

IC(t) = −C dUC(t)

dt
= CU0

ω2 + α2

ω
exp(−αt) sin(ωt), [A] (2.7)

6The material is initially fully superconducting, and only after a time will these numbers take on non–zero
values.

7The literature is abound with examples of such solutions. I recall with somewhat less than glee the Electric
Circuits [82] used in my education.
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With the initial transport current as I0 [A], the current in the two branches are,

I1(t) = I0 +
L2 +M12

L1 + L2 + 2M12
IC(t) = I0 + fg,1IC(t), [A] (2.8)

I2(t) = I0 −
L1 +M12

L1 + L2 + 2M12
IC(t) = I0 + fg,2IC(t), [A] (2.9)

where the two parameters fg,1 and fg,2 are purely geometric and non–dimensional, assuming
constant inductances8. The two parameters will always have opposite signs, and in the case
of completely symmetric discharge paths, they will have the same magnitude; fg,1 = −fg,2.

By assuming an over–all warm resistance, Req, of 50 [mΩ], and calculating the equivalent
inductance for a symmetric discharge circuit into the upper and lower pole of a block–coil
dipole, Leq, as 8.33 [mH], gives CLIQ currents as in figure 2.4 for three sets of CLIQ param-
eters9. It is clear how the oscillations are affected by the parameters: higher voltage gives
a larger amplitude without changing the frequency of oscillation, while a larger capacitance
slightly increases the amplitude and also lengthens the period of oscillation.
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Figure 2.4: CLIQ current oscillations for various capacitances and voltages.

2.1.3 After CLIQ Oscillations Are Completely Damped

Once the oscillations introduced by the CLIQ discharge are completely damped, that is,
IC ' 0, the system described by equation 2.1 reduces to,

0 = (L1 + L2 + 2M12)İ1 + (R1 +R2)I1 + UD [V]

I1 ' I2 ' IM [A]
(2.10)

8As already mentioned, this is not entirely true.
9The block–coil in question is the HD2 coil about which this thesis discusses protection and design options.
The magnet itself is only presented proper later on, in chapter 3, although it is convenient to use it for
exemplifying some theoretical concepts here, earlier on.
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Assuming that the voltage over the diode, UD, is small, the magnet current will discharge
following this relation,

dIM
dt

= −L1 + L2 +M12

R1 +R2
IM = −LM

R
IM = −IM

τd
, [A s−1] (2.11)

where τd [s] denotes the over–all time constant of the current decay in the magnet. This time
constant will tend to increase as the resistance in the coil increases due to quench propagation
and temperature increase10.

2.2 Magnetic Field Transient

The local magnetic field within the coil11 is determined by the two currents I1 and I2 [A].
By having x and y [m] denote the horizontal and vertical directions with respect to the coil
cross section, both being normal to the direction of the transport current in the coil12, the
total applied magnetic field in the x and y [m] directions, Ba,x and Ba,y [T], at the location
of each individual strand of the coil, can be expressed as such,

Ba,x = (fx,1 + fx,2)I0 + (fg,1fx,1 + fg,2fx,2)IC

= Ba,x,0 + fCLIQ,xIC,
[T] (2.12)

and,
Ba,y = (fy,1 + fy,2)I0 + (fg,1fy,1 + fg,2fy,2)IC

= Ba,y,0 + fCLIQ,yIC,
[T] (2.13)

where Ba,x,0 and Ba,y,0 [T] denote the x and y components of the initial magnetic field
(caused by I0 [A]). The magnetic field parameters fx,1, fx,2, fy,1 and fy,2 [T A−1] can be
found through dedicated software; the one used in this work is ROXIE [83]. Other than
second–order effects such as iron saturation and coupling currents, these parameters are
completely geometric, and the magnetic field is assumed linear with applied current. Figure
2.5 shows the magnetic field parameter, f [T A−1], for a block–coil and cos(θ) coil dipole
magnet, where f [T A−1] is given as,

f =
»

(fx,1 + fx,2)2 + (fy,1 + fy,2)2, [T A−1] (2.14)

10At higher temperatures, the relative contribution to electrical resistance from the magnetoresistivity is
much lower than at cryogenic temperatures.

11Also, of course, outside the coil and in the aperture, but of no interest for this discussion.
12The magnet current, then, flows in the z–direction [m].
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Figure 2.5: Magnetic field parameter, f [T A−1], for the block–coil dipole magnet.

fCLIQ,x and fCLIQ,y [T A−1] in equations 2.12 and 2.13 describe the behaviour of the
CLIQ system. Through time–derivation of the two equations it is seen that these parameters
are proportionality constants describing the magnetic field change in the coil,

dBa,x

dt
= fCLIQ,x

dIC
dt

, [T s−1] (2.15)

and,
dBa,y

dt
= fCLIQ,y

dIC
dt

, [T s−1] (2.16)

The total applied magnetic field–change is then,

dBa

dt
=

 Å
dBa,x

dt

ã2
+

Å
dBa,y

dt

ã2
= fCLIQ

dIC
dt

, [T s−1] (2.17)

where,
fCLIQ =

»
f2CLIQ,x + f2CLIQ,y, [T A−1] (2.18)

When the CLIQ unit is connected to either a block–coil or a cos(θ) coil dipole so that the
first discharge path, namely L1, in figure 2.3 is the upper pole, while L2 is the lower pole, an
example of how fCLIQ [T A−1] will look is given in figure 2.613.

13How the CLIQ magnetic field parameter produces this particular field distribution is explained more in–
depth in chapter 3 for the block–coil.
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Figure 2.6: CLIQ field parameter, fCLIQ [T A−1], for the block–coil dipole magnet.

As discussed in section 1.5, a change in the magnetic field applied to a superconductor
will give rise to several different transient losses. For the application of CLIQ, the most
important is the Inter Filament Coupling Loss. By inserting equation 2.7 into equations 2.15
and 2.16, the magnetic field–change in the two directions are given as follows,

dBa,x

dt
= fCLIQ,xCU0

ω2 + α2

ω
exp(−αt) [ω cos(ωt)− α sin(ωt)] ,[T s−1] (2.19)

and,
dBa,y

dt
= fCLIQ,yCU0

ω2 + α2

ω
exp(−αt) [ω cos(ωt)− α sin(ωt)] ,[T s−1] (2.20)

Looking, then, only at the x–component, for convenience, this magnetic field–change
can be described as being made up of a total local magnetic field–change and an induced
magnetic field–change. The induced magnetic field–change arises in the opposite direction
to the applied magnetic field–change, and it is caused by the IFCCs,

dBt,x

dt
=

dBa,x

dt
+

dBIF,x

dt
, [T s−1] (2.21)

The relation between the magnetic field induced by the IFCC and the total magnetic
field–change is given as such [51, p. 26][84],

BIF,x = −τIF,x
dBt,x

dt
, [T] (2.22)

where τIF,x [s] is the characteristic time–constant of decay and growth of the IFCC, as also
given in equation 1.31,

τIF,x =
µ0

2

Å
lf
2π

ã2 1

ρeff,x
=
µ0

2
βIF,x, [s] (2.23)

with lf [m] denoting the filament twist pitch, ρeff,x [Ω m] the effective transverse resistivity
of the copper matrix in the x–direction [m] (as discussed in section 1.6.2), and µ0 [T m A−1]
being the magnetic permeability of vacuum.

Using the expression in equations 2.19 and 2.22 in equation 2.21 with initial conditions,

Ba,x(0) = Ba,x,0,

BIF,x(0) = 0,
[T] (2.24)
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Chapter 2. Coupling–Loss Induced Quench Protection System

the total magnetic field–change (still in the x–direction [m]) caused by the CLIQ discharge
will be given as,

dBt,x

dt
= fCLIQ,xCU0

ω2 + α2

ωn (ω2
n + (1− αn)2)

·

{exp(−αt)
[
ωn cos(ωt) + (ω2

n + α2
n − αn)

]
−

ωn exp(−t/τIF,x)},

[T s−1] (2.25)

where ωn = ωτIF,x and αn = ατIF,x are the angular frequency and attenuation normalised to
1/τIF,x.

Now, for large values of ωn and αn, the variation of the applied magnetic field is much
larger than the time it takes for IFCCs to grow substantial, this means that the total magnetic
field change (as given by equation 2.25) is very small. If, however, ωn ' αn ' 0, then the
IFCCs develop much faster than the magnetic field–changes, and dBt,x/dt ' dBa,x/dt.

Figure 2.7 shows how the magnetic field changes in a dipole block–coil when a CLIQ unit,
with parameters CCLIQ = 100 [mF], U0 = 1000 [V], is discharged into the symmetric path
of the upper and lower pole of the magnet. As evident, the previous prediction holds; for
a small filament twist pitch, and thus a small time–constant τIF, the total magnetic field–
change follows the applied field–change very closely, while a larger twist pitch results in a
progressively slower response to the change.
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Figure 2.7: Magnetic field–change in the x direction of a dipole block coil during symmetric CLIQ
discharge into the upper and lower pole of the magnet, for various filament twist
pitches, lf [m].

As shown in section 1.5, the IFCCs flowing in the resistive copper matrix will generate
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Section 2.2. Magnetic Field Transient

local ohmic losses, called IFCL, with a magnitude,

PIF,x =

Å
lf
2π

ã2 1

ρeff,x

Å
dBt,x

dt

ã2
= βIF,x

Å
dBt,x

dt

ã2
,

[W m−3] (2.26)

A similar expression will describe the IFCL in the y direction, and the total IFCL will
then be,

PIF = PIF,x + PIF,y

=

Å
lf
2π

ã2 1

ρeff,x

Å
dBt,x

dt

ã2
+

Å
lf
2π

ã2 1

ρeff,y

Å
dBt,y

dt

ã2
= βIF,x

Å
dBt,x

dt

ã2
+ βIF,y

Å
dBt,y

dt

ã2
=

2

µ0

ñ
τIF,x

Å
dBt,x

dt

ã2
+ τIF,y

Å
dBt,y

dt

ã2ô
,

[W m−3] (2.27)

In strands where the filaments have uniformly distributed positions over the cross section,
and assuming that there is no large dependence on the field direction, one can assume the
effective transverse resistivities to be equal (that is, βIF,x = βIF,x = βIF), and by that,
equation 2.27 reduces to,

PIF = βIF

ñÅ
dBt,x

dt

ã2
+

Å
dBt,y

dt

ã2ô
= βIF

Å
dBt

dt

ã2
=

Å
lf
2π

ã2 1

ρeff,x

Å
dBt

dt

ã2
,

[W m−3] (2.28)

Figure 2.8 shows how the IFCL will develop in the x direction for the strand with the
highest fCLIQ,x in a block–coil dipole magnet during a CLIQ discharge into the upper/lower
pole paths. Recalling figure 2.6, the largest over–all fCLIQ in the block–coil is in the midplane
of the coil, and at this location the x component is by far the largest.

From figure 2.7 it seemed as if any small filament twist pitch would be the best choice, as
that allowed for the largest total magnetic field–change; the actual power deposited, however,
depends inversely on the filament twist pitch as compared to the field–change. As described
briefly in section 1.5, the peak power depends differently on the frequency of the oscillations
for different filament twist pitches, because the time–constant of the IFCC’s grows with twist
pitch, and so takes longer and longer to develop.

Due to this, there will be an optimal choice of filament twist pitch, when thinking of
protection with CLIQ. At fist glance, a twist pitch of 50 [mm] seems the best, but the initial
time development must also be taken into account, as with the first few milliseconds are the
most important for the performance of CLIQ, given its speed (frequency of oscillation). With
this in mind, the 14 [mm] twist pitch seems a better choice.
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Figure 2.8: Magnetic field–change in the x direction of a dipole block coil during symmetric CLIQ
discharge into the upper and lower pole of the magnet, for various filament twist
pitches, lf [m].

2.3 CLIQ Configuration Circuits

Recalling the complete CLIQ circuit from figure 2.3, it is convenient to establish exactly how
to refer to the discharge path in a coil.

Figure 2.9 shows how the “electrical parts” of the coil are labelled — the outer layer of
the upper pole is electrical part number 1, the inner layer of the upper pole is electrical part
2, and so on — for both a block–coil dipole and a cos(θ) dipole magnet. “Inner” and “outer”,
for the block–coil, refer to the location relative to the midplane, while for the cos(θ) coil to
the location relative to the centre of the bore.

When talking of the chosen discharge path for the CLIQ connection, in section 2.1.1, it was
meant what electrical parts are in series and what parts are in parallel. While, in principle,
one can connect the CLIQ unit however one likes, only four different configurations are, 1)
meaningful, 2) physically realisable due to magnet design restrictions and 3) unique due to the
symmetry of the coil. These four CLIQ configurations are the Pole–Pole CLIQ configuration
(PP), Crossed–Layer CLIQ configuration (CL), Layer–Layer CLIQ configuration (LL) and
Layer–Layer Reverse CLIQ configuration (LLrev).

The naming of these four configurations refer to the interfaces between parts of the coil
receiving opposite polarity in the initial stage of the CLIQ discharge.

Figure 2.10 shows the electrical connection diagrams for the four CLIQ configurations.
The green arrows in the figures indicate the direction of the initial transport current in the
magnet, while the red signs indicate the initial polarity of the CLIQ current in each electrical
part. As is seen, the LL and LLrev connections require that the inner layer of the lower pole
is connected to the inner layer of the upper pole, in order to be able to connect the CLIQ
unit across these electrical parts.
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1 - U,OU,O - 1

2 - U,IU,I - 2

3 - L,OL,O - 3

4 - L,IL,I - 4

(a) Electrical parts of a block–coil dipole mag-
net, specifically, the 16 [T] Nb3Sn block–
coil developed by the US LARP collabora-
tion [3].
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(b) Electrical parts of a cos(θ) dipole coil,
specifically, the 11 [T] dipole for the HL–
LHC upgrade [35, 85].

Figure 2.9: Examples of how the electrical parts of a block–coil and a cos(θ) coil are defined.

On existing magnets, typically, only the PP configuration will be possible, simply because
the necessary CLIQ leads do not exist. On non–existing magnets, such as the 16 [T] block–
coil dipole, which are still in development, it is assumed possible to design the coil in such a
fashion as to provide the needed connections [47, 48].

2,UI1,UO 3,LO 4,LI

CLIQ

- -+ +

+

(a) Pole–Pole CLIQ configuration

2,UI1,UO 3,LO 4,LI

CLIQ

- -++

+

(b) Crossed–Layer CLIQ configuration

2,UI1,UO 4,LI 3,LO

CLIQ

- -++

+

(c) Layer–Layer CLIQ configuration

2,UI1,UO 4,LI 3,LO

CLIQ
+

- - ++

(d) Layer–Layer Reverse CLIQ configuration

Figure 2.10: All four CLIQ configurations possible for the block–coil dipole magnet. Note that LL
and LLrev only differ in the polarity of the CLIQ unit. The green arrow indicates
the initial transport current, while the red signs indicate the initial polarity of the
CLIQ current.
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2.4 CLIQ Effectiveness [51, Sec. 3.1]

Equation 2.28 gives the power of the IFCL; proportional to the square of the filament twist
pitch, lf [m], inversely proportional to the effective resistivity of the copper matrix, ρeff [Ω m],
and finally to the square of the total magnetic field–change, dBt/dt [T s−1]. If the strand used
in the coil’s cables is given, only the magnetic field–change can be influenced by changing
the parameters and configuration of the CLIQ unit in use. If it is possible to change the
strand parameters, it is possible to further tailor the system as a whole (magnet plus CLIQ)
for improved protection14.

From the loss being proportional to the applied magnetic field change, one very important
conclusion can be drawn: looking again at figure 2.10, one wants to choose a discharge path
so that the polarities of the current in each individual electrical part is the opposite of what it
is in any adjacent part. This will mean that the applied magnetic field change will superpose
in the interface region of the two parts, and thus, the generated loss will be much higher
than if the polarities were the same.

Now, the peak power developed by the IFCCs will occur immediately after the initiation
of the CLIQ discharge, given that this is when the dIC/dt is the largest. It then follows from
the equation describing the IFCL power, equation 2.28, and the equation describing the total
magnetic field–change, equation 2.25, that there is a proportionality between the power and
the applied field–change,

PIF,peak =

Å
lf
2π

ã2 1

ρeff

Å
dBt,peak

dt

ã2
∝
Å

dBa,peak

dt

ã2
=

Å
fCLIQ

dIC,peak
dt

ã2
=

Å
fCLIQ

U0

Leq

ã2
,

[W m−3] (2.29)

By giving the equivalent inductance per meter, the proportionality relation can be rewrit-
ten as,

PIF,peak ∝
Ç
fCLIQ
L′eq

U0

lm

å2

, [W m−3] (2.30)

where L′eq [H m−1] is the equivalent inductance per meter, given as,

L′eq =
L′1L

′
2 −M ′122

L′1 + L′2 + 2M ′12
, [H m−1] (2.31)

From equaiton 2.30 it is then possible to define the CLIQ effectiveness,

Ψ =
fCLIQ
L′eq

, [m−1] (2.32)

Recalling from equations 2.12 and 2.13 that the parameter fCLIQ [T A−1] depends on
a given strand’s location in the coil, the Ψ [m−1] then describes the distribution of the
peak applied field–change obtainable for each individual strand, per volt of CLIQ charging

14Several issues must be taken into account, not only the protection, of course! This thesis, however, only
briefly touches upon considerations other than protection.
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voltage and meter of magnetic length15. It is independent of the cable and strand parameters
themselves, and also the parameters of the CLIQ unit. Apart from the second–order effects
of iron–yoke saturation and the dynamic coupling–current time–constants, this parameter is
purely geometric, and thus serves as a way to assess the “protectability” of a given coil with
CLIQ in mind.

Note that Ψ only describes the peak power development in a region of the coil, and it has
no influence over how much energy is deposited in total across the coil, as this last feature
largely depends on the available energy in the CLIQ capacitor as well as the way the currents
decay in the magnet.

Then, while Ψ does not give the actual magnitude of peak power developed, its distribu-
tion will give valuable information, through its peak and average value over the coil, about
how the magnet will behave during a CLIQ discharge. In coils with high magnetic field and
large energy densities, the optimal protection strategy is to introduce a quench as homoge-
neously and quickly as possible across the cables of the coil, and the degree of success for a
given CLIQ unit and configuration hinges on having a uniformly distributed Ψ of high aver-
age value across the coil16. In magnets operating at lower field and energy densities (such as
a high–field magnet during current ramp) it is not as important to quickly quench the whole
magnet, as the margin to quench is large, and a slow transition to the normal state will not
risk damaging the hot–spot17. It is now much more beneficial if the Ψ is concentrated in a
smaller region, indicating that a larger fraction of the total energy in the CLIQ capacitor is
deposited in a small volume, and as such is able to initiate the quench at all — with a large
margin to quench it is also harder to start the desired SC–to–normal–state transition!

2.4.1 CLIQ Effectiveness for the Three Configurations

The three CLIQ configurations possible for a dipole magnet have very different Ψ18; the PP,
where the upper and lower poles of the coil receive opposite initial CLIQ currents (see figure
3.8a), shows a fairly small effectiveness, while also concentrating the loss in the midplane
region of the coil. This is shown in figure 2.11.

This indicates that the PP will be a good choice for protecting magnets at low currents
(or at high margin to quench), since most of the IFCL will be concentrated in a small region.
Comparing the CLIQ effectiveness of the block–coil and the cos(θ) coil, it is clear that the
design of the block–coil suits the CLIQ protection system very well — in the cos(θ) coil,
the PP deposits loss only in a very limited number of cables, and thus the quench needs to
propagate through heat diffusion from there, while for the block–coil, the deposited IFCL will
quench many cables initially, and not rely as heavily on the slower process of heat propagation
in the coil.

15Note that the strand is the smallest meaningful unit of a superconducting cable for the sake of numerical
treatment, and as such, even if the field varies continuously it is convenient to treat it only at the location
of the strands.

16By “large energy density”, it is meant, large energy stored in the magnetic field, combined with an over–all
small magnet volume.

17The term “margin to quench” is explained qualitatively and developed quantitatively in chapter 3 for the
16 [T] block–coil dipole magnet.

18From before, there are, indeed, four configurations; however, the LL and LLrev have the same CLIQ
effectiveness, and thus there is no need to treat it uniquely — the case for why it makes sense to consider
a LLrev configuration after all is made later in this section.
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(b) PP on cos(θ) coil.

Figure 2.11: CLIQ effectiveness, Ψ, for the PP CLIQ configuration.

LL CLIQ configuration

For the LL, the case is very different; the equivalent inductance of this circuit is very small
as compared to the PP, because the mutual inductance between the inner and outer layers
is higher while the self–inductance is lower, the Ψ (as given in equation 2.32) is much higher
and more evenly distributed along the interface in question (the layer–layer interface). The
effectiveness of the LL is shown in figure 2.12.
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(b) LL on cos(θ) coil

Figure 2.12: CLIQ effectiveness, Ψ, for the LL CLIQ configuration.

The losses generated with the LL are higher than for PP, and do, in fact, touch strands in
the coil belonging to cables that experience close to the highest fields (see figure 2.5). Now,
oppositely to the conclusion for PP, the LL risks struggling at lower currents in the magnet,
because the energy in the CLIQ unit (being given only by the capacitance and charging
voltage) will be distributed over a far larger volume.

Before describing the CL it is convenient to justify the LLrev; both LL and LLrev will
have the same Ψ, seeing as the magnetic field change, generating IFCL, does not depend on
what side of the interface carries what current. It is, however, not irrelevant what electrical
part receives the initial positive CLIQ current. For the LL the positive current goes into the
inner layers while the negative goes in the outer layers. Referring back to the critical surface
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plot of Nb3Sn in figure 1.11, it is clear that when the CLIQ unit discharges a positive current,
the electrical part that receives this current will be pushed closer to its critical current (keep
also in mind that a higher current means a higher magnetic field), while the part that gets
the negative current is brought further away from the surface. This will translate into a
slight difference in the time it takes to initiate a quench in the magnet when talking of the
LL and LLrev; since the field distribution in a dipole is not uniform between the layers in the
coil, some parts of the coil will already be close to the critical surface than other parts. In
dipoles, it is always the inner layer that sees the largest magnetic fields, while in a block–coil
it will depend on the design, but typically, the outer layers will see the largest fields. If this
difference between inner and outer layers can be enhanced by the right choice of discharge
path, the protection of the magnet will be even more successful.

The other two (PP and CL) CLIQ configurations also see a difference when reversing
what branch receives the initial positive current; however, this difference does not translate
into a better protection performance, since the time to initiate the quench is the same, it
just changes whether it occurs in the upper or lower pole, due to the symmetry of the other
two configurations.

CL CLIQ configuration

The CL is, in a sense, a combination of the PP and LL. Since there will be current changes of
opposite polarity across the midplane as well, some IFCL will be generated there in addition
to the loss in the layer–layer interfaces. The effectiveness of the CL is shown in figure 2.13.

 

 

C
L

IQ
 e

ff
e
c
ti

v
e
n
e
ss

, 
Ψ

, 
[m

−
1
]

0.2

0.4

0.6

0.8

1

1.2

(a) CL on block–coil.

 

 

C
L

IQ
 e

ff
e
c
ti

v
e
n
e
ss

, 
Ψ

, 
[m

−
1
]

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

(b) CL on cos(θ) coil.

Figure 2.13: CLIQ effectiveness, Ψ, for the CL CLIQ configuration.

The same possible limitations to the LL also apply to the CL; since the energy of the
CLIQ unit is distributed as homogeneously as it is, it might prove difficult to protect a
magnet at lower currents, while on the other hand, it should perform similarly to the LL
when discharged at the magnet’s nominal initial transport current.

2.5 Lumped–Element Dynamic Electro–Thermal (LEDET) Model

In order to account for all the transient effects occurring in a SC magnet during a CLIQ
discharge, a comprehensive new modelling approach has been necessary as compared to
existing models [51, Chap. 4][81]. This section only gives a brief overview of the modelling
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approach adopted19.

2.5.1 Lumped–Element Modelling of Dynamic Electro–Thermal Effects

The model used is based on three separate parts; purely electrical, lumped, components; 2D
heat transfer model of the full magnet coil cross section; and a model accounting for the
coupling currents present in the coil during a magnetic transient (including their effect on
the electrical and thermal components).

With finite–element modelling it is possible to simulate the non–linear behaviour of SC
cables [86, 87], it, however, requires very long computational times, and if a faster approach is
possible, that is to be preferred for the sort of modelling one would want to do when designing
a protection system for a magnet — parametric studies with hundreds of simulations for
slightly varying input parameters.

Reducing the problem to a set of differential–algebraic equations by lumping together the
components of the problem, one can, with sufficient accuracy, simulate the electro–thermal
transient in a SC magnet. This approach provides a large improvement in computational
load, while still maintaining flexibility to model both large scale electrical transients in the
magnet as a whole as well as the coupling currents at strand level.

2.5.2 The Model

A purely electrical model, with components sorted as sources, storage and sinks is shown
schematically in figure 2.14. The power source, PS, provides energy that is stored in the
inductive and capacitive elements, L and C, and dissipated in the resistive element, R. As
the model is a closed system, energy exchanged with the exterior is to either the main
electrical network, EN, as a source, or the room–temperature infinite sink, RT.

Figure 2.14: Schematic representation of energy exchanges in an electrical model. Courtesy of
Emmanuele Ravaioli [51, Fig. 4.1].

Expanding this model to include thermal effects gives the schematic representation in
figure 2.15. Such electro–thermal models are important tools for the design of electrical

19It is important to make entirely clear that I did not myself contribute to the development of the Lumped–
Element Dynamic Electro–Thermal model (LEDET) model.
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systems where thermal behaviour also plays an important role [88, 89].
Since the transient occurring in the two domains influence each other, the software must

solve them simultaneously — when ohmic loss arises on the electrical side, this provides a
heat input to the thermal side, which in turn means a rise in temperature for the resistance
in question; this, of course, changes the voltage across the resistance, and in turn the power
developed in the element.

The schematic then consists of the same electrical elements as for a purely electrical model,
but introduces the thermal and electro–thermal coupling elements as well. Thermal energy is
stored in heat–capacitive elements, Cth, which will exchange energy with each other through
Pex. In an accelerator magnet for applications such as the LHC, it is usual to have the magnet
in a liquid helium bath — this constitutes an infinite sink for the thermal energy escaping
the system; transfer to the helium, HE, goes through PHe. The electro–thermal coupling
happens as ohmic loss develops in the conductor, RC, and transfers heat through Pohm to
the thermal domain. Other external heat sources can be accounted for, such as beam loss
or radiation, but if the heat source depends on the generation of loss through a mechanism
that relies on the very system itself, then this modelling approach is not satisfactory — the
coupling losses generated from the magnetic transient is dependent on the electromagnetic
interaction between the magnet’s field and the magnet’s conductor.

Figure 2.15: Schematic representation of energy exchanges in an electro–thermal model. Courtesy
of Emmanuele Ravaioli [51, Fig. 4.2].

The reality is that when the current in the magnet changes, this creates a change in
the magnetic field applied to the conductor, dBa/dt [T s−1], which in turn gives rise to an
induced, opposing, magnetic field, Binduced [T] [6, sec. 8.3.2]20. This means that during
an electromagnetic transient, part of the energy stored in the magnetic field will go towards
inducing local magnetic fields rather than contributing to the main field of the magnet. These
local fields cause currents to flow between the filaments of the SC strands, and between
strands (where that is relevant for the design). Seeing as these currents, developing with
a characteristic time–constant, flow through the copper matrix, they generate ohmic losses
called IFCL and ISCL.

The failure to account for these effects are indicated in the electro–thermal schematic

20Also discussed in section 1.5 and 2.2.
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(figure 2.15) as question marks, and the problem is two–fold: 1) Such a model does not
correctly take into account where the coupling loss comes from; as it stands in the model,
the loss is taken from an external source, but in reality, the source is internal to the system.
The energy is taken from energy stored in the magnetic field, which, ultimately, comes from
the power supply of the magnet. 2) The magnet’s varying differential self–inductance, which
depends on the coupling currents developed in the conductor and the saturation of the iron
yoke, is completely disregarded; as local coupling currents will alter the local magnetic field,
and thus, flux, in the conductor, Φ [Wb], they will also have an effect on the differential self–
inductance of the magnet, Ld = dΦ/dIM [H], while the yoke will influence the inductance by
screening parts of the coil from one another.

Figure 2.16 shows, schematically, how the LEDET model used for simulations in this
thesis solves the problem. By introducing a third domain, for coupling currents, it is possible
to accurately model the energy exchange between the electrical and thermal domains through
the locally arising coupling currents; the energy subtracted from the magnet, giving a change
in its differential self–inductance, is the input to the coupling current domain, Mcc from the
electrical to Mcc in the coupling domain. This energy is stored in the currents flowing between
the filaments and strands, Lcc, while a part of the energy is returned to the electrical domain
and another is turned to heat as input to the thermal domain going from Rcc through Pcc.
In addition to this, the self–mutual inductance of the magnet coil is scaled down by a factor
that depends non–linearly on the current in the magnet.

Figure 2.16: Schematic representation of energy exchanges in the LEDET model used for simula-
tion in this thesis. Courtesy of Emmanuele Ravaioli [51, Fig. 4.3].

The LEDET model on which all transient simulation results presented in this thesis re-
lies, then, consists of three lumped–element sub–domains, able to accurately reproduce the
electrical transient in the main magnet circuit, the thermal transient in the coil’s cross sec-
tion, and the inter–filament and inter–strand coupling currents in the coil’s superconductor,
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including the complex interdependence between the three domains. The software solves the
three sub–networks simultaneously, treating them as coupled networks.
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Chapter 3

Modelling of a 16 [T] Block Coil
Dipole Magnet

My thesis is, in essence, a description of how well it is possible to protect one particular
magnet — the block–coil dipole magnet intended for use in the 100 [TeV] FCC. This
chapter describes the magnet.

It also shows the energy margin of the magnet, how the CLIQ system relates to
it, with its several configurations, and I also describe how this particular magnet is
modelled.

Finally, I give a brief description of the investigated parameter space.

3.1 Magnet Parameters

The block–coil dipole magnet shown in figure 3.1 is a magnet designed at Lawrence Berkeley
National Laboratory (LBNL) over the last decade, as a response to the desire of creating
a 100 [TeV] hadron collider named the Future Circular Collider. The design is a first–of–
its–kind aproach to a high–field dipole magnet, and has been chosen as such for two main
reasons: 1) with this design, the width of the coil is controlled by the number of cables rather
than the number of layers (as for a cos(θ) coil), this makes it much easier to create a high
magnetic field as one can simply add cables according to the desired field1. 2) The design
allows a separation between the coil’s high–field and high–stress regions in order to better
deal with the strain dependence of Nb3Sn [3, 90–97].

1In a cos(θ) coil, the field is much more strictly given by the critical properties of the conductor — adding a
new layer takes a lot of space, and so an increase in the field will likely come from an increased current —
if the conductor is already operating at its peak, then this is not possible. For a block–coil, so long as the
critical field value is not exceeded, one can just add another cable/turn on the coil, and by that increase
the Ampére–turns very cheaply.
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Figure 3.1: Coil cross section of the block–coil dipole magnet investigated in this thesis.

Table 3.1 gives a non–exhaustive list of the parameters of the block–coil dipole magnet.
The parameters of the cable, from which the coil is wound, are given in table 3.2, and
parameters of the individual strands of the cable are given in table 3.3. Values marked with
“*” are those used directly in the simulation definitions2.

Table 3.1: Some important parameters of the magnet [3, 48].

Parameter Unit Value

Aperture [mm] 40–50

*Magnetic length [m] 14

*Nominal operating current [kA] 18.6

Bore field @ nominal current [T] 16.0

*Operating temperature [K] 1.9

Load line margin [%] 6

2Note that the physical dimensions given for the cable, namely height, width and insulation thickness, are
all values after the reaction process used to form Nb3Sn(see section 1.6.4).
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Section 3.2. Magnetic Field Distribution

Table 3.2: Some important parameters of the cable used in the magnet [3, 48].

Parameter Unit Value

*Number of strands 51

Strand twist pitch3 [mm] 127

*Cable width [mm] 22

*Cable height, inner edge [mm] 1.4

*Cable height, outer edge [mm] 1.4

*Insulation thickness [mm] 0.1

Table 3.3: Some important parameters of the strands used to wind the cables in the magnet [3,
48].

Parameter Unit Value

*Strand diameter [mm] 0.8

Nominal filament diameter [µm] 77

*Filament twist pitch [mm] 14

*Cu to non–Cu volume ratio 0.82

*RRR 287

3.2 Magnetic Field Distribution

With the magnet’s parameters defined, a computer program called ROXIE, developed at
CERN to aid in the design of the magnets for the LHC, simulates the steady state field in
the magnet, and will also be used to simulate the field in the coil when powering only one
electrical part at a time [83].

The magnetic field distribution, calculated for each individual strand, including both the
contribution from the iron yoke and the strand self–field effect4, from ROXIE, is given in
figure 3.2. It is of note that the strands closest to the bore are at, or very close to, the
peak magnetic field; this means that these strands will be very close to the critical surface
of the material (recall the critical surface of Nb3Sn given in figure 1.11), and consequently,
the enthalpy margin to quench is both quite similar and very low for this inner region, as
discussed in–depth in section 3.3. For the strands further away from the aperture the case
is the opposite; most strands experience a fairly low field, and will have larger margins to
quench.

Since CLIQ is able to deposit energy very uniformly in the coil, as postulated in section
1.8.3 and shown in chapter 2, the given field and strand distribution of the block coil indicates
that protection with CLIQ should be very feasible [98], seeing as the loss deposited by CLIQ

3Strand twist pitch is not deemed important for this thesis — an explanation for this is given in section 3.6.
4Including the self–field in ROXIE means that the simulation takes into account the magnetic field in the
outer regions of a strand caused by itself as well as the default calculation taking account only of all the
other strands in the coil.
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will touch a large number of individual cables of the coil, no matter what CLIQ configuration
is used5.

Magnetic Field, With Iron and Self−field
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Figure 3.2: Field distribution in the block–coil dipole magnet, for the nominal transport current
of 18.6 [kA], including the effect of the iron yoke and the self–field effect.

3.2.1 Separately Powered Electrical Parts

Since a CLIQ discharge introduces a different current in the two discharge paths of the magnet
(as discussed in section 2.1.1), it will be necessary to decompose the magnetic field in the coil
to the individual contributions from the four electrical parts. Assuming that the magnetic
field is a purely linear function of the applied current, one can obtain this decomposed field,
at the nominal transport current, using ROXIE once again. The resulting field components
are shown in figure 3.3

When superposing these four fields, in order to obtain the complete field in the magnet,
it becomes apparent that the non–linear effect of the iron saturation introduces some error.
Figure 3.4 shows the error in absolutes terms. As seen, the error is fairly uniform in the
central section of the coil, while quite a large error is also incurred in the outer regions.
Here, the magnetic field (as seen in figure 3.2) is very close to zero, so any difference will
mean a large relative error but not a critical one, as a quench is expected to begin in the
cables close to the coil rather than in the outer regions, which means that the magnetic field’s
influence on various material properties and the quench itself is not very large.

This, of course, means that the larger error incurred close to the bore is of concern. To
counter this, the magnetic field used for the calculation of the enthalpy margin to quench (see
section 3.3) is scaled down to make sure that it suppresses the superposition error. Given

5As opposed to a cos(θ) coil where the deposited loss, particularly for the PP CLIQ configuration, is localised
to only a few cables, as discussed in section 2.4.
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Outer Layer, Upper Pole Inner Layer, Upper Pole
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Figure 3.3: Contributions to the total magnetic field from the individual powering of all four
electrical parts, at the nominal transport current, 18.6 [kA].

the uniformity of the error, this is a good compromise between ease of implementation and
simulation versus the gain in accuracy.

3.2.2 Differential Inductance

As mentioned in section 2.5, the model must take into account the saturation effect of the
iron yoke. The approach adopted here is by using ROXIE to calculate the self and mutual
inductance of the various electrical parts of the coil at several different transport currents,
and with this, create a curve of coefficients used to scale the self–mutual inductance matrix
of the magnet during run–time. Figure 3.5 shows the differential inductance coefficient used
when running the model.

3.3 Enthalpy Margin to Quench

It is possible to define the coil’s enthalpy margin to quench, as discussed in section 1.7.2.
For this, the critical surface of Nb3Sn is needed, as shown in figure 1.11, in addition to the
heat capacities of the main materials constituting the coil’s cables in order to generate the
equivalent properties of each whole, individual, cable6.

6That is, the over–all heat capacity and thus, heat content, of the cable.
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Figure 3.4: Absolute difference between the fully powered field and the superposition of the four
partially powered fields.
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Figure 3.5: Normalised differential inductance as it varies with magnet current (current normalised
to nominal transport current of 18.6 [kA]).

Finding the heat content of the cable at any given temperature and magnetic field requires
taking volumetric averages over the different components/materials, and with that, weight
their contribution to the over–all enthalpy of the cable7.

Once all temperatures and magnetic field values have an associated enthalpy, one needs
the current sharing temperatures of each individual cable for all applied currents. This

7The heat capacities and their fit functions used for the calculation of the enthalpy are amassed from several
sources, some of which are private communications with supervisors [47]. The heat capacity fit function for
Nb3Sn is found in [99], while the one for copper is from [100].
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Section 3.3. Enthalpy Margin to Quench

process is done in several steps, but the idea is to locate where on the critical surface of
the material the given operating point is8. At any applied current, that will be equal in all
cables, the field across the different strands will vary, as seen in figure 3.2, which means that
the cables will be at different distances from the critical current it can carry; remember also
that the entire magnet is at a temperature of 1.9 [K].

Since the strands are fully transposed several times within the length of a given cable, all
strands will at some point be located at the point in the cable that experiences the largest
magnetic field within that cable. This peak field is what is used to determine the enthalpy
margin in the individual cables9.

The task now is to go through each cable, and see how high the temperature needs to
be in order for the applied current density to be equal to the critical current density; this
is the current sharing temperature. From this and the temperature dependent enthalpy, the
margin to quench is found.

Figures 3.6 and 3.7 show the margin to quench and the temperature margin for each cable
in the coil, for the nominal transport current. As seen, the margin to quench in regions of
low magnetic field is far higher, about two orders of magnitude, than the margins at very
high fields. This is because at lower fields the distance between the given operating point
and the critical surface is enormous. This also means that it might be harder to protect a
magnet at lower current than higher, in the sense that more energy must be delivered, since
the magnetic field in the coil is lower for lower currents. On the other hand, the protection
system does not need to be as fast, since the energy density in the coil is low, and thus
heating of the hot–spot during a quench is slow. At higher current levels, the challenge will
be to deliver energy fast enough to avoid damage to the hot–spot. Appendix B plots the
quench and temperature margins for 75%, 50% and 25% of the nominal current as well.

Nominal Transport Current — Enthalpy Margin to Quench
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Figure 3.6: Enthalpy margin to quench in the different cables of the coil for an initial transport
current of 18600 [A] (the nominal current).

8The operating point here refers to what current is applied to the magnet “at the moment”.
9Note that in section 3.2.1, the scaling done to the main field was to obtain just the field needed for the
calculation here.
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Nominal Transport Current — Temperature Margin
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Figure 3.7: Temperature margin in the different cables of the coil for an initial transport current
of 18600 [A] (the nominal current). Note that the given temperatures signify the
temperature above the operating temperature of 1.9 [K] the cable needs to be heated
to.

The temperature margin shown in figure 3.7 gives the needed temperature increase above
the operating temperature that will quench the cable. The temperature increase will come
from a combination of heat propagation from adjacent cables, particularly the ones that
have already quenched, and thus experience large ohmic losses, and the heat generated by
the protection system; in this case, the IFCL from a CLIQ discharge.

3.4 CLIQ on the 16 [T] Block–Coil Dipole Magnet

The initial current polarities indicated in figure 2.10 are recreated in figure 3.8 for the cross–
section of the block–coil. As pointed out in section 2.4, the CLIQ protection system relies
on having regions of the magnet receive oppositely directed current changes. As seen, there
is a large difference in what regions receive what current between the different CLIQ config-
urations; performance differences are thus expected to be clearly visible in results.
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(a) Initial current polarity for a discharge
with the Pole–Pole CLIQ configuration.

(b) Initial current polarity for a discharge
with the Crossed–Layer CLIQ configura-
tion.

(c) Initial current polarity for a discharge
with the Layer–Layer CLIQ configura-
tion.

(d) Initial current polarity for a discharge
with the Layer–Layer Reverse CLIQ con-
figuration.

Figure 3.8: Initial current polarity in all four CLIQ configurations possible for the block–coil dipole
magnet. Green indicates a current flowing out of the page, while a red one indicates
a current flowing into the page.

Table 3.4 gives the inductance values of the different paths for the three unique CLIQ
configurations10. As seen, the equivalent inductance for both LL and CL are much lower
than for the PP. This is one part of the reason for why there is such a large difference in the
CLIQ effectiveness between the PP on one side and LL and CL on the other (the other part
of the reason being that the layers within a pole are more strongly coupled than the poles
are to each other).

It is important to note that L1 and L2 are practically the same for the LL configura-
tion. For a cos(θ) coil, discharging the CLIQ between layers is expected to give rise to very
asymmetric inductances, seeing as the inner layer in such a coil experiences a substantially
different magnetic field, and thus couples very differently to the rest of the coil. For the
block–coil, however, the inner and outer layers are almost perfectly matched with respect to
inductance — whether this is a design feature, an intrinsic property of block–coils or just

10Since the LL and LLrev use the same paths, the inductances are the same, with the caveat that L1 and
L2 are switched — the equivalent and mutual inductance, of course, stay the same.
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a coincidence is unknown to the author. As results presented later in the thesis suggest, it
might be an intrinsic property of the block–coil design.

The geometric discharge parameters introduced in equations 2.8 and 2.9, repeated below,
are listed in table 3.5. Given the balance between the inner and outer layer inductance, these
geometric parameters will also be balanced for the LL CLIQ configuration. The symmetry of
the PP and CL, means that for those discharge paths, the parameters are exactly balanced.

fg,1 =
L2 +M12

L1 + L2 + 2M12

fg,2 = − L1 +M12

L1 + L2 + 2M12

Table 3.4: Inductance values for the discharge paths when employing the various CLIQ configura-
tions. Note that the LL and LLrev will have the same path, and so they are not entered
twice in the table.

Configuration L1 [mH m−1] L2 [mH m−1] M12 [mH m−1] Leq [mH m−1]

PP 2.20 2.20 1.01 0.59

LL 1.85 1.87 1.35 0.25

CL 1.81 1.81 1.40 0.20

Table 3.5: Geometric parameter values for the discharge paths for the various CLIQ configurations.

Configuration fg,1 fg,2

PP 0.500 -0.500

LL 0.501 -0.499

CL 0.500 -0.500

The CLIQ effectiveness of this magnet is already presented in section 2.4, and so the
complete plots are not repeated here, however, when discussing the model size reduction
later in this chapter, the plots will be revisited.

The mean and maximum values of the CLIQ effectiveness for the different CLIQ config-
urations are listed in table 3.6.

Table 3.6: Mean and maximum value of the CLIQ effectiveness for the various CLIQ configurations.

Configuration Ψmean [m−1] Ψmax [m−1]

PP 0.29 0.66

LL 0.50 1.15

CL 0.52 1.24
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3.5 Simulating the 16 [T] Block–Coil Dipole Magnet

For running the actual simulations of the quenches, an object oriented simulation framework
named Transient Analysis with Lumped Elements in Superconductors (TALES) has been
used [101]. This simulation framework applies the LEDET model described in section 2.5 by
making use of the Simulink package in MATLAB [102], and all simulation results of transients
presented in this thesis are produced by this software. An important note about the results
generated by the simulation software is that it assumes that the hot–spot temperature rises
adiabatically. This means that a very pessimistic approach to the problem is taken, and
thusly, the temperature of the hot–spot, which ultimately is the value used to evaluate the
performance of a given protection system, is overestimated.

3.5.1 Model Size Reduction

So far, every single strand in the coil has been taken into account when calculating the field or
the CLIQ parameters; running hundreds of simulations with complete modelling of thermal
and electromagnetic behaviour, including phase transitions and saturation effects, keeping
track of the over 10000 strands in the block–coil dipole magnet is unfeasible11. It is also
unnecessary; as mentioned when discussing the enthalpy margin to quench in section 3.3,
each strand in a cable is transposed so as to be in each possible location in the cable cross
section within a length given by the strand transposition pitch. This means that the peak
field in the cable, the largest field any one of the strands within the cable is subjected to,
can be used as the field of the entire cable for the sake of determining the occurrence of a
phase transition12. This is the first significant reduction in size of the model eventually run
with the TALES software.

Further reduction is made by grouping blocks of strands together for which the magnetic
fields on the one hand, and the CLIQ effectiveness on the other, are similar. Using the com-
plete geometry of the block–coil, the way strands are grouped together in blocks is indicated
in figure 3.9. By grouping together such large amounts of the coil, the computational load is
substantially reduced; provided the loss of accuracy is acceptable.

11It is worth mentioning that off the books, E. Ravaioli (my CERN supervisor) is working on a new approach
to the LEDET model, which allows for very fast simulation of all strands in the magnet — this is only in
development, but seems like a promising and very interesting tool for the future.

12The true field of the location in question is used when calculating other parameters that depend on the
magnetic field, such as the magnetoresistive contribution to the electrical resistance.

67



Chapter 3. Modelling of a 16 [T] Block Coil Dipole Magnet

−70 −20 30

−50

0

50

HD2 Magnet Geometry, with visible blocks

x [mm]

y
 [

m
m

]

Figure 3.9: All blocks of the block–coil magnet are indicated with a randomly, insignificant, chosen
colour.

PP CLIQ configuration

Figure 3.10 shows how well the chosen grouping of strands manages to capture the CLIQ
effectiveness for the PP CLIQ configuration. The left hand side of the figure is the strand–by–
strand, that is, the complete picture, while the right hand side is the one achieved with the
block–by–block grouping. The two sides would, ideally, be perfectly symmetrical. Evidently,
this is not entirely the case, but a fair approximation is reached all the same — the losses in
the parts closest to the bore are expected to be modelled accurately, and the midplane–region
does not see a large loss of accuracy, although there is a small drop in the peak value, due
to Ψ being averaged over several strands (typically about 50).
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Figure 3.10: Strand–by–strand CLIQ effectiveness in the block–coil on the left, and the block–by–
block reproduction achieved with the chosen grouping of strands on the right, for the
PP CLIQ configuration.

Table 3.7 shows that while the average value is still the same (as is expected), the peak
value as been reduced by about 15%. This means that the loss generated in the peak regions,
following the expression in equation 2.30, will fall by about 30% as compared to the full
strand–by–strand calculation. This is not extremely large, and as explained when discussing
the enthalpy margin to quench in section 3.3, the cables close to the bore are expected to
quench much sooner than the ones in the middle of the coil, and thus, an error in the loss
generated there will have little influence over the complete transient.

Table 3.7: Mean and maximum value of the CLIQ effectiveness for the strand–by–strand VS block–
by–block when adopting the PP CLIQ configuration on the block–coil.

Approach Ψmean [m−1] Ψmax [m−1]

Strand–by–strand 0.29 0.66

Block–by–block 0.29 0.56

LL CLIQ configuration

Figure 3.11 shows how well the chosen strand grouping is able to capture the CLIQ effective-
ness in the block–coil for the LL CLIQ configuration, while table 3.8 summarises the mean
and peak value of the CLIQ effectiveness.
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Figure 3.11: Strand–by–strand CLIQ effectiveness in the block–coil on the left, and the block–by–
block reproduction achieved with the chosen grouping of strands on the right, for the
LL CLIQ configuration.

Table 3.8: Mean and maximum value of the CLIQ effectiveness for the strand–by–strand VS block–
by–block when adopting the LL CLIQ configuration on the block–coil.

Approach Ψmean [m−1] Ψmax [m−1]

Strand–by–strand 0.50 1.15

Block–by–block 0.50 0.95

Again, there is a clear drop in the peak value, for this case a little less than 20%, which
means about 40% lower peak deposited power. However, as before, the location of the peak
deposited power is not where the initial quench is expected to occur, based on the margin to
quench, and so, the influence of this error is not expected to be very large. Note also that the
loss profile is captured very well, and also, that the region closest to the bore is acceptably
reproduced.

CL CLIQ configuration

The final CLIQ configuration, the CL, is shown in figure 3.12, while table 3.9 gives the
summary. There is complete loss of accuracy in modelling the Ψ in the midplane region; as
for the PP this is not critical, but it is worth noting that this loss of resolution is unfortunate;
however, the loss in other parts of the coil is approximated very well, and particularly the
loss in the inner–most cables in the upper layer is captured satisfactorily. Since the modelled
Ψ for the CL and LL now is quite similar, one would expect them to perform quite similarly,
barring the fact that the LL can be reversed to the LLrev. The lowered peak effectiveness
follows the same trend as for the LL and thus a drop of about 40% in the peak developed
power is expected (as compared to the full strand–by–strand case).
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Figure 3.12: Strand–by–strand CLIQ effectiveness in the block–coil on the left, and the block–by–
block reproduction achieved with the chosen grouping of strands on the right, for the
CL CLIQ configuration.

Table 3.9: Mean and maximum value of the CLIQ effectiveness for the strand–by–strand VS block–
by–block when adopting the CL CLIQ configuration on the block–coil.

Approach Ψmean [m−1] Ψmax [m−1]

Strand–by–strand 0.52 1.24

Block–by–block 0.50 0.98

Magnetic field

The magnetic field in the block–coil, at nominal current, is shown in figure 3.13, while table
3.10 gives the summary. The field is captured almost perfectly with the chosen grouping
of strands — there is no difference in the peak magnetic field value, and the only loss of
features between the full and the reduced representation is in the outermost regions of the
midplane region, where the minimum is not out at the edge, but rather a few cables in, while
the reduced representation indicates that the zero is at the coil’s outside edge.
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Figure 3.13: Strand–by–strand magnetic field in the block–coil on the left, and the block–by–block
reproduction achieved with the chosen grouping of strands on the right.

Table 3.10: Mean and maximum value of the magnetic field for the strand–by–strand VS block–
by–block at nominal current in the block–coil.

Approach Bmean [T] Bmax [T]

Strand–by–strand 9.24 18.40

Block–by–block 9.25 18.40

3.6 Investigated Parameter Space

With this, everything is set to run simulations, and the remaining chapters of the thesis are
dedicated to the presentation and discussion of results from these simulations. This section
will briefly outline the parameter space investigated in the simulations.

CLIQ parameters The nominal CLIQ unit is chosen with parameters CCLIQ = 100 [mF],
U0 = 1000 [V]. The parameters investigated in addition to these is a CLIQ charging voltage
of 1.2, 1.5 and 2.0 [kV], and a CLIQ capacitance of 200 [mF].

CLIQ configurations Initial results will be based on the PP CLIQ configuration, simply
because this is the configuration that can usually be employed without large difficulty on an
existing magnet. Given that the block–coil investigated here is not actually built, the PP
is not chosen as a strictly “nominal” case. In addition to this, the LL, LLrev and the CL is
tried.
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Initial transport current The nominal initial transport current for the block–coil is cho-
sen as the current needed to achieve 16 [T] in the centre of the magnet aperture. In addition
to this current, one larger current, typically 100 [A] below the short–sample current13. This
is chosen because during initial magnet testing the coil will be run at this current. Also,
currents of 75, 50 and 25% of the nominal current are tried, to take into account that the
magnet must stay protected also during a ramp of the current.

RRR The nominal design parameter for the strands used in the block–coil is 287. While
this is quite high, it has been kept for the sake of consistency with other work done on the
block–coil. In addition to the nominal value, RRRs of 200 and 100 have been tried.

Fraction of non–copper The nominal copper fraction is given as 45%, meaning a fraction
of non–copper as 55%. In addition to this, the fraction of non–copper has been tried at 45,
50, 60 and 65%. Values of non–copper fraction below the chosen ones will be so low that
the critical current of the strand is below the needed nominal current, and as such it is
uninteresting to simulate. Values of non–copper above 65% leaves too little copper in the
strand, and so the temperature increase is too high to maintain protection at higher currents;
thus it is not interesting to simulate.

Filament twist pitch The nominal filament twist pitch is set to 14 [mm]. From the
discussion in chapter 2, this seems very close to an optimal value, however, in addition to
this, pitches of 10, 12.5, 15, 17.5, 20, 30 and 50 [mm] have been tried.

Critical surface In equation 1.11 there is a parameter called C(ε) where ε is the strain,
which has been assumed to be zero14. Disregarding the strain dependence, the parameter is
simply a constant called C0, that relates to the pinning properties of the superconducting
material, and its nominal value is 46.7 [kAT0.5 mm−2]. In addition to this nominal value,
56.1, 70.1, 93.4 and 186.8 [kAT0.5 mm−2] are tried.

Coil geometry So far, only the first design presented in [3] has been discussed. However,
the 16 [T] block–coil geometry is not fully decided; changing it will allow for very interesting
optimisation possibilities with the CLIQ system. The different geometries will be presented
in more detail in chapter 5, but summarised they are as such;
Variant A

This is the first design presented in [3], and is convenient to use as a base–line design
for the sake of having a reference.

Variant B
Using the same envelope as the base–line design, this coil employs about a 20% reduc-
tion in the number of cables by increasing the height of the cables (larger strands).
This reduces the inductance of the coil, and CLIQ is expected to perform better for
this coil geometry.

Variant C
Contrary to variant B, this coil lowers the height of the cables, increasing by about 20%
the number of them — this increases the inductance of the coil, and CLIQ is expected
to perform poorer for this coil. The reason this design is of interest is that a smaller

13The short–sample current is the current that causes a quench in the magnet without interference from
outside factors; that is, the current that brings a part of the magnet above the critical current.

14Argument for this is given in section 3.3.
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cable means that all the warm parts of the circuit (power supply, leads, diodes, etc.)
can all be dimensioned smaller than in the base–line case.

Variant D
This is the graded coil design presented in [3]. The idea is to have most of the coil made
up of many thin cables with low margin to quench, and an insert in the inner regions
of the coil, close to the bore, of larger cables that have a larger margin to quench, with
the benefit of being able to push the magnet current, and thus, field, higher, since the
insert is more stable against quenches. This design is much more complicated than the
others, and as such, it is hard to make a prediction; in theory though, the inserts could
be used as an electrical part for the sake of CLIQ discharge path, which does open up
the possibility to deposit loss right in the middle of the high–field region.

Variant F15

In principle very similar to variant A, but the whole coil has been scaled up by a factor
so as to increase the aperture of the magnet. This means that the cables are also larger,
and therefore have larger margins to quench. This design includes a change in the iron
yoke, so as to avoid the coil touching it. The larger coil should prove easier to protect
than the base–line design, for the same reason as variant B.

Strand Twist Pitch

In this thesis, the effect of the strand twist pitch has been disregarded completely, and a
brief but sufficient explanation for this is given here.

When stacking several cables together, such as is done to create a block–coil dipole
magnet, the time–constant for the ISCC is given as such [51, eq. 4.42],

τISCC,stack =
αcNc

αc + cstack(Nc − 1)
τISCC,cable, [s] (3.1)

where cstrand is a constant that depends only very slightly on the number of strands in the
cable, Ns, and it is about 1 for Ns = 8 and 1.15 for Ns = 40. αc = Ns/4, and τISCC,cable,

τISCC,cable = csls
N2

s − 4Ns

Rc
, [s] (3.2)

where cs is a constant between 16 and 17 [nΩ s m−1] [10, p. 78], ls is the strand twist pitch
and Rc is the cross contact resistance.

By assuming a strand twist pitch as the nominal one, 127 [mm], a stack of 25 cables, 40
to 80 strands in each cable, and a cross contact resistance of 100 [µΩ], the expected time–
constants of the ISCC will range between 160 and 1300 [ms]. Even the lowest value is far
above what is relevant for the oscillations during a CLIQ discharge, as the ISCC will be so
slow to develop that the applied magnetic field change will have changed direction before
any noticeable ISCL has been deposited in the coil. Thus, the strand twist pitch is not an
investigated parameter in this thesis.

15There exists a variant E, which is the same as variant A, but with a much wider coil; the aperture is
kept the same, but the number of cables wound around this aperture is much larger than the base–line
design. The results for this coil are not presented here, as the simulations are very unreliable — the way
the differential inductance is taken into account in the model ends up making the simulations unstable due
to the heavily reduced self–mutual inductance of the coil. This is caused by the fact that for such a wide
coil, the iron yoke comes extremely close to the winding pack, and thus the saturation effect plays a far
larger role for this coil than the others.
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Effective Transverse Resistivity

Section 1.6.2 mentions the cross contact resistance, and that in the case of Nb3Sn it is usual
to take this parameter as,

ρeff,0 =
1− fSC
1 + fSC

ρm, [Ω m] (3.3)

this is for the limiting case of zero cross contact resistance.
For this thesis, the actual cross contact resistance is not known, and in previous inves-

tigations, not recited here, the importance of this parameter is not substantial, particularly
not compared to several of the other variables in the parameter space16. For this reason, the
effective matrix resistivity, ρeff, is assumed equal to the Copper resistivity without the effect
of increased or decreased path–length through superconducting filaments.

16I looked at the effect of this parameter in the Specialisation Report earlier in 2015.
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Chapter 4

Protection of the 16 [T] Block–Coil
Dipole Magnet

The first simulation results are presented in this chapter. They are all for the block–coil
dipole presented in chapter 3.

Firstly I show the agreement between CLIQ generated losses and the initial quench
in the magnet, then some indicative results about the performance of QH on the magnet.

The effects of varying several parameters are then investigated — initial transport
current, the CLIQ parameters, the CLIQ configuration, the RRR and filament twist
pitch, the fraction of non–Copper and finally, improvement of the superconductor.

4.1 Initial Results — Nominal Case

As stated in sections 1.7 and 1.8, the hot–spot temperature is the first and foremost measure
of a protection system’s ability to actually keep a magnet coil from taking damage during a
fault. Figure 4.1 shows how the hot–spot temperature develops in the coil during a CLIQ
discharge. The initial transport current in the magnet is 18.6 [kA], while the CLIQ unit used
has the nominal parameters of CCLIQ = 100 [mF], U0 = 1000 [V].
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Figure 4.1: Discharge currents, CLIQ current and hot-spot temperature development in the block–
coil magnet during discharge of a CLIQ unit of parameters, CCLIQ = 100 [mF], U0 =
1000 [V].

The currents, I1 and I2, oscillate and after some time, the coil quenches; the currents in
the magnet clearly decay, as they are expected to given the expressions in chapter 2.

As seen, the hot spot temperature is kept right below 350 [K]. While technically protected
(as given by the chosen limit of 350 [K]), this also means that there is no real margin during
operation, and also, when training the magnet, the current level will be run closer to the
short–sample current, and thus an even higher hot–spot temperature will be reached, which
in turn means that one risks damaging the coil during the commissioning of the magnet.

The time it takes a block to quench is shown in figure 4.21. It is clear that the initial
quench starts very fast after the CLIQ unit is triggered; the unit is triggered at t = 1 [ms],
while the quench starts only about 2 [ms] after the triggering. While the quench both arises
and propagates extremely fast, it is still insufficient from a protection point of view, given
the final hot–spot temperature of 350 [K].

1recall section 3.5.1 regarding the definition of a block of the magnet as a volume within which all parameters
of the strands are averaged
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Figure 4.2: Time to quench individual blocks in the magnet coil during discharge of a nominal
CLIQ unit of parameters, CCLIQ = 100 [mF], U0 = 1000 [V].

4.1.1 IFCL in the Coil

The IFCL generated in the magnet coil is given in figure 4.3. Only values for electrical part
1 and 2 are shown, as the ones for parts 3 and 4 are symmetric to 1 and 2. By integrating
the individual curves in the figure over time, one gets the total energy deposited in a given
block, as shown in figure 4.4. Note that a darker colour is assigned to blocks closer to the
bore. The loss in electrical part 2 has one subset of curves at the darker colours very similar
to the curves in electrical part 1 — these are the blocks closest to the aperture. Then there
is a subset of curves with a much lighter colour, indicating that they belong to blocks closer
to the middle of the magnet. Looking back to the plot of CLIQ effectiveness in figure 3.10,
this is exactly as predicted. Ψ in blocks close to the aperture is very similar when comparing
the outer and inner layers of the coil (electrical part 1 and 2 respectively), while in the inner
layer, there is a peak in the deposited loss in the middle of the coil (lower part, towards the
midplane).
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Figure 4.3: IFCL development during CLIQ discharge in the block–coil dipole magnet operating
at nominal initial transport current and with nominal CLIQ parameters.

On the scale shown, it is not so easy to discern how the deposited loss causes a quench,
as the initial quench occurs after less than 3 [ms]. Figure 4.5 shows only the first 4 [ms] of
the discharge, with the CLIQ unit triggered at t = 1 [ms]. The blue curve gives the coil
resistance of the relevant electrical part, and as seen, there is excellent agreement with the
calculated margin to quench, shown in figure 3.6, and the time of initial quench onset2. Note
that after the first quench, it becomes increasingly (with time) unreliable to determine when
a new block quenches solely from the deposited IFCL because the normal–zone generates
large amounts of ohmic heat that propagates to adjacent blocks — this means that the IFCL
will only be a part of the over–all energy deposited in the block, and the quench will occur
sooner than what a comparison between the enthalpy margin and IFCL deposition would
indicate.

2Note that the right axis gives the resistance while the left axis gives the deposited loss.
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Figure 4.4: Total energy deposited during CLIQ discharge in the block–coil dipole magnet oper-
ating at nominal initial transport current and with nominal CLIQ parameters.
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Figure 4.5: Total energy deposited during CLIQ discharge in the block–coil dipole magnet operat-
ing at nominal initial transport current and with nominal CLIQ parameters, together
with the electrical resistance in the relevant electrical part as it develops in time.
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4.1.2 Temperature Margin

The temperatures in the coil develops as shown in figure 4.6. Keeping in mind the tempera-
ture margin plot of figure 3.7, also here there is perfect agreement between the critical surface
of the magnet and the simulated quench propagation3. Initially, the temperature rises only
due to the deposition of IFCL4. Once a block quenches, the massive ohmic heat generation
completely dominates the thermal development of the material. Note that the temperature
rise in electrical part 2, in blocks that have yet to quench, is faster than the one in electrical
part 1. This, of course, is because the IFCL is a lot higher in part 2 (about 2 to 3 times
higher), giving a quicker heating.
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Figure 4.6: Development of the temperature in all blocks during CLIQ discharge in the block–coil
dipole magnet operating at nominal initial transport current and with nominal CLIQ
parameters.

4.2 Quick Note on Quench Heater Performance

In figure 4.7 the same CLIQ discharge from figure 4.1, but now including results from a
simulation with the same magnet parameters, protected with Quench Heaters (QH), is shown.
The two main parameters of the QH system are their coverage (how much of their total area
actually consist of heat–generating material) and the thickness of the insulation between
the QH strip and the coil’s cables. It is very important to note that the QH simulations
presented briefly in this section are only rough estimates, as there is no reliable way to check
the validity of the simulation results for this magnet. They should, however, give an idea of
the expected protection performance when applied to the block–coil.

3The plots for margins are calculated with different computer codes than the simulations, although the
margin plot codes, of course, uses the same material parameters.

4And a small contribution from heat propagation, lowering the temperature of hotter blocks while increasing
the temperature of colder blocks.
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As is clear, the hot–spot temperature rises far too fast and high, and the magnet is
not protected at all by QH at nominal initial transport current. The curve showing the
discharging current for the QH simulation abruptly stops due to a condition set in the
simulation software; when the hot–spot temperature reaches 500 [K] it is assumed that no
further simulation is of interest.
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Figure 4.7: Discharge currents and hot-spot temperature development in the block–coil magnet
during discharge of a CLIQ unit of parameters, CCLIQ = 100 [mF], U0 = 1000 [V], and
a quench heater circuit of 30% coverage and 50 [µm] insulation thickness, at nominal
initial transport current.

The resistance development in the two cases are shown in figure 4.8. The QH are only able
to start a quench in the coil after about 15 [ms], more than 10 [ms] after CLIQ. The initial
resistance rise is also much slower and only picks up once heat propagation from quenched
blocks has become substantial.

83



Chapter 4. Protection of the 16 [T] Block–Coil Dipole Magnet

0 0.05 0.1 0.15 0.2 0.25
0

300

600

900

1200

1500

Time, t, [s]

C
o

il
 r

e
si

st
a
n

c
e
, 

[m
Ω

]

 

 

CLIQ

Quench heaters

Figure 4.8: Coil resistance development in the block–coil magnet during discharge of a CLIQ unit
of parameters, CCLIQ = 100 [mF], U0 = 1000 [V], and a quench heater circuit of 30%
coverage and 50 [µm] insulation thickness, at nominal initial transport current.

A simple parametric study of how the QH performance is affected by initial transport
current in the magnet, coverage and insulation thickness is shown in figure 4.9 shows a very
compact summary of these simulations. In the figure, for the nominal transport current
(18.6 [kA]), none of the parameters for the QH provide sufficient protection. For the smallest
insulation thickness, both 30 and 50% coverage manage to keep the hot–spot from blowing up
only because the enthalpy margin to quench is extremely small at the short–sample current
(by definition). From these results, it is clear that QH are nowhere near able to protect the
magnet at any current level above about 65% of the nominal, and as such, the need for a
better protection system is evident.
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Figure 4.9: Summary of QH performance at all initial transport currents, and varying coverange
and insulation thickness.

4.3 Effect of Varying Initial Transport Current

It is important that the protection system is able to keep the magnet from taking damage
over a large range of operating conditions; notably, the system must protect the magnet also
during current ramp–up and ramp–down in the phases of accelerator operation that require
a magnetic field lower than the nominal. It is also necessary to protect the magnet during
its commissioning, as training is an essential part of this stage5.

Figure 4.10 shows how the currents in the magnet decay when the discharge happens at
different initial transport current. The two notable features are that the oscillations are far
less damped for lower initial transport current, and that the decay itself also decays with
a much longer time–constant. The reason for this is found in figure 4.11. The electrical
resistance of the coil rises both much later and much slower for a lower initial transport
current than for a higher one. From the definition of the attenuation and then equation 2.7
it is clear that a lower resistance will give a much lower damping of the current, and taking
also the damping factor into account, the oscillations themselves are also far less damped
when the resistance is lower.

5Magnet training is a phenomenon where a magnet has better critical parameters after a quench than before
— during operation the the coil moves a little bit under the magnetic forces it experiences. These movements
release small amounts of frictional heat, enough to quench the magnet, but once one part of the coil has
“settled” it no longer moves, and so, the magnet is now more resilient towards a quench during operation [7,
p. 411][72, p. 81–82].
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Figure 4.10: Discharge currents in the block–coil during discharge of a nominal CLIQ unit of
parameters, CCLIQ = 100 [mF], U0 = 1000 [V]. The initial transport current has
been varied as such: 100 [A] below the short sample current, the nominal current,
75% of nominal current, 50% of nominal current and 25% of nominal current
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Figure 4.11: Resistance development in the magnet coil during discharge of a nominal CLIQ unit
of parameters, CCLIQ = 100 [mF], U0 = 1000 [V]. The initial transport current has
been varied as such: 100 [A] below the short sample current, the nominal current,
75% of nominal current, 50% of nominal current and 25% of nominal current

At the higher transport currents two effects contribute to quick and high rise in coil
resistance; firstly, the high current means, as discussed before, that a given strand in the coil
requires only very little heat input to be driven into the normal state. Secondly, since the
energy stored in the magnetic field is proportional to the square of the transport current,
much more energy flows into the quenched parts of the coil, resulting in a faster temperature
rise, which in turn gives a higher over–all coil resistance.

Despite this large difference in coil resistance development, potentially indicating that the
magnet might be insufficiently protected at lower currents, the final hot–spot temperature
is monotonically falling with initial transport current, as shown in figure 4.12. This means
that the protection challenge for this magnet lies in the current ranges close to and above
the nominal operating current.
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Figure 4.12: Hot–spot temperature development in the block–coil magnet during discharge of a
nominal CLIQ unit of parameters, CCLIQ = 100 [mF], U0 = 1000 [V]. The initial
transport current has been varied as such: 100 [A] below the short sample current,
the nominal current, 75% of nominal current, 50% of nominal current and 25% of
nominal current

4.4 Effect of Varying CLIQ Parameters

Equation 2.7 indicates that the choice of CLIQ parameters will have a, potentially, large
impact on the way the current oscillates, and figure 4.13 shows how the CLIQ current alone
looks when discharging the unit into the block–coil magnet at the nominal initial transport
current, for various CLIQ parameters.

88



Section 4.4. Effect of Varying CLIQ Parameters

0 0.05 0.1 0.15 0.2 0.25
−6

−5

−4

−3

−2

−1

0

1

2

3

Time after trigger, t [s]

C
L

IQ
 c

u
rr

en
t,

 I
C

, 
[k

A
]

 

 

C = 0.1 mF, U = 1000 V

C = 0.2 mF, U = 1000 V

C = 0.1 mF, U = 1200 V

C = 0.1 mF, U = 1500 V

C = 0.1 mF, U = 2000 V

Figure 4.13: CLIQ current during discharge into the magnet coil operating at nominal initial
transport current.

As predicted by equation 2.7, only the peak of the current is influenced by the voltage —
a higher voltage gives a higher peak current, with the amplitude given by the 2000 [V] unit
more or less twice that of the 1000 [V] unit. Theory predicts exactly twice the amplitude,
but also the coil resistance development must be taken into account, as the time and speed
of quench changes (as seen in figure 4.14). The attenuation is not very sensitive to the CLIQ
voltage, as seen by the extrema occurring at the same times among the curves for varying
voltage.

The curve for a larger capacitance also follows the predictions of equation 2.7; the larger
capacitance somewhat increases the peak amplitude, but when taking into account that the
damping factor changes a lot, the amplitude cannot increase as swiftly as for the voltage6.
However, given the substantially changed damping of the circuit, the “dragging out” of the
curve is as expected.

Looking, then, at figure 4.14, showing the coil resistance development for the different
CLIQ parameters, as well as figure 4.15, showing the hot–spot temperature in the coil for
the same discharges, two conclusions and a few remarks can be made.

Firstly, the difference in hot–spot temperature when changing the voltage or the capac-
itance by factors of two, is not substantial; only about 25 [K] separates the 1 and 2 [kV]
cases, but constructing a system safe at 2 [kV] is a non–trivial problem given space restraints
and sensitivity of other equipment in the circuit. Secondly, the quench development, and
hence the coil resistance development, for the nominal and double capacitance cases, are very
similar. The reason for this is that the initial dI/dt stays the same for varying capacitance,
which gives the same initial coupling loss.

6A larger capacitance gives a smaller oscillating frequency, which in turn means that the damping of the
circuit (as compared to the nominal capacitance case) is closer to critically damped.
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Figure 4.14: Coil resistance development during CLIQ discharge into the magnet coil operating at
nominal initial transport current.
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Figure 4.15: Hot–spot temperature development during CLIQ discharge into the magnet coil op-
erating at nominal initial transport current.

Now, as per the theory presented, it would be expected that the hot–spot temperature
of the magnet protected by a 200 [mF] CLIQ unit should be lower — it has the same initial
dI/dt, but a slightly higher peak current and thus maintains same dI/dt for a somewhat
longer time as compared to the nominal CLIQ parameters. However, as seen, the hot–spot
temperature actually goes up a little with the larger capacitance. This is explained by looking
at figure 4.16.

For a higher capacitance, the oscillations decay slower than for a smaller capacitance;
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this means that the hot–spot will experience heat deposition from the CLIQ unit for a longer
time and of a larger magnitude. The figure shows the heat deposition from all sources into
the hot–spot block of the coil, and it is clear that the time–integrated heat input is larger
for the 200 [mF] CLIQ unit than the 100 [mF] unit.

Briefly; the peaks of deposited heat goes up with the CLIQ voltage, but since the quench
also initiates sooner, as seen in figure 4.15, the current decays faster (see figure 4.17), and
as such, the heat deposition lasts for a shorter time, with the over–all effect that the time–
integrated deposition is smaller for higher voltage.
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Figure 4.16: Heat deposition from all sources into the hot–spot during CLIQ discharge into the
magnet coil operating at nominal initial transport current.

Lastly, the complete current decays for the five different sets of CLIQ parameters are
shown in figure 4.17. As predicted by the very similar coil resistance curves and confirmed
by very similar hot–spot temperatures, the current decays are not notably different, giving
similar quench loads.
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Figure 4.17: Discharge currents for various CLIQ parameters, into the reference coil design. Note
that all simulations were run at the same initial transport current, and that the
nominal design parameters for the CLIQ unit are CCLIQ = 100 [mF], U0 = 1000 [V].

4.4.1 Summary — CLIQ Parameters

The results for varying CLIQ parameters and initial transport currents are summarised in
figure 4.18. It is clear that by increasing the charging voltage of the CLIQ unit, it is possible
to gain about 25 [K] in hot–spot; for 2000 [V] the hot–spot ends up at around 325 [K].
However, when taking also other relevant currents into account, the CLIQ system in its
chosen configuration is not able to protect the magnet — at the short–sample current the
hot–spot temperature is too high, and other measures will be needed to provide sufficient
protection of the block–coil dipole magnet.
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Figure 4.18: Hot–spot temperature for various CLIQ parameters and initial transport currents,
into the block–coil dipole magnet. Note that nominal initial transport current is 18.6
[kA], and that the nominal design parameters for the CLIQ unit are CCLIQ = 100
[mF], U0 = 1000 [V].

4.5 Effect of Varying the CLIQ Configuration

As discussed in chapter 2, one can also vary the way the CLIQ unit is connected to the
magnet coil. The connection configurations are abbreviated as such,

PP Pole–Pole

LL Layer–Layer

LL Rev Layer–Layer Reverse

CL Crossed Layer
and the resulting current polarities are shown in figure 3.8.

Figure 4.19 shows the CLIQ currents resulting from discharging a CLIQ unit of nominal
parameters (CCLIQ = 100 [mF], U0 = 1000 [V]) into the block–coil for all four CLIQ config-
urations. The oscillation frequency for LLrev, LL and CL are very similar, as the equivalent
inductance of these circuits are almost the same (recall table 3.4). Apart from the difference
in frequency between the PP and the others, there is a large difference in the peak current;
this is, as seen in equation 2.7, because the peak current has a certain proportionality to
the oscillation frequency, and as such, the PP, having the lowest frequency, will have a lower
peak current, even if the CLIQ unit itself is the same.

93



Chapter 4. Protection of the 16 [T] Block–Coil Dipole Magnet

0 0.05 0.1 0.15 0.2 0.25
−5

−3

−1

1

3

Time, t [s]

C
u

rr
e
n

t,
  
I C

 [
k

A
]

 

 

PP

LLrev

LL

CL

Figure 4.19: CLIQ currents for the four CLIQ configurations, discharged into the 16 [T] block–
coil dipole magnet. Note that all simulations were run at the same initial transport
current, and that the nominal design parameters for the CLIQ unit are CCLIQ = 100
[mF], U0 = 1000 [V].

Figure 4.20 gives a compact representation of the effect of changing the CLIQ configura-
tion. Both the LL and the CL configurations give approximately 40 [K] gain in the hot–spot
temperature with respect to the PP, while the LLrev an additional 10 to 20 [K]. The reason
why the LLrev outperforms the LL configuration is that, as discussed in section 2.4, by re-
versing the charging voltage, the initial positive current will flow into the parts of the magnet
coil with the lowest enthalpy margin to quench, giving a faster coil resistance growth and
thus a smaller hot–spot temperature.
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Figure 4.20: Discharge currents and hot–spot temperature development in the block–coil for the
four CLIQ configurations. Note that all simulations were run at the same initial
transport current, and that the nominal design parameters for the CLIQ unit are
CCLIQ = 100 [mF], U0 = 1000 [V]. I2 indicates the current in the secondary discharge
branch, while I1 is not given its own legend entry for size reasons. IC denotes the
current in the CLIQ lead during the discharge.

In figure 4.21 the coil resistance development is plotted against time for two different
time–scales. In the figure showing the CLIQ currents, there are large irregularities visible for
the LLrev/ — they are explained by this plot; while the LL does see a quench marginally
sooner than the LLrev the rise in resistance for the LLrev is faster7. At 2.5 [ms], the LLrev
is able to keep the resistance growing, while the LL is stagnating somewhat — this small
difference in time, giving a difference of about 50% in the resistance is enough to substantially
change the damping of the circuit, as well as altering the coupling currents, and by that the
inductance of the circuit as well8. The same sort of irregularities arise also for the LL, but
they are not as strong and visible on the chosen scale.

7The small time–difference can probably not be taken as a reliable result, nor is it significant, so for all
practical purposes, the LL and LLrev are seen as initiating the quench at the same time.

8In a part of the coil that has quenched, the coupling currents no longer flow, given that they rely on a
superconducting phase being present.
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Figure 4.21: Coil resistance development during discharges with the four different CLIQ configu-
rations, into the block–coil. Note that all simulations were run at the same initial
transport current, and that the nominal design parameters for the CLIQ unit are
CCLIQ = 100 [mF], U0 = 1000 [V].

The time of quench for each individual block of the magnet is shown in figure 4.229. Two
particularly interesting things are visible in the plot; 1) although the average time to quench
a block of the coil is lower for the LLrev as compared to the LL, there are blocks that are
far slower to quench as well. This is because for the LLrev, the inner layers of the coil are
brought further away from the critical surface, and as such require more energy input to
quench. Combining this with the fact that the over–all temperature of the coil is lower, and
thus the heat transfer between blocks is lower, the last few blocks to quench take a long time
to build up the necessary energy to overcome the margin. 2) the asymmetry in the PP and
CL when looking at upper versus lower pole (more visible for CL); just as for the difference
between LL and LLrev, the initial polarity of the discharge plays a role for these two CLIQ
configurations as well. For the CL, the outer layer of the upper pole and the inner layer of
the lower pole (parts 1 and 4) receive an initial negative current, which takes it away from
the critical surface — it takes longer to quench it. In the PP the same is true for the upper
versus lower pole, only not as pronounced.

9Recall the grouping of individual strands into blocks, presented in section 3.5.1.
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Figure 4.22: The time of quench in each individual block of the coil model during discharges with
the four different CLIQ configurations, into the block–coil. Note that all simulations
were run at the same initial transport current, and that the nominal design parameters
for the CLIQ unit are CCLIQ = 100 [mF], U0 = 1000 [V].

The irregular CLIQ current during the LLrev discharge, as this is what causes the neces-
sary magnetic field–change to generate IFCC, influences the loss deposited in the coil. Figure
4.23 shows the IFCL as it develops during discharges with the four CLIQ configurations. As
mentioned before, around the 2.5 [ms] mark, the CLIQ current flattens out for the LLrev,
and as such, for a time on the order of about 10 [ms], the dIC/dt ' 0. This means that,
through the time–constant of the IFCC, the loss generated will fall towards zero. For the
LL, the same general behaviour occurs, but only later, as the initial current development is
smoother, and so it reaches its peak a little later and maintains power generation somewhat
longer. The CL and PP have much smoother discharges, and so, have more regular IFCC.
Given that the PP CLIQ current oscillates much slower than the others, it also reaches a far
lower power.
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(a) PP CLIQ configuration.
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(b) LLrev CLIQ configuration.
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(c) LL CLIQ configuration.
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Figure 4.23: IFCL in the outer and inner layers of the block–coil, for varying CLIQ configuration.
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4.5.1 Summary — CLIQ Configurations

Figure 4.24 shows a summary of the quench performance of the already presented CLIQ
configurations for various initial transport currents. In addition to this, the hot–spot tem-
perature reached when the entire coil has been quenched simultaneously at t = 1 [ms]is
shown. This ideal protection case, then, assumes that only the quench detection and vali-
dation time passes, and after that, all the blocks in the coil are quenched (with resistance
development as usual). The Layer–Layer Reverse configuration is impressively close to the
ideal case, and it is also seen that the Pole–Pole configuration is unable to protect the magnet
coil above the nominal current, such as is required for the magnet training.
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Figure 4.24: Hot–spot temperature for the four CLIQ configurations discharged into the block–coil
dipole magnet, including the artificial quenching of the entire coil at t = 1 [ms]. Note
that the nominal design parameters for the CLIQ unit, CCLIQ = 100 [mF], U0 = 1000
[V], are used.

4.6 Effect of Conductor Properties — Varying RRR and Filament
Twist Pitch

Figure 4.25 shows how the hot–spot temperature is influenced by the choice of RRR and
filament twist pitch for all four CLIQ configurations. As is evident, for small twist pitches,
the dependency of the temperature on the RRR is quite small — the hot–spot temperature
is mostly determined by the twist pitch as it determines the IFCL, which in turn determines
how fast the coil quenches. The larger twist pitches do seem good design choices purely
based on these results, but, as indicated in section 1.4, a larger twist pitch means that the
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filaments are more coupled and thus at higher risk of flux jumps. For even larger twist pitches
than these, as suggested in section 2.2, the IFCL will start falling, and the CLIQ systems
ability to protect the magnet deteriorates. The RRR influences the hot–spot by changing the
resistance of the material — large RRR means that the material has a much larger resistivity
early on, at low temperatures, and so, the magnet current decays somewhat faster, giving a
lower hot–spot temperature.

For the lower twist pitches (10–17.5 [mm]), that are more likely to be used in a magnet, due
to stability issues, the temperature ranges from highest to lowest within a CLIQ configuration
is practically the same, 30 [K], and there is a larger gain in hot–spot temperature from
changing the CLIQ configuration used than to alter the strand parameters.
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(b) Crossed Layer
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(c) Layer–Layer
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(d) Layer–Layer Reverse

Figure 4.25: Hot–spot temperature at nominal initial transport current for varying RRR and fila-
ment twist pitch. Note that the turquoise dots indicate the actual data points while
the gradient has been obtained by interpolation in MATLAB.
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4.7 Effect of Conductor Properties — Varying Fraction of
non–Copper

Each strand of a cable is, as discussed in chapter 1 made up of a combination of supercon-
ductor and stabiliser, where the stabiliser material is copper for the strands considered here.
Due to the reaction process used to create Nb3Sn (see section 1.6.4) it is not exactly known
how large the true fraction of Nb3Sn is, as the process will give somewhat different densities
along the strand. Therefore, it is customary to refer to the fraction of non–Copper when
speaking of the approximate/average fraction of SC in the strands.

By changing the amount of copper in the strands, the thermal behaviour of the coil
changes substantially; figure 4.26 shows the coil resistance and hot–spot temperature devel-
opment in the block–coil during discharges of a nominal CLIQ unit, at the magnet’s nominal
initial transport current.

A smaller copper content (and, thus, larger non–Copper content) means that the quenched
strand has a smaller current carrying cross section, which means a higher electrical resis-
tance10. This gives a faster discharge of the magnet current. However, the heat capacity
of the composite is also lowered along with the copper content, so that the ohmic losses (as
well as the IFCL generated by CLIQ) may cause a very large hot–spot temperature. This is
seen in the figure, as the curves for larger than nominal non–Copper fraction (the black and
yellow curves) see growing hot–spots11.

During operation, however, a smaller copper fraction gives the benefit of a larger margin
to quench, since less copper means more SC. More SC means that the current density falls,
as the total current in the magnet will remain the same. This moves the operating point
of the magnet further away from the critical surface, and thus, the magnet is more stable
against outside interference, such as beam–loss and heat–leaks.

The opposite is true for larger copper content (and, thus, smaller non–Copper content);
the resistance is lowered, given the larger cross section of current carrying material after the
quench, and the hot–spot likewise, as the heat–capacity of the composite grows. This is seen
with the blue and red curves in the figure.

This, of course, will mean that the magnet has a smaller margin to quench, as the current
density in the SC is increased, and eventually the magnet is so susceptible to outside energy
input that it will be useless in operation.

10Recall that the SC practically leads zero current once it has been driven to the normal state.
11The nominal non–Copper fraction is 55%, seeing as the nominal copper fraction is 45%.
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Figure 4.26: Coil resistance and hot–spot temperature development for varying fractions non–
Copper in the strands of the block–coil. Note that all simulations were run at the
same initial transport current, and that the nominal design parameter is fnonCu =
55%.

The discharge currents will, of course, be influenced by the difference in resistance, and
figure 4.27 shows the currents flowing in the block–coil for varying fraction of non–Copper.
Since the resistance is larger for larger non–Copper contents, the current in the magnet will
decay faster, and thus, the quench load is lower the lower the amount of Copper. However,
the quench load is not a good measure to compare the hot–spots anymore, seeing as the
thermal properties of the composite are now very different for the varying Copper contents,
meaning that the Γ–function from section 1.8 is different.
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Figure 4.27: Discharge currents for various fractions of non–Copper in the strands of the block–
coil. Note that all simulations were run at the same initial transport current, and
that the nominal design parameter is fnonCu = 55%.

4.7.1 All CLIQ configurations

The same simulations have been run for the three other CLIQ configurations, and the results
are given in figure 4.28. The LLrev is clearly the best when considering the hot–spot tem-
perature, but all the configurations can be made sufficiently good by increasing the amount
of copper in the strands. Barring the limitations mentioned above, regarding the risk of
having too little superconductor in the composite, reducing the fraction can be a viable way
to improve the protection performace.
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Figure 4.28: Hot–spot temperature in the block–coil for all four CLIQ configurations and vary-
ing fraction of non–Copper. Note that all simulations were run at the same initial
transport current, and that the nominal design parameter is fnonCu = 55%.

4.8 Effect of Conductor Properties — Varying the Quality of the
Superconductor

As discussed in section 1.2.5 the amount of pinning centres for the vortices in the SC is of
large importance to the actual applicability of a given material — a larger number of pinning
centres and/or pinning centres with larger pinning force will allow a larger current density
in the material, and thus a larger magnetic field.

In equation 1.11 there is a parameter C0 that scales the critical current density of Nb3Sn.
This parameter relates to the pinning in the material, and increasing this parameter, then,
is akin to increasing the number/force of pinning centres.

By increasing the critical current density but keeping the operating current density (keep-
ing the field in the aperture the same), the magnet becomes harder to protect, because it is
now further away from the critical surface.

When improving the superconductors pinning properties it is possible to decrease the
amount of SC in the strands, as the operating current density can be increased so as to
maintain the same magnetic field — the effect of changing both the C0 parameter as well as
the fraction of non–Copper is shown in figure 4.29.

The hot–spot temperature rises with a larger C0 and larger fraction of non–Copper, as
expected. Note the empty corner for low C0 and non–Copper fraction — here, the amount of
superconductor in the strands is not sufficient for stable operation, as the magnet quenches
during the current ramp up to its nominal value. This, then, means that the magnet will
not be usable in an actual machine.
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Figure 4.29: Hot–spot temperature in the block–coil for varying fraction of non–Copper and pin-
ning properties of the superconductor. Note that all simulations were run at the
same initial transport current of 18.6 [kA], the nominal design parameter for frac-
tion of non–Copper is fnonCu = 55%, and the nominal design parameter for pinning
properties of the superconductor is 47 [kAT0.5 mm−2].

In figure 4.30 the coil resistance development is shown for the varying pinning coefficients,
at the nominal fraction of non–Copper. As seen, the resistances in the coil grow very similarly,
with the difference being that the initial quench sets in later for a better SC, and the growth
is slower, since all parts of the coil now need more energy input to breach the critical surface.
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Figure 4.30: Coil resistance development in the block–coil for varying fraction of non–Copper and
pinning properties of the superconductor. Note that all simulations were run at the
same initial transport current, 18.6 [kA], and that the fraction of non–Copper is at its
nominal value of fnonCu = 55%. The nominal design parameter for pinning properties
of the superconductor is 47 [kAT0.5 mm−2].

With a better superconductor it is also, of course, possible to keep the fraction of non–
Copper the same, and by that aiming at increasing the operating margin instead of reducing
the hot–spot temperature12. Figure 4.31 shows how the short sample current of the block–
coil changes with improvements in the superconductor’s pinning properties. At its nominal
value, the margin between the needed operating current and the short sample current is
about 6%, while a superconductor with pinning properties given by a quadrupling of the
scaling factor C0 to 186 [kAT0.5 mm−2], gives a margin of almost 24%.

12Remember that this improvement does raise the hot–spot temperature, so a balance must be struck.
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Figure 4.31: Short sample current in the block–coil for varying pinning properties of the super-
conductor. Note that the fraction of non–Copper is at its nominal value of fnonCu =
55%. The nominal design parameter for pinning properties of the superconductor is
47 [kAT0.5 mm−2].

4.9 Conclusions

With this, the initial study of the 16 [T] block–coil dipole magnet is done, and the conclusions
are quite clear — by changing the charging voltage of the CLIQ unit, it is possible to achieve
the desired level of protection at nominal transport current, with a hot–spot around 325 [K]
for a charging voltage of 2 [kV]. However, during magnet commissioning, when training will
be necessary, the protection is insufficient for currents approaching the short–sample current,
as the hot–spot reaches 350 [K], even for a charging voltage of 2 [kV].

If employing the LLrev configuration the hot–spot temperature is kept well within the
desired limits for all relevant current levels, with 300 [K] at short–sample current, and falling
monotonously with transport current. Both LL and CL are viable but reach somewhat higher
hot–spot temperatures than LLrev, with 325 [K] for both at short–sample current, and falling
with initial transport current. The PP can only protect the magnet if other parameters are
changed as well.

Increasing the copper content of the strands gives a similar gain in protection performance
as changing the CLIQ configuration, but comes with the elevated risk of premature quench,
such as during ramp–up of the magnet; increasing the amount of copper by 5 percentage
points reduces the hot–spot temperature approximately 40 [K] for the PP CLIQ configuration
and 30 [K] for the LL and CL, and 20 [K] for the LLrev.

Choosing the RRR or filament twist pitch differently only improves the performance
notably for values very far from the nominal design parameters, and as such does not seem
very promising to pursue at this stage in the coil design. At a later stage in the R& D process
of the block–coil dipole magnet these parameters might be considered again, but results here
indicate that, if so, it will be for other reasons than that of protection with CLIQ.

Altering the superconducting material itself, by improving its pinning characteristics,
gives the option of increasing the margin to quench at normal operating conditions, while
sacrificing somewhat in terms of hot–spot temperature. Combining this with increased frac-
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tion of copper in the strands makes this a possible path for designing a magnet viable in a
real machine where stability against external disturbances as well as reliable protection will
be important.

There are, however, other ways to improve the performance of the protection system;
changing the very design of the coil itself. The following chapter will investigate some vari-
ations on the initial design of the 16 [T] block–coil dipole magnet.

108



Chapter 5

Alternative Coil Designs

In this chapter I present results for several alternative coil geometries referred to as
“variants”. They include reducing the inductance as compared to the base–line variant,
increasing the inductance, introducing a coil grading and finally, scaling up the coil to
increase the aperture size.

All these coil variants are simulated for all CLIQ configurations, varying fractions
of non–Copper and initial transport current.

Due to a special interest in the graded coil and the larger aperture coil variants, I
investigate them more thoroughly towards the end of the chapter.

Given that the magnet under investigation in this thesis is still in the design phase, it is
pertinent to determine way in which to improve the protection performance of the entire
system (magnet with CLIQ) by ways of changing the coil geometry. Figure 5.1 shows the
upper right quadrant of each of the four design variants investigated (essentially variations
on the reference design presented in chapter 3).

Reducing the number of cables in the coil, as shown in figure 5.1a, will reduce its induc-
tance, influencing the oscillation frequency during a CLIQ discharge. Figure 5.1b shows a
variant of the coil design with more cables than the reference. This gives the opposite effect
as compared to variant B. The main idea behind the variation given in 5.1c is that an insert
(parts of the coil made of larger cables) at a lower current density than the rest of the coil’s
cables will allow an overall higher magnet current (or a larger operating margin, if the field
is kept at the same level), as the margin to quench is increased for the larger cables1. Lastly,
scaling up the entire coil geometry as shown in figure 5.1d will bring the whole coil to a larger
margin to quench at the reference field of 16 [T], achieved with a larger current2.

For the remainder of the thesis, the reference coil variant, presented in chapter 3 and for
which simulation results were presented in chapter 4, will be referred to as variant A.

1Keep in mind that since the cables ultimately are in series, the current must be the same, regardless of the
individual cable’s cross section.

2By keeping the number of ampere–turns constant.
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(a) HD2 variant B — Fewer cables
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(b) HD2 variant C — More cables
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(c) HD2 variant D — Graded coil
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(d) HD2 variant F — Scaled up coil

Figure 5.1: The variations on the reference block–coil variant considered in this thesis.

Differential Inductance

Figure 5.2 shows how the differential inductance varies with current for the different coil
variants. For the A, B and C variants the differential inductance is, in relative terms,
practically identical; this is because the inductance is only scaled by modifying the number
of cables, but not the coil envelope, nor introducing any grading. The D and F variants, then,
see substantial alterations with respects to the reference variant, and as such the inductance
varies very differently. Note particularly for the F variant that the reduction of inductance
is very large for larger currents due to the coils proximity to the iron yoke as discussed in
sections 2.5 and 3.2.2.
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Figure 5.2: Differential inductance plotted in relative terms for comparison between the different
coil geometries.

Instability Issues

For variant D and F the software used to simulate the transients in the magnets encountered
stability issues when the differential inductance fell below a certain value.

For variant D, the severity of the problem depends on what coil sections are used as
individual electrical parts; the different ways to label electrical parts for the D variant are
discussed in–depth in section 5.6. Simulations that are labelled variant D v2 in the thesis
have been run with a constant differential inductance; this constant value, however, has been
changed depending on what initial transport current was used in a given simulation. Table
5.1 gives these values. The value is always taken as the smallest value that will allow the
algebraic system to remain stable (with a 5% safety margin).

Table 5.1: Constant values of the differential inductance used in simulations for the D variant coil
only.

Current level Differential inductance

ISS3 0.76

Inom 0.76

75% of Inom 0.76

50% of Inom 0.81

25% of Inom 0.87
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Chapter 5. Alternative Coil Designs

Simulations labelled variant D (which pertain to most of the simulations regarding the D
coil variant) in the thesis are using a different electrical parting than the D v2, while using the
same geometry, as referred to the variant D as given in figure 5.1c. This alternative electrical
structure gives a different coupling between parts, and allows for a differential inductance
closer to the “true” value. Figure 5.3 shows the differential inductance curve used for these
simulations.
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Figure 5.3: Differential inductance plotted in relative terms for the D variant.

All simulations run for the F variant have had to use a constant value for the differential
inductance, given in table 5.2.

Table 5.2: Constant values of the differential inductance used in simulations for the F variant coil
only.

Current level Differential inductance

ISS4 0.73

Inom 0.73

75% of Inom 0.73

50% of Inom 0.77

25% of Inom 0.84

This, obviously, takes away from the accuracy of the simulations. However, the initial
few tens of milliseconds are not very influenced by the varying differential inductance — this
time–span is the one typically most important for a CLIQ discharge. This means that while

3This is actually taken as 100 [A] below the short–sample current.
4This is actually taken as 100 [A] below the short–sample current.
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the later part of the transient in a magnet where the constant inductance has been employed
is oscillating too fast, the hot–spot temperature is not very influenced by this error, as the
coil will likely have been quenched long before. Note that this means that for smaller initial
transport currents, the error will be larger, seeing as the quench sets in later, meaning that
a larger part of the transient current (from the CLIQ discharge) will be of importance.

5.1 Protection Performance of the Pole–Pole CLIQ Configuration

The initial CLIQ current polarities in the coil’s electrical parts, for the PP CLIQ configura-
tion, are shown in figure 5.4 for the B, C, D and F coil variants5.

(a) Variant B. (b) Variant C.

(c) Variant D. (d) Variant F.

Figure 5.4: Initial CLIQ current polarity in coil variants B, C, D and F, for the PP CLIQ config-
uration.

These current patterns give the equivalent inductances shown in table 5.3, and the CLIQ
effectiveness shown in figure 5.5. From this, it is expected that the B variant will perform
better than the base line A variant, while C will be worse. C and D seem very similar from
the inductance point of view, while F is closer to the reference coil. Taking onto account the
grading of the D variant makes it hard to predict the performance a priori, but seeing as the
effectiveness in the insert region (larger cables) is poor while larger cables at the same time
require more energy input to quench, it will probably perform worse than case C. Variant F
has the possibility to be the best; while the larger cables need more energy to quench, there
is no grading that will skew the enthalpy margin to quench, which means that the larger
cables only give a larger tolerance to heat input — lower temperature rise, given the lower

5The equivalent figure for the base line, A variant, is figure 3.8 in chapter 3.
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energy density in the larger volume, and as such it is expected to outperform the base line
variant significantly.

Table 5.3: Inductance values for the PP discharge path on the B, C, D and F coil variants.

Variant L1 [mH m−1] L2 [mH m−1] M12 [mH m−1] Leq [mH m−1]

A 2.20 2.20 1.01 0.59

B 1.51 1.51 0.70 0.41

C 3.00 3.00 1.37 0.81

D 2.91 2.91 1.34 0.79

F 1.78 1.78 0.79 0.50
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(c) Variant D.
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(d) Variant F.

Figure 5.5: CLIQ effectiveness in coil variants B, C, D and F, for the PP CLIQ configuration.
Note that the scales are not identical.

Figure 5.6 shows the discharge currents in the coil plotted together with hot–spot tem-
perature for the various coil variants. As expected, the B and F coils perform the best, with
hot–spots of about 325 [K], seeing as they benefit from a combination of better inductive
properties, and for the F variant, also a large overall volume in which to deposit the stored
magnetic energy. The results also suggest that the graded coil design as implemented in
variant D is very challenging from a protection point of view; the hot–spot reaches above
450 [K]. The A and C variants end up around 350 [K].

Note that the quench load is not a good predictor of final hot–spot temperature across
coil variants, given the altered thermal properties combined with the plot of discharge current
being normalised in order to facilitate the qualitative comparison.
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Figure 5.6: Hot–spot temperature and discharge currents for a PP CLIQ discharge, into the differ-
ent coil variants. Note that all simulations were run at their respective nominal initial
transport current, and then normalised for the comparison. The CLIQ used has the
nominal parameters, CCLIQ = 100 [mF], U0 = 1000 [V].

In figure 5.7 the currents in the CLIQ leads are plotted together for all the studied
variations. Looking at the curves for variants A, B and C, the effect of varying inductance
is quite clear. Increasing the number of turns (going from variant A to C ), gives a larger
inductance, translating into a smaller initial dI/dt and peak current6. The opposite is true
for the reduced inductance variant (going from variant A to B); the lower inductance makes
it easier to generate a large initial dI/dt, and a larger peak current. The reason why the
CLIQ current for variants B and F initially are very similar, but then separate in terms of
frequency with time, is the inductance; initially the two coil variants have a fairly similar
inductance, but as discussed in the beginning of this chapter, the F variant sees instability
issues due to the proximity of the iron yoke to the coil edge. So, as the current falls, the
inductance of the B variant increases as indicated in figure 5.2, while for the F it maintains
its lowered value, as given in table 5.2.

6The frequency goes down for a larger inductance, which lowers the peak current, as predicted by equation
2.7.
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Figure 5.7: Current in the CLIQ leads during the PP CLIQ discharge into the different coil vari-
ants. Note that all simulations were run at their respective nominal initial transport
current. The CLIQ used has the nominal parameters, CCLIQ = 100 [mF], U0 = 1000
[V].

By normalising the coil resistance to the value the copper would have if it all was at
20 [K] and at its nominal magnetic field value, one gets a description of about how much
of the coil has quenched at a given time, and also such a representation makes it possible
to compare the performance of the different coil variants. Figure 5.8 plots the normalised
coil resistance for the five variants protected by the PP CLIQ configuration. Note that the
plateaus indicate periods of time when no new blocks quench; the slight increase in resistance
comes only from the resistivity’s dependence on temperature7. As seen, the resistance for
the B and F variants develop quite similarly in the initial stages, while variant A follows
quite closely. Variant C is notably slower.

The figure clearly highlights the performance issue of the D variant. The initial quench
sets in much later than for the other variants (when employing this CLIQ configuration)8,
and even if the resistance rise, once the quench has started, is faster than the C variant, it
comes too late to maintain an acceptable hot–spot temperature. The reason for this is to be
found in how the enthalpy margin to quench.

7As the quench develops, the magnetic field will start falling, giving a reduction to this, but in the first few
tens of milliseconds, the magnetic field is practically constant on average, in the coil.

8Much later is in the context of this thesis still very fast as compared to QH, as indicated in section 4.2.
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Figure 5.8: Coil resistance development in the different coil variants for the PP CLIQ configuration.
Note that all simulations were run at their respective nominal initial transport current,
and the resistance values in the left hand figure are normalised for the comparison.
The nominal design parameters for the CLIQ unit are CCLIQ = 100 [mF], U0 = 1000
[V].

Figure 5.9 shows the enthalpy margin to quench in the D coil variant, for the upper right
quadrant, and adjusting the scale so that all values above 30 [mJ cm−3] are equal, in order
to better discern the important values closer to the bore.

The inserts have, as they are designed to, a higher margin than the cables immediately
outside of them. This, coupled with the PP CLIQ configuration depositing loss mostly in
the midplane region, means that it will take longer to quench the coil9.

9Full enthalpy and temperature margin plots for the D variant coil are found in figures B.7 and B.8.
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Figure 5.9: Enthalpy margin to quench, at nominal initial transport current, for the D coil variant.
Note that any value above 30 [mJ cm−3] has been set to 30, in order to better resolve
the lowest values.

5.2 Protection Performance of the Crossed–Layer CLIQ
configuration

The initial CLIQ current polarities in the coil’s electrical parts, for the CL CLIQ configura-
tion, are shown in figure 5.10 for the B, C, D and F coil variants.
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(a) Variant B. (b) Variant C.

(c) Variant D. (d) Variant F.

Figure 5.10: Initial CLIQ current polarity in coil variants B, C, D and F, for the CL CLIQ con-
figuration.

These current patterns give the equivalent inductances shown in table 5.4, and the CLIQ
effectiveness shown in figure 5.11. As for the PP CLIQ configuration, the B and F coil
variants will probably perform the best, while the C variant should be on par or worse than
the base line A variant. The D variant is now more interesting than before, seeing as the
CLIQ effectiveness plot predicts a fairly large loss to be deposited at the interface between
the regular cables and the insert — this should decrease the time to initiate a quench, and
depending on the resistance growth, may reduce the hot–spot temperature considerably.

Table 5.4: Inductance values for the CL discharge path on the B, C, D and F coil variants.

Variant L1 [mH m−1] L2 [mH m−1] M12 [mH m−1] Leq [mH m−1]

A 1.81 1.81 1.40 0.20

B 1.24 1.24 0.96 0.14

C 2.46 2.46 1.91 0.28

D 2.32 2.32 1.93 0.19

F 1.47 1.47 1.10 0.18
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(a) Variant B.
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(b) Variant C.
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(c) Variant D.
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(d) Variant F.

Figure 5.11: CLIQ effectiveness in coil variants B, C, D and F, for the CL CLIQ configuration.
Note that the scales are not identical.

Hot–spot temperatures and discharge currents in all coil variants are shown together in
figure 5.12. Compared to the results for the PP CLIQ configuration, the hot–spot tempera-
tures are now about 50 [K] lower for all variants, apart from the D variant, that sees a larger
reduction of about 100 [K]; The B and F variants reach about 290 [K], while the A and C
have hot–spots of about 300 [K]. The D variant is still unprotected at 360 [K].
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Figure 5.12: Hot–spot temperature and discharge currents for a CL CLIQ discharge, into the
different coil variants. Note that all simulations were run at their respective nominal
initial transport current, and then normalised for the comparison. The CLIQ used
has the nominal parameters, CCLIQ = 100 [mF], U0 = 1000 [V].

Looking at the coil resistances for the variants, it is no longer as apparent why the D
coil performs as poorly as it does, compared to the other variants, as in figure 5.13, it is
clear that the quench sets in the fastest for the D variant, and also grows rapidly. This
is revisited in the next section, when discussing the LL CLIQ configuration. Isolated from
the other variants, the substantial improvement in hot–spot temperature is explained by the
large improvement in resistance growth.

The other variants follow the same general pattern as for the PP CLIQ configuration;
variant B and F are quite close, and on average grow the fastest, while the A variant is a
little better than the C variant.
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Figure 5.13: Coil resistance development in the different coil variants for the CL CLIQ configura-
tion. Note that all simulations were run at their respective nominal initial transport
current, and the resistance values in the left hand figure are normalised for the com-
parison. The nominal design parameters for the CLIQ unit are CCLIQ = 100 [mF],
U0 = 1000 [V].

5.3 Protection Performance of the Layer–Layer CLIQ
configuration

Figure 5.14 shows the initial CLIQ current polarities in the different electrical parts of the
coil for the B, C, D and F coil variants.
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(a) Variant B. (b) Variant C.

(c) Variant D. (d) Variant F.

Figure 5.14: Initial CLIQ current polarity in coil variants B, C, D and F, for the CL CLIQ con-
figuration.

These current patterns give the equivalent inductances shown in table 5.5, and the CLIQ
effectiveness shown in figure 5.15. Looking at the D coil variant, it is notable that the
interface region between the insert and outer cables still receive some IFCL, seeing as, from
the current polarity plot, the way the electrical parts are structured now allow for such an
interface to arise, also for the LL. From this, it seems likely that the LL and CL will perform
similarly for the D coil variant.

As mentioned in section 3.4, the notion that there is an intrinsic balance between the
outer and inner layers of a block–coil, seen as similar values for L1 and L2, of the general
geometries given by variants A, B, C and F, is lent some credence by the numbers in table
5.5. While the D variant has the same envelope as the reference variant, the inner and outer
layers are not structured as single electrical parts, thus disrupting the inductive balance,
while the other variations, B, C and F, benefit from this. It is still not possible to conclude
that any block–coil geometry will show the same characteristics, but it also seems that within
quite a large parameter space, the property remains.
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Table 5.5: Inductance values for the LL discharge path on the B, C, D and F coil variants.

Variant L1 [mH m−1] L2 [mH m−1] M12 [mH m−1] Leq [mH m−1]

A 1.85 1.87 1.35 0.25

B 1.27 1.28 0.93 0.17

C 2.52 2.54 1.84 0.35

D 1.98 2.87 1.82 0.28

F 1.55 1.46 1.06 0.22
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Figure 5.15: CLIQ effectiveness in coil variants B, C, D and F, for the CL CLIQ configuration.
Note that the scales are not identical.

Hot–spot temperatures and discharge currents in all coil variants are shown together in
figure 5.16. For variants A, B, C and F, the LL and CL perform very similarly, as predicted
by the similar CLIQ effectiveness values, with B and F at about 280 [K], and the A and C
around 300 [K]; the D variant, however, sees somewhat of a performance drop, because the
initial quench now takes longer to arise, given that the deposited loss in the interface towards
the insert is now lower than for the CL discharge, and now reaches about 400 [K]. The reason
for this difference in effectiveness, even if the current polarities across this interface are the
same for CL and LL discharges (as seen in figures 5.10 versus 5.14), is that the equivalent
inductance of the CL discharge path is lower than for the LL.
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Figure 5.16: Hot–spot temperature and discharge currents in for a LL CLIQ discharge into the
different coil variants. Note that all simulations were run at their respective nominal
initial transport current, and then normalised for the comparison. The nominal design
parameters for the CLIQ unit are CCLIQ = 100 [mF], U0 = 1000 [V].

Looking at the coil resistances for the variants in figure 5.17, some of the reason for why
the performance of the CL configuration on the D variant seems surprisingly poor given the
resistance development becomes apparent; even when substantially improving the resistance
increase when going from the PP to the CL configuration, the coil is still very difficult to
protect, given the grading — the resistance development for the LL CLIQ configuration is
practically the same for the D variant, while the other four see large improvements in initial
onset.
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Figure 5.17: Coil resistance development in the different coil variants for the LL CLIQ configura-
tion. Note that all simulations were run at their respective nominal initial transport
current, and the resistance values in the left hand figure are normalised for the com-
parison. The nominal design parameters for the CLIQ unit are CCLIQ = 100 [mF],
U0 = 1000 [V].

Another way to look at the poorer performance of the D variant is highlighted in figure
5.18. Here, the time to quench each individual block of the D variant coil is represented.
Note that any time above 15 [ms] is set to 15 [ms] in order to increase the resolution of the
development in the blocks closer to the bore/inserts.

The quench propagation is almost the same for the two CLIQ configurations, and as such,
the performance is also quite similar. The plots here serve to illustrate how the performance
could be better — the cables in the inserts are very quick to quench, but require quite a
large amount of energy from the CLIQ unit to do so, as seen in the plot of enthalpy margin
to quench given back in figure 5.9. This will slow down the speed of quench in the rest of
the coil, as during the very first few milliseconds heat propagation is fairly small, given that
the temperature gradient in the coil is still small (adjacent cables will typically see no more
than a few kelvin difference between them), and quenching of cables is mostly determined
by the IFCL generated by CLIQ.

The only way to change the coil geometry while keeping the grading is to increase the
grading — an investigation down this avenue is not done here, but a first guess would be that
a larger insert (larger fraction of the total coil) will mean that quenching the inserts early
will prove less of a slow–down to the over–all development, while also reducing the difference
in margin to quench the cables in the interface between insert and regular cables, thus giving
a somewhat more homogeneous quench propagation as opposed to the current one where the
quench starts at this interface and propagates outwards.
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Figure 5.18: Time it takes to quench each individual block of the D variant coil for both CL and
LL CLIQ configurations. Note that all times above 15 [ms] have been set equal to 15
[ms] in order to better resolve the development close to the inserts.

5.4 Protection Performance of the Layer–Layer Reverse CLIQ
configuration

In terms of hot–spot temperature, the LLrev gives a small improvement over the LL, as seen
in figure 5.19. For variants A, B, C and F, the LLrev out–performs both the LL and CL
CLIQ configurations, with B and F reaching about 270 [K], and the A and C variants about
280 [K]. For the D variant, however, the LLrev is on par with the CL, with a hot–spot of
around 350. When going from CL to LL, the D variant sees a loss of CLIQ effectiveness,
while going from LL to LLrev, there is the aforementioned gain in enthalpy margin to quench
that makes up for the loss of peak energy deposition (lower CLIQ effectiveness).
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Figure 5.19: Hot–spot temperature and discharge currents in for a LLrev CLIQ discharge into the
different coil variants. Note that all simulations were run at their respective nominal
initial transport current, and then normalised for the comparison. The nominal design
parameters for the CLIQ unit are CCLIQ = 100 [mF], U0 = 1000 [V].

Looking at the coil resistances for the variants in figure 5.17, some of the reason for why
the performance of the CL configuration on the D variant seems surprisingly poor given the
resistance development becomes apparent; even when substantially improving the resistance
increase when going from the PP to the CL configuration, the coil is still very difficult to
protect, given the grading — the resistance development for the LL CLIQ configuration is
practically the same for the D variant, while the other four see large improvements in initial
onset.
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Figure 5.20: Coil resistance development in the different coil variants for the LLrev CLIQ configu-
ration. Note that all simulations were run at their respective nominal initial transport
current, and the resistance values in the left hand figure are normalised for the com-
parison. The nominal design parameters for the CLIQ unit are CCLIQ = 100 [mF],
U0 = 1000 [V].

5.5 Summary of All Coil Variants and CLIQ configurations

Figure 5.21 shows how the hot–spot temperature in the reference coil variant, A, varies with
CLIQ configuration and fraction of non–Copper in the strands of the cables10.

Figure 5.22 summarises how the hot–spot in the four other coil variants change with
fraction of non–Copper and CLIQ configuration. Note that the same way as for variant
A, variant C is not stable for fractions of non–Copper lower than about 45%, because the
enthalpy margin to quench becomes too small to allow for safe operation (as discussed in
section 4.7).

10Note that this is the exact same figure as figure 4.28.
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Figure 5.21: Hot–spot temperature in the block–coil, variant A, for all four CLIQ configurations
and varying fraction of non–Copper. Note that all simulations were run at the same
initial transport current, and that the nominal design parameter is fnonCu = 55%.

It is clear that the D coil variant is impossible to protect with the PP CLIQ configuration,
and even the LLrev can only protect it after sacrificing the over–all operating stability of the
coil by reducing the fraction of non–Copper. Variants B and F are practically identical from
the protection point of view, and using the PP configuration allows for a small margin also
at the short–sample current (shown explicitly in figure 5.27). Variant C is easily protected
by the CLIQ configurations other than PP, and the same goes for the base line coil variant
as discussed before.
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(a) Variant B.
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(b) Variant C.
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(c) Variant D.
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(d) Variant F.

Figure 5.22: Hot–spot temperature as a function of the copper fraction in the strands for all non–
reference coil variants. Note that the CLIQ unit used in all simulations use the
nominal parameters, CCLIQ = 100 [mF], U0 = 1000 [V].

5.6 Protecting Coil Variant D

The graded coil is of particular interest seeing as it would allow a sufficient operating margin
in the eventual accelerator without altering the properties of the superconducting material
itself [3]. The challenge, as seen, has been the protection of the coil, as the larger margin
makes this task harder.

This section will explore the possibility to significantly alter the CLIQ parameters, and
also a completely different connection scheme for the coil.
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5.6.1 Altering the CLIQ Parameters

Figure 5.23 shows, compactly, the effect of varying the CLIQ parameters and configuration
on the D variant with the connection scheme shown before. A smaller capacitance with a
larger charging voltage is clearly the best option for all CLIQ configurations. The plot of
the LLrev indicates that a capacitance of 75 [mF] charged to 1500 [V] will give the best
performance, with a hot–spot reaching about 320 [K], and such a configuration is the only
one able to protect the coil with any appreciable margin — it seems impossible to find
parameters allowing the PP to sufficiently protect the coil. The LL might still benefit from
an even smaller capacitance and larger charging voltage, however, a smaller capacitance
means less energy available in the unit as a whole, which then jeopardises the performance
at smaller transport currents; for the nominal CLIQ unit, with a 100 [mF] capacitor, this
has not been an issue, and no further investigation has been done on this problem, however
it is a distinct possibility. Lowering the capacitance seems the only way to possibly improve
the performance of the CL as well, as the gain in increased voltage seems to have saturated
for the 75 [mF] tested.
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(a) PP CLIQ configuration.
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(b) CL CLIQ configuration.
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(c) LL CLIQ configuration.
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(d) LLrev CLIQ configuration.

Figure 5.23: Hot–spot temperature in the D coil variant for different CLIQ capacitances, voltages
and configurations.
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5.6.2 Changing the Connection Scheme

Figure 5.24 shows a very different way to group the electrical parts of the coil, where the
inserts in the inner and outer layers of a pole are considered separately, while the other cables
within the same pole are another electrical part. The PP configuration for this connection
scheme is the same as the one for the previously examined one, and in order to separate the
two, the new one will be referred to as D v2.

The equivalent inductances of the discharge paths are shown in table 5.6 — the CL and
PP are here very similar, while the LL, and thus, LLrev, are vastly different from the other
two. This translates into the clear disadvantage of the PP and CL CLIQ effectiveness plots
in figure 5.25.

(a) PP CLIQ configuration. (b) LL CLIQ configuration.

(c) CL CLIQ configuration.

Figure 5.24: Current polarity of the initial CLIQ discharge with the alternative connection scheme
into the D v2 coil variant.

Table 5.6: Inductance values for the discharge paths in the alternative connection scheme of the D
v2 coil variant.

Variant L1 [mH m−1] L2 [mH m−1] M12 [mH m−1] Leq [mH m−1]

PP 2.90 2.90 1.33 0.78

LL 7.19 0.11 0.58 0.05

CL 2.67 2.67 1.56 0.55

Since the equivalent inductance of the LL CLIQ configuration is as low as it is, the Ψ
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takes on a very large value in the interface between the inserts and the rest of the pole (both
upper and lower). This should translate into an extremely fast quench in that region. The
PP and CL on the other hand, should behave quite similarly to each other, with poorer
performance.
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(a) PP CLIQ configuration.
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(b) LL CLIQ configuration.
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(c) CL CLIQ configuration.

Figure 5.25: CLIQ effectiveness for the CLIQ configurations on the D v2 coil variant.

The effect of varying the CLIQ parameters and configuration on the D v2 coil variant
is shown in figure 5.26. Note that the red crosses mark data points that do not exist —
when running simulations for this very unbalanced set of electrical parts, the numerical
solver became unstable when the total current in any electrical part fell below zero. As this
problem only arose for a very small number of simulations, namely the ten indicated with
red crosses in the figure, finding a solution to the problem was never a priority. As such, the
data presented is of somewhat reduced value.

That said, it is clear that the combination of small capacitance and high voltage is the
most desirable from the protection point of view. It is possible to provide the desired level of
protection with both the LL and LLrev CLIQ configurations without significantly increasing
the charging voltage of the CLIQ unit, with the LL being somewhat more sensitive than the
LLrev.
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(a) PP CLIQ configuration.
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(b) CL CLIQ configuration.
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(c) LL CLIQ configuration.
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(d) LLrev CLIQ configuration.

Figure 5.26: Hot–spot temperature in the D v2 coil variant for different CLIQ capacitances, volt-
ages and configurations.

Note that comparing the plots of hot–spot with the two different connection schemes
of the D variant, for the PP only, the results are very similar. This is to be expected
from comparing the CLIQ effectiveness and current polarity plots of the two configurations;
however, as mentioned in the beginning of this chapter, the D v2 simulations were all run with
a constant differential inductance value, while the D simulations were run with one closer to
the complete (simulated) differential inductance (shown in figure 5.3), and thus, comparing
the PP plots for the two connection schemes will serve to quantify the error incurred by using
a completely static value for the inductance.

Table 5.7 shows the simulation results for the PP CLIQ configuration on the two ways to
connect the D coil variant. As seen, the difference is about 10–15 [K] across the four different
voltage levels. Although the differential inductance used for the D scheme does have a flat
section, around the nominal current, the comparison serves to support the results for both
the D v2 and the F variants, as error seems to be quite small.
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Table 5.7: Hot–spot temperature in the D coil variant for the D and D v2 connection scheme. Not
that only numbers for CCLIQ = 100 [mF] and the PP CLIQ configuration are shown.

Connection Scheme 1000 [V] 1200 [V] 1500 [V] 2000 [V]

D 465 450 435 420

D v2 452 444 425 406

Finally, the reason why the LL and LLrev are so similar for the D v2 variant is that the
inserts are so small in volume, compared to the rest of the coil that the effect of grading
mentioned back in section 5.1 vastly overpowers any difference due to the initial current
being positive or negative.

5.7 Summary of CLIQ Performance on All Coil variants

In figure 5.27 the hot–spot temperatures for varying initial transport currents are plotted —
one figure for each CLIQ configuration. All these simulations are for the nominal CLIQ unit
and nominal fraction of non–Copper.

On the large scale, the D coil variant, both in its D and D v2 connection scheme, is
the hardest to protect by a large margin. It is possible to keep the hot–spot below 350
[K] with the D v2 scheme, when employing the LL or LLrev CLIQ configuration, for the
nominal transport current. At close to short–sample current the nominal CLIQ unit applied
to nominal conductor properties fail.

Disregarding the D coil variant, the typical picture shows the base line A coil variant
together with C as one group, and the B and F coil variants as another. The PP CLIQ
configuration is insufficient at nominal parameters to protect any of the coil variants (A and
C at both nominal and short–sample, B and F only at short–sample), while the other three
configurations have the necessary performance, with the LLrev coming out with the lowest
hot–spot temperatures for all variants.
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(a) PP CLIQ configuration.
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(b) CL CLIQ configuration.
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(c) LL CLIQ configuration.
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(d) LLrev CLIQ configuration.

Figure 5.27: Hot–spot temperature as a function of the initial transport current for all coil variants
and CLIQ configurations. Note that the CLIQ unit used in all simulations use the
nominal parameters, CCLIQ = 100 [mF], U0 = 1000 [V].

5.8 Improved Operating Margin in Variant F

The F coil variant seems very promising from the protection point of view, easily keeping
hot–spots below even 300 [K]. For this reason, it is interesting to look into trading some of
the temperature margin for a gain in the field margin.

Figure 5.28 shows the dipole field in the coil as a function of the non–Copper fraction in
the strands, at the short sample current of the coil. Thus, the value in the plot indicates
the operating margin at nominal current — increasing the current gives a higher field, but
at the short–sample current, the critical surface of the material is breached, and the magnet
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Figure 5.28: Dipole field at short–sample current for the nominal superconductor, at different
fractions of non–Copper, in the F coil variant.

Figure 5.29 shows the same plot of the field at short–sample current, now including the
hot–spot temperatures at the various fractions of non–Copper as well.

At the nominal value of non–Copper content, 55%, the field margin is about 7%, while the
temperature margin for the PP CLIQ configuration is about the same11. Changing the CLIQ
configuration will allow a larger faction of non–Copper, and thus a larger field margin, while
also improving the temperature margin moderately. However, the best possible situation still
leaves only a 9% field margin and 10% temperature margin. The field margin in the LHC
dipoles is about 14% [11, Sec. 7.2.7], and so, it would be desirable to achieve the same in
the block–coil dipole.

11The operating field is 16 [T], while the short–sample field is about 17.2 [T]; the final hot–spot temperature
is about 325 [K], while the limit is 350 [K].
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Figure 5.29: Hot–spot temperatures and dipole field at short–sample current for the nominal su-
perconductor, at different fractions of non–Copper, in the F coil variant.

By improving the superconductors pinning properties, as discussed in section 4.8, it is
possible to increase the short–sample current, and thus field margin, at the expense of a
higher hot–spot temperature.

In figure 5.30, the short–sample dipole field is plotted for a superconductor that has
exactly 15% field margin at the nominal fraction of non–Copper. Additionally, the figure
plots the new, heightened, hot–spot temperatures. The sacrifice in temperature margin is
only modest; typically any given point has moved between 10 and 25 [K], while the field
margin is doubled at the nominal non–Copper fraction. The figure also shows that the coil,
variant F, is still fully able to remain protected with only the PP CLIQ configuration needing
a reduction of non–Copper content to become viable (and thus going back on the field margin,
counter to the desire of the exercise); the other configurations able to maintain hot–spots
mostly below 300 [K].
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Figure 5.30: Hot–spot temperatures and dipole field at short–sample current for the improved
superconductor, at different fractions of non–Copper, in the F coil variant.

5.9 Conclusions

After this study of the various propositions for alternative coil geometries, it is apparent
that, thermally, the reduced inductance coil (variant B) and the scaled up coil (variant F )
outperform the other alternatives with substantial margin measured by the hot–spot tem-
perature for all CLIQ configurations — both coils lie, depending on the CLIQ configuration
used, between 275 and 325 [K] at their respective nominal currents.

The increased inductance coil (variant C ) is worse than the reference, variant A, coil, but
with other configurations than PP it is possible to provide the desired protection level with
a hot–spot between 275 and 300 [K], LLrev being the best, leaving the fraction of copper
unaltered. For the PP to sufficiently protect the magnet, the copper fraction must become
so large that the coil will suffer unstable operation due to a lack of superconductor.

The D variant is almost impossible to protect, and only the LLrev CLIQ configuration
with reduced capacitance and increased voltage compared to the nominal CLIQ parameters,
is able to protect it with any appreciable margin to the limit — with a charging voltage of
1.5 [kV] and a capacitance of 75 [mF], the hot–spot reaches around 320 [K] at nominal initial
transport current.

TheD v2 variant, identical to theD, but with different electrical parting, proves somewhat
more promising, where the LL and LLrev CLIQ configurations are able to keep the hot–spot
right under 350 [K] for nominal CLIQ parameters and can be further improved with increases
in capacitance and charging voltage. The increasing the voltage, however, increases the risk
of voltage breakdown, either to ground or within the coil, and the graded coil, no matter the
structure, seems too large a challenge from a protection point of view.

When increasing the operating margin of the F variant, by improving the pinning charac-
teristics of the superconductor, it is possible to both have a 15% field margin and a temper-
ature margin of more than 20%, making the F variant a very interesting proposition. While
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it is not investigated directly, the properties of the B variant seem so similar to the F, that it
is safe to assume that also the B variant would benefit in a similar way in terms of improved
field margin.
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Chapter 6

Analysis of the Internal Voltages in
the Coil

This final chapter I use to analyse the voltages in all the coil variants during a CLIQ
discharge — they can become very large, and care must be taken to select the optimal
balance between voltage and hot–spot characteristics.

All CLIQ configurations are taken into account and also the possibility of connect-
ing the coil’s cables in various orders. The same, more thorough, description of the
graded and larger aperture coil variants from chapter 5 is also continued for the voltage
considerations.

6.1 Coil Variant A — Pole–Pole CLIQ Configuration

The voltage across each electrical part of the A coil variant is shown in figure 6.1. This is for
a discharge at nominal initial transport current, with a PP connected CLIQ unit, of nominal
parameters CCLIQ = 100 [mF], U0 = 1000 [V].

At time t = 1 [ms], when the CLIQ unit is triggered, the voltages across the parts are
purely inductive, and balanced, caused by the initial current change introduced by the CLIQ
current. The amplitude of the current derivative then starts to fall, with the upper pole
seeing a positive dI/dt (parts 1 and 2), and the lower pole a negative dI/dt1. After a short
time the coil starts to quench, and the total current in the magnet begins to decay by the
resistance arising in the coil. Now, the voltage over the electrical part is a combination of
the inductive voltage due to the oscillations in the CLIQ current as well as the decay in the
over–all current, and the resistive voltage that builds up across quenched parts of the coil
while the magnet current is still non–zero.

1See, for instance, figure 4.1 for a plot of the current during this discharge.
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Figure 6.1: Voltages across each electrical part during the discharge of a nominal CLIQ unit, into
the A variant block–coil dipole.

Starting from the end of the chain of series connected electrical parts, and labelling the
node right before an electrical part A, B, C and D, as shown in figure 6.2, the voltage right
before any electrical part can be expressed as in figure 6.3.

2,UI1,UO 3,LO 4,LI

CLIQ

‐ ‐+ +

+

ABCD

Figure 6.2: Voltages across each electrical part during the discharge of a nominal CLIQ unit, into
the A variant coil.

Point A is the ground of the system, and the voltage is zero at all times in this point2.
Looking at the time of triggering, point C sees the full, negative, charging voltage of the
CLIQ unit, while points B and D are steps up towards zero according to the size of the
electrical part in question3.

2Disregarding voltages over the diodes in the power converter or small resistive components in the circuit
outside the coil.

3A larger number of half–turns in the part means larger self–inductance, which means a larger inductive
voltage given the same dI/dt.
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Figure 6.3: Voltages across each electrical part during the discharge of a nominal CLIQ unit, into
the A variant coil.

6.1.1 Voltage Distribution Across the Coil’s Half–Turns

Figure 6.4 shows the order of the turns in the A variant coil, for the connection order of parts
as such: 1–2–3–4. Note that the inner most turns, the ones facing the bore, are connected
together within the same pole. This is a consequence of how the coil is wound — from the
bore and out.

While the half–turn order does not influence the over–all voltage across the coil, it does
change what half–turns see the highest voltages, which means that one connection order
could result in a large voltage difference across the inter–layer interface, while another would
give the large voltage difference across the midplane (pole–to–pole), which is clearly a better
situation from an electric breakdown point of view.

Throughout this chapter, the four possible connection orders are named by what order
the electrical parts have. Order 1–2–3–4 (A) is the one shown here. Order 1–2–4–3 (B) is
the order shown in the circuits of figures 2.10c and 2.10d. The two last orders swap the place
of the inner and outer layer in the upper pole; 2–1–3–4 (C) and 2–1–4–3 (D). The other
three orders are given as in figure 6.4 in appendix C. Other technically feasible connection
orders exist, but they are symmetric to the four given, and as such need not be considered
separately.

The PP CLIQ configuration can be used with any connection order, while the LL and
LLrev only work with orders 1–2–4–3 and 2–1–3–4. The CL, likewise, is restricted to the
1–2–3–4 and 2–1–4–3.
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Figure 6.4: The 1–2–3–4 half–turn connection order, for the A variant coil, named after the order
of electrical parts.

To obtain a fast and acceptably accurate estimate of the voltage across each half–turn it is
assumed that the inductive voltage is linearly distributed over the conductors within a given
electrical part, while the resistive voltage is given for each block, depending on temperature
and time of quench.

With this assumption, the voltage over each half–turn of the coil is plotted in figure 6.5.
The colours of the curves follow the order within an electrical part as given in figure 6.4
— in parts 1 and 3, black is the outer–most half–turn (number 1 in part 1, number 109 in
part 3), while white is the inner–most (number 60 in part 1, and 168 in part 3). In parts 2
and 4, black is the inner–most (number 61 in part 2, number 169 in part 4) while white is
the outer–most half–turn (number 108 in part 2, number 216 in part 4). Orange indicates a
half–turn towards the middle, regardless of part (for instance number 30 in part 1).

Two important features are clear; the peak voltages may very well surpass the initial
charging voltage of the CLIQ unit, and the peaks typically occur in the middle of an electrical
part (orange–ish curves). Looking at electrical part 1 and 2, the two layers of the upper pole,
the voltage across this inter–layer interface reaches around 2 [kV] around 100 [ms] into the
discharge. The voltage across the midplane (part 2 to 4) is fairly small over the whole
transient, while the inter–layer voltage in the lower pole (part 3 to 4) reaches about 1.5 [kV].
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(a) Electrical part #1.

0 0.05 0.1 0.15 0.2 0.25
−1500

−1000

−500

0

500

1000

Time [s]

V
o

lt
ag

e 
to

 g
ro

u
n

d
 [

V
]

(b) Electrical part #2.
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(c) Electrical part #3.
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(d) Electrical part #4.

Figure 6.5: Voltage to ground for each half turn of the A variant coil as it develops in time during
a PP CLIQ discharge, with connection order; 1–2–3–4. Dark corresponds to half–turns
at the beginning of the electrical part, while light corresponds to half–turns at the end
of the electrical part.

Figure 6.6 plots the data from figure 6.5 as a 2D representation over the coil’s cross
section, only at certain times, to represent the voltage distribution in the coil as it develops
during the discharge. With this representation it is clear that a large voltage difference in
the midplane poses far lower a risk than a high voltage in the inter–layer interface within a
pole, given the large difference in distance between the two electrodes.
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Figure 6.6: Voltage to ground for each half turn of the A variant coil as it develops in time.
Pole–pole CLIQ configuration, with connection order; 1–2–3–4.

6.1.2 Significant Voltage Values

Several voltage values of significance relate to different locations in the coil. Figure 6.7 shows
the four areas where large voltages may be particularly problematic.

Area a indicates all the eight half–turns closest to the grounded bore/beam pipe. Al-
though the distance from the coil to the bore is quite large, this area is still of interest.
Voltages in this area will be referred to as Coil–to–bore (CtoB) voltages.

Area b indicates the midplane interface (both sides of the coil), where large voltage
differences may cause breakdown from one pole to the other. Also here, the distance is quite
significant, and the risk is not large. Voltages in this area will be referred to as Midplane
(Mid) voltages.

Area c indicates the inter–layer interfaces (four of them in a block–coil dipole magnet).
A large voltage difference across the very thin layer of insulation here is critical for the
operational safety of the CLIQ system. Voltages in this area will be referred to as Inter–layer
(IL) voltages.

Area d indicates the entire perimeter of the coil, and is of interest due to the grounded
steel collar that envelops the entire coil for the sake of mechanical stability. Also here, the
distance between the high voltage and low voltage side (half–turn–collar) is very small, and
the risk of breakdown is higher than for a and b. Voltages in this area will be referred to as
Coil–to–collar (CtoC) voltages.

In addition to this, the peak Turn–to–turn (TtoT) voltage is of interest, seeing as voltage
breakdown within the coil is just as detrimental as breakdown directly to ground.
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Section 6.1. Coil Variant A — Pole–Pole CLIQ Configuration

For the discharge discussed now, a nominal CLIQ unit connected to the reference, variant
A, coil, at nominal initial transport current, the four critical voltages are summarised in table
6.1. It is particularly worrying that the inter–layer voltage reaches above 2 [kV]. The peak
coil–to–collar voltage occurs in the outer–most half–turns of electrical part 2, while the peak
coil–to–bore voltage is for the inner–most half–turns of the same electrical part. Note also
that the peaks do not occur at the same time.

Table 6.1: The peak voltages in the four key areas during the discharge of a nominal CLIQ unit
into the reference, variant A, block–coil dipole.

Peak voltages, [kV]

IL Mid CtoC CtoB TtoT [V]

2.1 1.0 -1.0 0.8 85
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Figure 6.7: Four key areas where voltages are of particular interest.

As for the hot–spot temperature, it is convenient to select a voltage limit, above which
a given configuration is deemed unsatisfactory. In the LHC Design Report specifications for
different sorts of insulation are given; for the turn–to–turn insulation, the requirement is 100
[V] [11, Sec. 7.3.4], while the insulation used between the quench heaters and the coil is
selected for an operating voltage of 1 [kV], and tested for 5 [kV]4 [11, Sec. 7.3.11], likewise
for the insulation of the corrector magnets [11, Sec. 7.6.1]. The internal insulation of the
LHC dipoles is tested at 3.5 [kV] [11, Sec. 7.7.1]. Magnet designers consider 1 [kV] the
all–purpose rule of thumb, and as such, it seems pertinent to set this as the voltage limit
also here, although improved insulation is not impossible to achieve if the need outweighs
the cost [47, 48]. Both the 1 [kV] high–voltage limit and the 100 [V] low–voltage limit will
be considered somewhat softer than that of the 350 [K] in the hot–spot.

4Dry air, room temperature.
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Chapter 6. Analysis of the Internal Voltages in the Coil

It is, then, apparent that the PP CLIQ configuration with the 1–2–3–4 half–turn connec-
tion order supersedes the voltage limit for the insulation material by a very large margin,
and thus must be discarded as a protection option. Recalling chapter 4, the hot–spot tem-
perature is also too high for this scheme, and changes had to be made — increasing either
the capacitance or the charging voltage — both changes will further increase the voltage in
the coil, and so, this initial CLIQ system must be discarded.

6.1.3 Effect of Changing the Half–Turn Connection Order

By altering the connection order of the half–turns it is possible to change the location and
amplitude of the peak voltage in the coil. Figure 6.8 shows how the choice of half–turn
connection order influences the voltage distribution on the coil. As seen, using orders C
and D slightly reduces the largest voltage to ground of any specific half–turn, but the peak
inter–layer voltage stays the same regardless.

The difference comes from changing the location of ground. The relative voltage differ-
ences are the same as before, but ground has been lowered by about 200 [V]. Seeing as both
the inductive and resistive voltages must remain the same over–all, as the connection order
does not alter the way the coil quenches (and thus how the current decays), the inductive
voltage across the first part of the coil sets the ground level — when the inner layer of the
upper pole is connected first, this lowers the absolute voltage of the entire system, as the
self–inductance of this electrical part is smaller than the outer layer; a smaller voltage falls
across it.
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(a) Connection order A — 1–2–3–4.
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(b) Connection order B — 1–2–4–3.
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(c) Connection order C — 2–1–3–4.
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(d) Connection order D — 2–1–4–3.

Figure 6.8: Voltage to ground for each half turn of the coil at time t = 90 [ms], during a PP
CLIQ configuration discharge into the variant A, reference coil, with all four possible
connection orders of the half–turns.

Table 6.2 summarises the effect of altering the connection order of the half–turns. None
of the connection orders change the peak inter–layer voltage, and only small changes are seen
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Section 6.1. Coil Variant A — Pole–Pole CLIQ Configuration

in the coil–to–collar voltage. From this, it is clear that protecting the A coil variant with
a PP CLIQ unit is not possible. For comparison purposes, connection order B is chosen as
optimal for the PP, seeing as it keeps both the CtoC and CtoB voltages minimal, at the
expense of a large Mid voltage — the voltage here is less critical than elsewhere, given the
large separation between poles in the block–coil dipole.

Table 6.2: Peak voltages for all four half–turn connection orders, during a CLIQ discharge of a
nominal CLIQ unit, into the reference, variant A, coil, at nominal initial transport
current.

Peak voltages, [kV]

Half–turn order IL Mid CtoC CtoB TtoT [V]

A: 1–2–3–4 2.1 1.0 -1.0 0.8 85

B: 1–2–4–3 2.1 2.0 -1.0 -0.7 85

C: 2–1–3–4 2.1 2.0 -1.2 -0.6 85

D: 2–1–4–3 2.1 0.9 -1.2 -0.7 85

6.1.4 Effect of Varying Fraction of non–Copper

When varying the fraction of non–Copper, the coil resistance changes substantially, as seen
in section 4.7, and this will influence the resistive voltage in the coil just as much, and also
alter the inductive voltage seeing as the current will decay differently; the dI/dt in the later
stages of the discharge will change.

When the fraction of non–Copper increases, the resistance in the coil increases, giving
both a higher resistive voltage and also a faster current decay — both the resistive and the
inductive components of the voltage will grow.

Table 6.3 summarises the influence of the non–Copper fraction on the peak voltages in
the A variant coil. As is clear, the non–Copper content significantly alters the IL, Mid and
TtoT voltages, but only barely change the CtoC and CtoB. Note that the change in sign of
the CtoC voltage between 55 and 60% non–Copper fraction is due to a change in location
of the peak — the negative peak is given by the inductive voltage early in the discharge,
at the end of electrical part 2, while the positive voltage for higher non–Copper content is
resistance dominated and located in the middle of electrical part 3.

It is clear, with almost a 50% increase, going from 2.1 [kV] at nominal to 2.9 [kV] at 65%
non–Copper fraction, in IL voltage, that altering the non–Copper content must be done with
care, so as to not exceed the insulation restrictions.
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Chapter 6. Analysis of the Internal Voltages in the Coil

Table 6.3: Peak voltages for varying fractions of non–Copper, during a CLIQ discharge of a nominal
CLIQ unit, into the reference, variant A, coil, at nominal initial transport current.

Peak voltages, [kV]

Half–turn order IL Mid CtoC CtoB TtoT [V]

fnonCu = 45% 1.6 1.6 -1.0 -0.7 60

fnonCu = 50% 1.8 1.8 -1.0 -0.7 70

fnonCu = 55% 2.1 2.0 -1.0 -0.7 85

fnonCu = 60% 2.5 2.5 1.1 -0.8 100

fnonCu = 65% 2.9 2.9 1.3 -0.8 125

6.2 Effect of the CLIQ Configuration — Variant A

Changing the CLIQ configuration substantially alters the voltage characteristics of the dis-
charge. The location of peaks as well as the point in time they occur are different from the
PP discharge. Figure 6.9 how the voltage from the same capacitor (same charging value and
capacitance) distributes itself over the coil when altering the connection points. Particularly
the CL looks strange, given that it reaches voltages above the charging voltage of the CLIQ
unit when only the inductive voltage is considered — this is explained as such: between
the beginning of electrical part 2 (the inner most half–turns of the inner layer of the upper
pole) and the end of electrical part 3 (the inner most half–turns of the outer layer of the
lower pole) there has to be 1 [kV], given by the charging voltage of the CLIQ unit. The
beginning of electrical part 1 (outer half–turns of the outer layer of the upper pole) and the
end of electrical part 4 (outer half–turns of the inner layer of the lower pole) must both be at
ground potential. Recalling, then, figure 2.10b, the voltage at the beginning of electrical part
2 must be positive, and thus it falls towards the end of electrical part 3. As part 2 and 4 are
symmetric, the voltage across them is symmetric, and thus, across part 4 the voltage must
fall to zero. This explains why the voltage in the initial stage of the discharge supersedes
the charging voltage of the CLIQ unit; the end of part 1 must be at 1 [kV], but the end of
part 2 has to exceed this value to allow for the end of part 4 to be at ground potential.

The LL and LLrev are identical at the beginning apart from the polarity. The difference
in the scale comes about from the later development of the voltage, and so, the initial state
can be explained as such: recalling figure 2.10c, the points where part 1 connects to part 2,
and where part 3 connects to part 4, are at symmetric potentials, because with regards to
these two points, the layer–layer configuration is symmetric about the ground potential5. As
the CLIQ unit in this configuration is completely floating, the midpoint will reach exactly
500 [V] in the positive point and -500 [V] in the negative. For the LLrev it is simply the
opposite.

5Think of it as such: part 1 and 3 are on the "outside" while parts 2 and 4 are on the "inside" of the circuit.
So from the connection point itself, it is irrelevant what direction one looks — there will be a low–inductance
part on your inside hand and a high–inductance part on your outside hand.
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(a) PP CLIQ configuration with connection or-
der A — 1–2–3–4, at t = 1 [ms].
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(b) CL CLIQ configuration with connection or-
der A — 1–2–3–4, at t = 1 [ms].
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(c) LL CLIQ configuration with connection or-
der B — 1–2–4–3, at t = 1 [ms].
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(d) LLrev CLIQ configuration with connection
order B — 1–2–4–3, at t = 1 [ms].

Figure 6.9: Voltage to ground in all half–turns of the A variant coil, at time t = 1 [ms], during
discharges with all four CLIQ configurations.

Plotting the voltage to ground of the half–turns with the largest positive and negative
peaks within each individual electrical part for all four CLIQ configurations further highlights
the differences; the maximum voltage in electrical part 1 for the PP discharge is in half–turn
33 — the middle of the part, while the peak negative voltage in electrical part 2 for the same
discharge is in half–turn 25 — also in the middle (part 2 has fewer turns than part 1). These
peaks occur around 70 to 100 [ms] in both parts, and gives the 2.1 [kV] inter–layer voltage
from before.

Note that these figures only serve to give a general overview of the voltages, seeing as
only the local peaks are considered, not peak differences across the four key areas.

Looking at the CL figure, it is clear that the largest positive peaks are the ones immedi-
ately after the CLIQ is triggered. The negative peaks are also substantial, but are reached
far later, and also in different areas of the coil (typically in the middle). That half–turn 60
in part 1 has both the negative and the positive peak does not imply anything in particular
— the resistive (positive) voltage at the end of the part is not sufficiently large to exceed the
inductive (negative) voltage as the current decays (for this part), and so, the end of the part
sees both the positive and negative peaks.

For the LL, half–turn number 55 in electrical part 1 is indicated as the peak — this is
due to the voltage spike that arises when a large part of the coil quenches while the inductive
voltage is still large; disregarding this voltage spike, the last half–turn of the part has the
highest voltage (500 [V], being half the CLIQ charging voltage). In parts 2 and 4, giving the
midplane area, half–turns 25 see their positive and negative peaks at the same time in both
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parts — the peak midplane voltage is then about 1.6 [kV].
Both the midplane and inter–layer peaks can be identified in the LLrev plot, as the

inductive voltage stays very similar as for the LL, but the resistive voltage changes due
to faster quench; half–turn 25 in part 1 (max) and half–turn 17 in part 2 (min) are quite
close, indicating a peak inter–layer voltage of about 1.5 [kV], while the same half–turn in
part 2 is also close to half–turn 33 in part 4, giving a midplane voltage as high as 2.5 [kV].
These estimates are not very accurate, though, as the half–turns highlighted are not exactly
opposite each other over the interfaces.
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(a) PP CLIQ configuration.
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(c) LL CLIQ configuration.
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(d) LLrev CLIQ configuration.

Figure 6.10: Voltage to ground in the half–turn with the positive and negative peak values in each
electrical part for discharges with all four CLIQ configurations into coil variant A, at
nominal initial transport current.

Figure 6.11 shows how the voltages to ground look for all half–turns in the variant A coil
at a time t = 90 [ms] during discharges with the four CLIQ configurations.

The most important difference lies in the general location of peak voltages — for the PP
and CL, the midplane voltages are quite small, while the inter–layer voltages reach very high
values in comparison. For the LL and LLrev the midplane voltages go up substantially, but
the inter–layer voltages are reduced compared to the PP and CL. The LL is clearly the better
choice between the LL and the LLrev, seeing as voltage distribution itself is very similar,
but the amplitude is lower. This is because the LL quenches the coil a little later and a
little slower than the LLrev; the current decays slower, meaning a smaller inductive voltage
during the later stages of the discharge, while the resistance in the coil is a little slower to
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Section 6.2. Effect of the CLIQ Configuration — Variant A

rise, meaning that the resistive part of the voltage is kept a little lower than for the LLrev.
From previous chapters it is clear that the LLrev performs better in terms of hot–spot, with
a typical difference of about 20 [K] in favour of the LLrev.
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(a) PP CLIQ configuration with connection or-
der A — 1–2–3–4, at t = 90 [ms].
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(b) CL CLIQ configuration with connection or-
der A — 1–2–3–4, at t = 90 [ms].
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(c) LL CLIQ configuration with connection or-
der B — 1–2–4–3, at t = 90 [ms].
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(d) LLrev CLIQ configuration with connection
order B — 1–2–4–3, at t = 90 [ms].

Figure 6.11: Voltage to ground in all half–turns of the A variant coil, at time t = 90 [ms], during
discharges with all four CLIQ configurations.

Table 6.4 shows the key voltage values for all combinations of CLIQ configuration and
half–turn connection order. Note that there is no real difference between the A and D
connections for the CL CLIQ configuration — connecting the half–turns as 1–2–3–4 or 2–1–
4–3 is entirely symmetric for the CL in the sense that the figures 6.9b and 6.11b would be
mirrored over the midplane, but keep the distributions and values.

All other configurations perform better than the PP in terms of both IL and TtoT voltage;
as they also give significant improvements in hot–spot temperature over the PP, there is no
longer any reason to keep the PP as an option.

For the LLrev, connection order C is by far the best option, with the peak CtoC voltage
being almost half of the value with the B connection order. Both orders have the same
IL and Mid voltages; while the Mid voltage might be acceptable, it certainly stretches the
softness of the 1 [kV] limit set before, the IL is too high, given the challenging insulation
situation between layers.

With this in mind, only the LL CLIQ configuration manages to obtain acceptable voltage
levels — the IL does exceed the limit, but not by so much that it must be deemed impossible
to overcome, while the same goes for the Mid voltage level. For a cos(θ) coil this Mid voltage
would be far more detrimental, as the distance between the upper and lower pole is much
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smaller than in the block–coil geometry6.
As for the LLrev, one connection order has substantially better CtoC voltage — the B

connection order has this voltage lower than half the value of the C connection order, and
is clearly preferred.

Table 6.4: Important peak voltages in the coil for nominal CLIQ parameters. The connection
scheme for PP and CL connections is 1–2–3–4, while for LL and LL rev it is 1–2–4–3.

Peak voltages, [kV]

CLIQ configuration IL Mid CtoC CtoB TtoT [V]

PP — Order B 2.1 2.0 0.9 -0.7 85

CL — Order A/D 1.6 1.5 1.6 1.3 70

LL — Order B 1.3 1.7 -0.5 -0.5 65

LL — Order C 1.3 1.7 -1.3 -0.6 65

LLrev — Order B 1.6 2.3 1.2 0.8 55

LLrev — Order C 1.6 2.3 0.7 0.7 55

6.2.1 Note on Varying the non–Copper Content for the LL CLIQ
Configuration

Table 6.5 summarises the voltage peaks for the LL CLIQ configuration and shows the same
trend as for the PP shown back in section 6.1.4; the IL, Mid and TtoT voltages all grow
swiftly with larger fractions of non–Copper, while the CtoC and CtoB barely changes at all.

Note that the voltage and hot–spot temperature (as presented in section 4.7) respond in
the same way to a change in the non–Copper content: they both go up for larger and down
for smaller fractions.

In isolation, the non–Copper content can be changed so as to make the LL CLIQ con-
figuration compatible with the 1 [kV] requirement in the IL. However, as mentioned back
in section 4.7, this jeopardises the operational stability of the coil, and so cannot be done
without other considerations in mind as well.

6See figure 2.11 for an example of a cos(θ) coil.
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Table 6.5: Peak voltages for varying fractions of non–Copper, during a CLIQ discharge of a nominal
CLIQ unit, into the reference, variant A, coil, at nominal initial transport current, in
the LL CLIQ configuration.

Peak voltages, [kV]

Half–turn order IL Mid CtoC CtoB TtoT [V]

fnonCu = 45% 1.0 1.3 -0.5 -0.5 45

fnonCu = 50% 1.2 1.5 -0.5 -0.5 55

fnonCu = 55% 1.3 1.7 -0.5 -0.5 65

fnonCu = 60% 1.6 2.0 -0.6 -0.5 80

fnonCu = 65% 2.0 2.4 -0.7 -0.5 100

6.3 Voltages in the Alternative Coil Variants

From the conclusions in the previous section, the PP and LL CLIQ configurations will only be
discussed with their B half–turn connection orders, and the LLrev only with the C half–turn
connection order. The exception to this is the D coil variant, where the order of half–turns
is not entirely equivalent to the other variants’. The CL only has one effective order, and
will be discussed with the A order.

6.3.1 Coil Variant B — Reduced Inductance

When reducing the inductance of the coil, the inductive component of the voltage is reduced,
as the voltage across an inductor is proportional to the inductance. With this reduced
inductance, the CLIQ unit is more effective, as explored in chapter 5, and thus, the current
decays faster than for the reference, variant A, coil. This faster decay means that the dI/dt
in the later part of the transient is somewhat higher, countering some of the lost inductance
in terms of keeping the voltage higher7. Seeing, then, as the cable used in the B coil variant
have a larger cross section than the reference ones, the resistive voltage will also be reduced,
and so, the over–all effect; reduced inductance, somewhat increased dI/dt, and reduced
resistance, is a marked reduction of the voltage in the coil, as compared to the reference,
variant A, coil.

Table 6.6 summarises the important peak voltage values. Just like for variant A, the
LL stands out as the best performer — the inter–layer voltage is within the 1 [kV] limit,
300 [V] below the corresponding value of the reference variant; the midplane voltage is not
very far above the limit, also 300 [V] below the reference; while both the coil–to–collar and
coil–to–bore are far below safe limits, being the same as the reference. The same goes for
the peak turn–to–turn voltage.

For this coil variant it is notable also that the LLrev is not completely unreasonable, as-
suming that almost 2 [kV] across the midplane is acceptable — this does provide a noticeable
improvement in the hot–spot temperature, as shown back in figure 5.27 (approximately 20
[K] improvement from the LL).

7The later part is here thought of as the part of the transient where the CLIQ oscillations have been damped
completely, and only the exponentially decaying magnet current remains.
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Table 6.6: Important peak voltages in the B coil variant for nominal CLIQ parameters. The
connection order for PP and LLrev is B , CL is A and LL is C.

Peak voltages, [kV]

CLIQ configuration IL Mid CtoC CtoB TtoT [V]

PP 1.7 0.9 1.0 0.7 75

CL 1.7 1.7 1.8 1.4 65

LL 1.0 1.4 0.5 -0.5 55

LLrev 1.1 1.8 0.9 0.6 55

6.3.2 Coil Variant C — Increased Inductance

For the C variant, the exact opposite is true: the higher inductance influences the inductive
voltage more than the slightly lowered dI/dt, while the smaller cable give a larger resistance,
over–all resulting in voltages much higher than for the reference variant. The PP fails on
almost all accounts, with the inter–layer voltage far above a safe value, and even the turn–
to–turn voltage skirting the threshold of 100 [V], as the summarising table 6.7 shows.

The LL is still the best option, but with an inter–layer voltage 60% above the limit, it is
not satisfactory.

Table 6.7: Important peak voltages in the C coil variant for nominal CLIQ parameters. The
connection order for PP and LLrev is B , CL is A and LL is C.

Peak voltages, [kV]

CLIQ configuration IL Mid CtoC CtoB TtoT [V]

PP 2.7 1.0 1.5 0.7 100

CL 2.1 1.6 1.8 1.4 75

LL 1.6 2.2 -0.6 -0.5 65

LLrev 2.0 2.9 0.6 0.8 65

6.3.3 Coil Variant D — Graded Coil

The graded coil, variant D, poses a problem, as seen in figure 6.12; the inhomogeneous quench
propagation, already discussed in section 5.1, gives rise to large voltage gradients around the
interface between the coil insert and the regular cable. The figure shows the voltage in all
half–turns of the coil at t = 60 [ms]. Compared to the smooth gradient in the A variant, in
figure 6.11, the D variant has far larger turn–to–turn voltages.
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(a) PP CLIQ configuration with connection or-
der A — 1–2–3–4, at t = 60 [ms].
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(b) CL CLIQ configuration with connection or-
der A — 1–2–3–4, at t = 60 [ms].
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(c) LL CLIQ configuration with connection or-
der B — 1–2–4–3, at t = 60 [ms].
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(d) LLrev CLIQ configuration with connection
order C — 2–1–3–4, at t = 60 [ms].

Figure 6.12: Voltage to ground in all half–turns of the D variant coil, at time t = 60 [ms], during
discharges with all four CLIQ configurations.

For the D variant, the small cable on the outside of the inserts quench very early, while
most of the insert is still superconducting — this means that a large resistive voltage builds
up in the quenched half–turn, while the inductive voltage of the insert stays the same. Table
6.8 summarises the voltage characteristics of the D variant, and it is clear that the turn–
to–turn voltage is far too high, due to the difference across the insert–to–coil interface. The
other key values are also on the high side, even for the LL CLIQ configuration, and the
graded coil seems impossible to protect from the voltage insulation point of view.

Table 6.8: Important peak voltages in the D coil variant for nominal CLIQ parameters. The
connection order for PP and LLrev is B , CL is A and LL is C.

Peak voltages, [kV]

CLIQ configuration IL Mid CtoC CtoB TtoT [V]

PP 2.4 0.9 1.4 0.7 225

CL 1.6 1.3 -1.4 1.2 165

LL 1.4 1.7 0.6 0.5 195

LLrev 1.6 2.4 0.8 0.4 170
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6.3.4 Coil Variant D — Graded Coil — Alternative Electrical Parts

The discussion of the D v2 version of the D coil variant in section 5.6.2 indicates that the
alternative connection scheme allows the LL and LLrev to protect the D coil — at nominal
CLIQ parameters, the temperature margin is about 10 [K] for the LL and 20 [K] for the LLrev.
Recalling the summarising figures showing how the initial transport current influences the
hot–spot temperature, in the previous chapter (figure 5.27), the hot–spot rises almost 100
[K] going from nominal current to short–sample for the D v2 — this means that protecting
the coil will be near impossible at all current levels, and so, looking at the voltage in this
section will be more for the sake of completeness than finding a working protection system.

From the simulation results in section 5.6.2, four cases are of interest: nominal CLIQ
parameters for both LL and LLrev, and the LL with U0 = 1.2 [kV], CCLIQ = 400 [mF], and
the LLrev with U0 = 1.5 [kV], CCLIQ = 200 [mF]8.

Figure 6.13 shows the voltage to ground of all half–turns, for the four interesting con-
figurations, at t = 60 [ms]. It is obvious that the voltage gradient over the insert–to–coil
interface is even worse than for the D variant9.

Note that the half–turn order for the D v2 is not as simple as the one for the other
variants, and the B and C connection orders (C is the optimal for all four cases in the
figure) are shown in appendix C10.

8These two simulations give the same final hot–spot temperature of about 315 [K].
9The results shown here seem trustworthy when taking the success of the other simulations into account,
but in their own right, the numbers seem almost sensational, and, ideally, more time should be spent
investigating possible errors.

10Figure C.5.
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(a) PP CLIQ configuration with connection or-
der C — 2–1–3–4, at t = 60 [ms].
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(b) CL CLIQ configuration with connection or-
der C — 2–1–3–4, at t = 60 [ms].
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(c) LL CLIQ configuration with connection or-
der C — 2–1–3–4, at t = 60 [ms].
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(d) LLrev CLIQ configuration with connection
order C — 2–1–3–4, at t = 60 [ms].

Figure 6.13: Voltage to ground in all half–turns of the D v2 variant coil, at time t = 60 [ms],
during discharges with the LL and LLrev CLIQ configurations, with varying CLIQ
parameters

Table 6.9 gives the most important voltage values, and the turn–to–turn voltages, with
peaks always around the interface between the insert and the rest of the coil, are tremendously
large, seven to nine times as large, compared to the design limit of 100 [V]. This can safely
be assumed an insurmountable challenge.

Table 6.9: Important peak voltages in the D v2 coil variant for varying CLIQ parameters. The
connection scheme in all plots is the C half–turn order.

Peak voltages, [kV]

CLIQ configuration IL Mid CtoC CtoB TtoT [V]

LL — nominal 2.4 1.6 1.3 0.4 900

LL — U0 = 1.2 [kV], CCLIQ = 400 [mF] 2.2 1.2 0.7 0.5 700

LLrev — nominal 2.5 1.6 1.4 0.4 900

LLrev — U0 = 1.5 [kV], CCLIQ = 200 [mF] 2.2 1.5 1.0 0.7 800
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6.3.5 Coil Variant F — Larger Aperture

As with the hot–spot considerations, the F variant behaves the same as the B — smaller
inductance gives a faster quench, and larger cable cross sections give a smaller resistance —
and the voltages, as shown in table 6.10, are almost identical to those of the B variant.

The LL, again, is preferred, with an inter–layer voltage only slightly above the limit of 1
[kV], and very good coil–to–collar and coil–to–bore voltages.

Table 6.10: Important peak voltages in the F coil variant for nominal CLIQ parameters. The
connection order for PP and LLrev is B , CL is A and LL is C.

Peak voltages, [kV]

CLIQ configuration IL Mid CtoC CtoB TtoT [V]

Pole–pole 1.8 1.5 1.0 0.7 80

Crossed–layer 1.6 1.7 1.7 1.4 65

Layer–layer 1.1 1.5 0.5 -0.5 55

Layer–layer rev 1.3 1.9 0.6 0.7 55

6.3.6 Coil Variant F — Larger Aperture — Better Operating Margin

When increasing the operating margin of the F variant, investigated in section 5.8, it was
clear that the hot–spot temperature rose as a trade off between temperature margin and field
margin, where improved field margin was the goal. Table 6.11 summarises the impact this
trade off has on the voltage of the coil — even if the quench initiation is slightly delayed by
the improved superconductor (increased enthalpy margin to quench), there are no significant
changes in the peak voltages during the CLIQ transient, and the LL CLIQ configuration
remains the best choice from a voltage insulation point of view.

Table 6.11: Important peak voltages in the F coil variant, with improved operating margin, for
nominal CLIQ parameters. The connection order for PP and LLrev is B , CL is A
and LL is C.

Peak voltages, [kV]

CLIQ configuration IL Mid CtoC CtoB TtoT [V]

Pole–pole 1.8 1.5 1.0 0.7 85

Crossed–layer 1.7 1.7 1.7 1.4 65

Layer–layer 1.1 1.5 -0.5 -0.5 60

Layer–layer rev 1.4 1.9 0.6 0.7 60

6.4 Conclusions

It is interesting to note from the discussion of the D v2 variant that the voltages in the
coil do not depend very largely on the charging voltage of the CLIQ unit; it is much more
important how fast the quench propagates, as this reduces the large resistive part of the
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voltage, as well as reduces the time of high inductive voltages. This does lend a hand to
the possibility of improving the protection level of the C variant by increasing the charging
voltage. The caveat is that the CL CLIQ configuration cannot be used — as seen, the CL
has an unfortunate inductive voltage distribution at the point of triggering, and will exceed
the voltage limit quite easily. No further investigation into this possibility has been made.

The LL CLIQ configuration consistently proves the best in terms of the voltages in the
coil, while the PP is the worst. Only the LL applied to the B or F variants is able to keep
the inter–layer voltage at an acceptable level, right around the 1 [kV] soft limit set for the
high–voltage insulation. The D and D v2 both have a large problem with the turn–to–turn
voltages, with the D variant typically going 100% above the 100 [V] limit, and the D v2 more
than 9 times above. As such, it seems impossible to protect the D variant all–together.

The connection order of the half–turns in the coil play a large role for the LL and LLrev
CLIQ configurations, typically halving the coil–to–collar voltage, and thereby making the LL
a very viable protection candidate (the LLrev still struggles with large inter–layer voltages).
Also the PP CLIQ configuration is impacted greatly in the midplane voltage from altering
the connection order of the half–turns: for the A variant, the midplane voltage can be halved
from 2 to 1 [kV] with the right choice of order.

In all cases, the midplane voltage is the one to see the largest strain on the 1 [kV] limit,
but seeing as the distance between the poles is as large as it is in all the block–coil variants
investigated it is assumed that the voltage limit can be reasonably relaxed here, with LL
values for both B and F variants around 1.5 [kV].

Improving the superconductor, although altering the hot–spot temperature, is not found
to have any significant impact on the voltage characteristics of the coil.
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Chapter 7

Conclusions and Suggestions for
Further Work

7.1 Parameter Space

The ability to protect the coil is always measured against the hard limits of hot–spot tem-
perature at 350 [K] and turn–to–turn voltage of 100 [V], as well as the softer high–voltage
limit of 1 [kV].

CLIQ parameters Changing the charging voltage or the capacitance of the CLIQ unit
does alter the hot–spot temperature, but it has been found that even for a doubling of
the voltage, only about 25 [K] is gained in the hot–spot, from 350 [K]. For an increase in
the capacitance, the hot–spot rises due to a larger energy deposition from the CLIQ unit.
Lowering the capacitance has had some success for the D variant coil, but only in conjunction
with increased voltage, which reduces the electrical safety of the system.

CLIQ configurations Altering the CLIQ configuration has a tremendous impact on the
hot–spot temperature; going from the PP to the CL or LL grants gains in the hot–spot on
the order of 40–60 [K], depending on the coil variant. Going to the LLrev will reduce the
hot–spot temperature with another 20–30 [K].

In terms of voltage, the same is clear — the CLIQ configuration is of defining significance
for the inter–layer, midplane and turn–to–turn voltages, as well as the coil–to–collar and
coil–to–bore; the PP and CL CLIQ configurations will typically see as much as 2 [kV] inter–
layer voltage — far above the limit, while the LLrev typically manages about 500 [V] less,
but still above the limit. Only the LL CLIQ configuration seems a truly promising approach,
managing to reach as far down as exactly 1 [kV] inter–layer voltage, while consistently keeping
the turn–to–turn voltages the lowest (or on par with the LLrev).

Initial transport current The magnet will operate at all currents between zero and
nominal, and must be protected at all current levels — for all variants the CLIQ unit,
regardless of configuration or system parameters, was able to adequately protect the coil.
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RRR The RRR has been found to have only very little influence on the hot–spot tem-
perature. At very high filament twist pitches the dependence grows somewhat, but other
parameters have far larger importance; it will typically change the hot–spot by about 10 [K],
with larger RRR giving a larger hot–spot.

Fraction of non–Copper As for the CLIQ configuration the fraction of non–Copper is
very important for the hot–spot temperature, and also influences the voltages in the coil.
Depending on the coil variant, changing the fraction by 5 percentage points up or down will
typically increase or decrease the hot–spot temperature by 20–30 [K], with the PP CLIQ
configuration being more sensitive and the LLrev being less sensitive. The same change in
non–Copper content will increase or decrease the peak inter–layer voltage by 200–400 [V],
with the PP being the most sensitive and the LL the least sensitive.

Filament Twist Pitch As for the RRR, the filament twist pitch is not tremendously
important within the physically probable limits around 10 to 18 [mm], and reduces the hot–
spot temperature by about 30 [K] when going from the smallest to the largest twist pitch.
For values outside of those likely to be chosen in an actual strand for a cable, less likely due
to elevated risk of flux jumps, the hot–spot can be reduced by as much as 50 [K].

Critical surface By improving the superconductor it is found that the operational margin
of the coil can be improved substantially while at the same time only very small sacrifices
are made in the hot–spot temperature (typically increasing by 20 [K]) and peak voltages (no
significant changes).

Coil geometry Similarly to CLIQ configuration and the non–Copper fraction, the coil
geometry has a large impact on whether or not the coil can be protected effectively. Reducing
the inductance and increasing the cable’s cross sectional area is quite effective at reducing
both the hot–spot temperature and the peak voltages; going from the reference coil design
to either a similar aperture with larger cables or a larger aperture with larger cables reduces
the peak temperature by 30 [K] when using the PP CLIQ configuration and 20 [K] when
using the LLrev. For a variant with smaller cables, giving a larger self–inductance, the hot–
spot temperature rises by about 10 [K]. The graded coil seems nigh impossible to protect;
not only is the hot–spot temperature very hard to bring down below 350 [K], but the peak
turn–to–turn voltages are between 2 and 9 times the 100 [V] limit.

7.2 Key Considerations

Tables 7.1 and 7.2 give qualitative overviews of the protectability and effectiveness of the coil
variants and CLIQ configuration respectively.

It is clear that the D v2 variant can be disregarded completely from a voltage point of
view, while the D variant is out also due to the very high hot–spot temperatures.

Variant C shows little promise both in the hot–spot and the coil voltages, while the
baseline variant, A, has the voltages as a particular challenge while the hot–spot is acceptable.
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Table 7.1: Qualitative comparison of coil variants.

Variant Manufacture Thot Uground

A 3 7

B 3 3 3

C 3 7 7

D 7 7 7

D v2 7 77

F 3 3

The CL CLIQ configuration can easily be dismissed; the voltages are poor, and the hot–
spots are mostly on par with the LL. The PP configuration is also challenging from the
voltage requirements, while also unsatisfactory in terms of hot–spot.

The LLrev CLIQ configuration has the best hot–spot characteristics, but when also volt-
age is taken into account, only the LL manages to safely protect the magnet, and even this
configuration does push at the soft voltage limit set.

Table 7.2: Qualitative comparison of CLIQ configurations.

Configuration Manufacture Thot Uground

PP 3 7 7

CL 7 7

LL 7 3

LLrev 7 3

7.3 Final Recommendation

When taking all results into account, it is quite clear that the F coil variant, with the
slight improvement in the superconductor’s pinning properties, protected by the LL CLIQ
configuration is the best alternative. There is still room for tuning with the non–Copper
fraction and CLIQ parameters, and the coil is protected at all current levels. Presumably,
the B variant will behave similarly to an improved superconductor, and as such the two
variants are considered on par.

Even clearer than the issue of what alternative to promote, the D (and D v2 ) variant
stands out in the opposite sense — hot–spots that are, at best, right below the temperature
limit, and voltages, at best, twice above theirs; the clear conclusion is to disregard the design
unless far better insulation materials or fundamental changes to the degree of grading can
be made.
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Appendix A

Example of cos(θ) Coil Dipole Field

Figure A.1 shows the dipole field of the proposed 11 T HL–LHC magnet. The inner layer,
closest to the bore, is clearly seeing a higher field than the outer layer, and the region of high
field is quite evenly distributed across all the cables of these inner layers. This means that
the margin to quench for all the cables in the inner layers is low and similar. This is a very
good feature from a CLIQ protection point of view, given its uniform energy deposition in
the coil.
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Appendix A. Example of cos(θ) Coil Dipole Field

Figure A.1: Field distribution in the 11 T HL–LHC dipole, for the nominal transport current of
11.85 [kA].
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Appendix B

Quench Margins

B.1 Enthalpy and Temperature Margins for the Block–Coil Dipole
Magnet

75% of Nominal Transport Current — Enthalpy Margin to Quench
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Figure B.1: Enthalpy margin to quench in the different cables of the coil for an initial transport
current of 13950 [A] (75% of the nominal current).
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Appendix B. Quench Margins

75% of Nominal Transport Current — Temperature Margin
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Figure B.2: Temperature margin in the different cables of the coil for an initial transport current
of 13950 [A] (75% of the nominal current).

50% of Nominal Transport Current — Enthalpy Margin to Quench
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Figure B.3: Enthalpy margin to quench in the different cables of the coil for an initial transport
current of 9300 [A] (50% of the nominal current).
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Section B.1. Enthalpy and Temperature Margins for the Block–Coil Dipole Magnet

50% of Nominal Transport Current — Temperature Margin
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Figure B.4: Temperature margin in the different cables of the coil for an initial transport current
of 9300 [A] (50% of the nominal current).

25% of Nominal Transport Current — Enthalpy Margin to Quench
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Figure B.5: Enthalpy margin to quench in the different cables of the coil for an initial transport
current of 4650 [A] (25% of the nominal current).
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Appendix B. Quench Margins

25% of Nominal Transport Current — Temperature Margin
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Figure B.6: Temperature margin in the different cables of the coil for an initial transport current
of 4650 [A] (25% of the nominal current).
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Section B.2. Enthalpy and Temperature Margins for the D Variant Block–Coil Dipole
Magnet

B.2 Enthalpy and Temperature Margins for the D Variant
Block–Coil Dipole Magnet

Nominal Transport Current — Enthalpy Margin to Quench
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Figure B.7: Enthalpy margin to quench in the different cables of the D variant coil for the nominal
initial transport current.
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Appendix B. Quench Margins

Nominal Transport Current — Temperature Margin
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Figure B.8: Enthalpy Margin to Quench in the different cables of the D variant coil for the nominal
initial transport current.
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Appendix C

Connection Orders

C.1 Half–turn Order for the A Coil Variant
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Figure C.1: The 1–2–4–3 cable connection order, named after the order of electrical parts, for
variant A.
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Appendix C. Connection Orders
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Figure C.2: The 2–1–3–4 cable connection order, named after the order of electrical parts, for
variant A.
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Section C.1. Half–turn Order for the A Coil Variant
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Figure C.3: The 2–1–4–3 cable connection order, named after the order of electrical parts, for
variant A.
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Appendix C. Connection Orders

C.2 Half–turn Order for Alternative D v2 Connection Scheme
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Figure C.4: The 1–2–4–3 cable connection order, named after the order of electrical parts.
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Section C.2. Half–turn Order for Alternative D v2 Connection Scheme
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Figure C.5: The 2–1–3–4 cable connection order, named after the order of electrical parts, for
variant D v2.
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