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Abstract
The main goal of this thesis, A petrophysical evaluation of tidal heterolithic depos-
its: application of a near wellbore model for reconciliation of scale dependent well 
data, is to give a better and less uncertain estimate of porosity and permeability in a 
challenging reservoir type. This is accomplished through an integrated study that 
takes into account both sedimentological and petrophysical well data, that are rec-
onciled in a near wellbore model on which critical factors as sedimentological het-
erogeneity, biased sampling and scale transitions are evaluated.

A 25 m interval of the lower part of the Tilje Formation in Heidrun Field, Halten 
Terrace offshore mid Norway is parameterized with focus on factors affecting the 
petrophysical properties in the near wellbore volume. In tidal deposits, the amount 
and spatial distribution of low-permeable mud is a critical factor. A geostatistical 
near wellbore model is then created of this interval. The modelling approach is pro-
cess-oriented and mimics the depositional process by displacement of mathematical 
surfaces to simulate deposition and erosion. The volumes between the surfaces are 
populated with petrophysical properties using a correlated Gaussian field approach. 
This process-oriented modelling tool is critically reviewed and transformations are 
proposed that are used to obtain input parameters from core observations such, as 
the sand and mud laminaset thickness distribution. The porosity and permeability 
values, that have to be specified at the lamina scale, are obtained from core plugs, 
which represent an average of several lamina types, through an iterative procedure. 
The result is a realistic representation of the sedimentological components and the 
petrophysical distributions in the near wellbore volume on which petrophysical 
parameters can be calculated on various scales.

In one of the lithofacies the vertical variation in sand laminaset thickness was anal-
ysed with time series analysis methods to quantify the degree of tidal influence. 
Although the data set is noisy, a few periodic components are significant: namely 
11-16 and 50-60 sand laminasets per cycle. Furthermore, the internal stratification 
of the sand laminasets, the transition to the over- and underlying mud laminasets 
and the mean thickness of the mud laminasets, suggest that the shortest period 
recorded reflects a semi-annual tidal component. Incorporating vertical, periodic 
variation in mud fraction is important since it influences the bulk petrophysical 
properties.

Published flume tank studies are used to create a wide range of ripple-laminated, 
realistic bedding types with different mud fractions and correlation lengths but with 
constant petrophysical properties. These models are evaluated as a function of sam-
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ple volume. A large variation in porosity and permeability between realizations, 
expressed as the Coefficient of Variation (CV), is observed when the sample vol-
ume is small. This indicates that the volume of investigation is not representative. A 
representative elementary volume (REV) is here defined to correspond to the sam-
ple volume that gives a CV below 0.5. For permeability there is observed a relation 
between the size of the REV and the bedding type (i.e. the correlation lengths of the 
sedimentological components). This relation is different for vertical and horizontal 
permeability. Porosity, being an additive property only dependent on the amount 
and not the spatial distribution of the components, shows no such dependency. 
From these experimental results, flow regimes and critical thresholds are identified 
that highlight the uncertainty in scale transition issues in these deposits. The results 
show that core plugs in general are inadequate to describe the effective permeabil-
ity at the bedding scale and that this will affect the integration of core and log data.

The model set used to study the dependency with sample volume is expanded and 
evaluated with different porosity and permeability contrasts between the lithologi-
cal components at a representative scale. The critical threshold for onset of vertical 
and horizontal flow is enhanced. The relation between the mud fraction and the 
effective vertical and horizontal permeability is expressed with different function 
types that are used to estimate a representative permeability value from a mud frac-
tion estimate. Incorporating physical parameters that can be evaluated indepen-
dently makes the relationship more generally applicable. The results can be used to 
guide the focus in data collection in these deposits by quantifying the influence of 
contrast between sand laminae or between the sand and the mud component in the 
different flow regimes. 

The results form a basis for giving a better estimate of porosity and permeability in 
the selected interval. One method uses the near wellbore model, based on the 
detailed study of the interval, and forward models the porosity and permeability 
anisotropy at various scales. With this method individual lithofacies are studied and 
biased sampling is evaluated. A continuous estimate along the model is compared 
with existing estimates of horizontal permeability and porosity. A second method, 
being more general, uses the equations describing the relation between mud frac-
tion and permeability. Using a wireline-based estimator of mud fraction, a continu-
ous estimate of permeability anisotropy is obtained that differs from the traditional 
core-log method since the effective properties are calculated at a representative 
scale. 

In summary, this study gives, as well as a contribution to scale transition issues in a 
difficult tidal heterolithic reservoir type, a formalised basis for analysis of petro-
physical properties in a multi-scaled heterogeneous geological system.
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CHAPTER 1 Introduction
1.1 Background

Estimation of petrophysical properties, as porosity and permeability, has been and 
is an important activity in the petroleum industry. Even after decades of research, it 
is still little consensus of how to properly reconcile the available subsurface data in 
order to estimate these parameters. In heterolithic deposits, the estimation of per-
meability is particularly difficult because there is no reliable direct measurement of 
permeability in the subsurface, permeability is a non-additive, scale dependent 
property of the rock and the resolution of the measurements used is generally inad-
equate to describe the small-scale variability that influence on the flow properties.

Sedimentary architecture causes heterogeneity at many scales, which can affect res-
ervoir performance (e.g. Haldorsen, 1986), and primary sedimentary structures at 
the sub-meter scale have been shown to significantly influence on the flow proper-
ties (Weber, 1982; Hurst, 1993; Hartkamp-Bakker and Donselaar, 1993a). How-
ever, because of computational limitations, these heterogeneities cannot be 
included explicitly in the reservoir simulator but have to be represented by a single 
representative value. To give a best estimate of that value, all the available and rele-
vant data should be used. There are, however, some principal problems of integrat-
ing data representing different sample volumes (Haldorsen, 1986; Enderlin et al., 
1991; Worthington, 1994; 2003a; Corbett et al., 1998). This is especially the case in 
tide-influenced deposits, which commonly show many scales of heterogeneities. 
1



Introduction
Brandsæter et al. (2001) showed that the ratio between vertical and horizontal per-
meability (kv/kh ratio) was one of the most important parameters influencing oil 
recovery in such deposits. At the lithofacies scale, thin mud layers intercalated with 
sand have a strong influence on the flow properties. These millimetre to centimetre 
scale heterogeneities are not well characterized by the core plugs or the wireline log 
measurements. Core plugs measure at a volume scale at or below the characteristic 
length scale of the heterogeneity and the wireline logs, measuring in general a 
larger volume of rock, tend to average out the response from the different compo-
nents present. Integration between these two data sets is thus problematic. Heteroli-
thic tidal reservoirs form a significant part of many of the hydrocarbon fields on the 
Halten Terrace, offshore mid Norway and are a reservoir type of growing economic 
importance.

Many methods have been proposed to calculate the effective permeability (for a 
review see Renard and Marsily, 1997). However, regardless of the upscaling tech-
nique, the question remains as to what scale the measurements should be rescaled 
to. Bear (1972) introduced the concept of Representative Elementary Volume 
(REV). At this volume, the parameter of interest is both homogeneous and station-
ary meaning that the value is insensitive to small changes in sample volume and 
location. Even though this concept is simple and intuitive, only a limited number of 
papers have been published on this issue, which can be related to the difficulty in 
experimental verifying the existence of such a volume (Baveye and Sposito, 1984).

Koltermann and Gorelick (1996) reviewed different methods for generating numer-
ical models of sedimentary architecture. The majority of these focus on larger scale 
heterogeneities while some considered the scale of primary sedimentary structures. 
In this thesis, a process oriented stochastic modelling tool (SBEDTM, Wen et al., 
1998) is used to generate realistic near wellbore models of the reservoir. The near 
wellbore model is defined here as a numerical representation of the sedimentologi-
cal components and petrophysical properties in a rectangular shaped volume along 
the wellbore with a lateral dimension on the scale of the conventional wireline 
tools. This geostatistical, near-wellbore, 3D model can be regarded as an earth 
model common to the sedimentologist, the petrophysicist and the reservoir engineer 
since it can contain information relevant to all these disciplines. Having this model 
that spans geological length scales from the lamina scale to the bed set scale gives a 
possibility to reconcile conflicting well data and form a basis for better integration 
of static and dynamic data. This thesis will focus on a few of the possibilities this 
shared earth model can provide to reconcile conflicting welldata. 
2
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1.2 Problem definition and aim of work

Despite the acknowledgment of the principal problems with traditional integration 
methods of core and wireline data for estimation of porosity and permeability, it has 
been difficult to establish a consistent approach to this problem. For tide-influenced 
deposits, it is commonly observed that even after an interval is divided into lithofa-
cies, the petrophysical variability, estimated from available well data, is large in 
each lithofacies and that the contrast between lithofacies is low. This indicates that 
the heterogeneity affecting these parameters is not well characterized with these 
well data types. The main goal of this thesis is thus to give a better and less uncer-
tain estimate of porosity and permeability in such challenging reservoirs. This is a 
wide and cross-disciplinary topic and the following sub-tasks have been chosen to 
restrict this thesis:

• Focus on single-phase permeability anisotropy and porosity

• Evaluate the advantages and limitations of a shared earth model and develop 
consistent workflows that create realistic near wellbore models of these deposits 
giving an opportunity to rescale available data to the scale of interest.

• Evaluate, for some common tidal deposits, how porosity and permeability var-
ies with sample volume, the size of a representative volume (if it exists) and its 
relation to the correlation lengths of the sedimentological components. Further-
more, evaluate the influence of varying the contrast between the lithological 
components on the parameters of interest.

• Apply the results and workflows to a specific reservoir interval in the lower 
part of the Tilje Formation, Heidrun Field on the Halten Terrace to give a better 
and less uncertain estimate of porosity and permeability at various scales.

These subjects address issues that can be regarded as more of academic interest and 
results that are directly applicable for the petroleum industry.

1.3 Organization of the thesis

This thesis consists of nine chapters in addition to appendices that contain neces-
sary modelling parameters to recreate the results presented (Appendix A), two 
extended abstracts, one presented (Appendix B) and one accepted for presentation 
(Appendix C), and a paper that is submitted for publication (Appendix D). The nine 
chapters can be divided into five sections:
3
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1. Theoretical background (chapter 2 and 3). Chapter 2 gives a general introduc-
tion to some petrophysical conceptual models, sedimentary processes and the 
implications on petrophysical properties, and different published methods for 
estimation of porosity and permeability from well data. Chapter 3 gives a 
review of tidal theory and the implications on the sedimentary record, which 
then forms as a background for chapter 5. Because of the cross-disciplinary 
aspect of this thesis, it is considered important to review these issues compre-
hensively. The result is that the reader may find some of the aspects reviewed 
unnecessary detailed. However, many of the concepts, terminologies and 
assumptions in the models in the different disciplines are often not well under-
stood by a person not from that particular discipline. For example, a petrophysi-
cist with a background in physics may find section 2.2 valuable both for 
introduction of common terms but also to appreciate better the geological part 
of the earth model. A sedimentologist, may however find that particular section 
trivial, but are perhaps more unfamiliar with the issues treated in for example 
section 2.3. Furthermore, these sections are then easy to use as reference in the 
subsequent chapters.

2. Geomodeling tool. Chapter 4 gives a description of the modeling tool used in 
this thesis and the results from a preliminary sensitivity study of the input and 
output parameters. A workflow and transformations to be used for detailed 
modelling of specific lithofacies, is given in the end of this chapter.

3. Detailed near wellbore model of a well interval. Chapter 5 gives a sedimento-
logical description of a selected interval of the Tilje Formation with focus on 
aspects that influence the petrophysical properties in the near wellbore volume. 
The results from chapter 4 are used to build a realistic sedimentological model 
of this interval. Chapter 6 outlines a workflow that is used to populate the near 
wellbore model with petrophysical properties from core plugs. The combined 
result from these two chapters is a detailed near wellbore model that honours the 
available well data and that are applicable for near wellbore modelling in depos-
its where similar aspects affect the petrophysical properties.

4. Evaluation of conceptual tidal bedding models. Chapter 7 gives a set of concep-
tual tidal bedding models which input parameters are based on published flume 
tank studies. These models, representing a range of tidal bedding types with dif-
ferent mud fractions and correlation lengths, are then evaluated as a function of 
sample volume. An extended model set is used in chapter 8 to evaluate the 
influence of petrophysical contrast between the lithological components at a 
representative scale.

5. Application of results to example well. Chapter 9 uses the results from previous 
chapters to give a better estimate of porosity and permeability anisotropy in the 
selected well interval. One method uses the detailed near wellbore model from 
4
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chapter 5 and chapter 6, while another method uses the results from chapter 7 
and chapter 8. 
5



Introduction
6



CHAPTER 2 Petrophysics and sedimentary 
processes
For a petroleum reservoir to be economical it is necessary that the reservoir rock 
under consideration has the ability to store hydrocarbons and that the hydrocarbons 
are allowed to flow through the rock. The first property is called porosity and the 
second permeability. An important task in petrophysics is to estimate these two 
parameters. This chapter will give the basic concepts regarding petrophysics and 
the intimate relation to sedimentary processes. In the final section, published meth-
ods to estimate porosity and permeability from common well data in the near well-
bore region will be reviewed. 

This thesis will focus on scale transition issues in tidal heterolithic reservoirs and 
the implications for core-log integration for estimation of porosity and permeability 
anisotropy. It will thus be essential to have a basic knowledge of the topics 
reviewed here to appreciate the challenges that are involved. As mentioned in the 
Introduction, some of the topics are reviewed on a rather detailed and basic level. 
This is however done with intention since the issue itself is cross-disciplinary and it 
is important that readers with different backgrounds are familiar with the terminol-
ogy and model assumptions of the other disciplines.

2.1 Properties of porous media

In the following, a review of the basic theory for flow of fluid in porous media is 
given with emphasis on the assumptions of the petrophysical models. Most of the 
7
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material presented can be found in textbooks covering dynamics in porous media 
(Scheidegger, 1974; Bear, 1988; Bear & Bachmat, 1990; Dullien, 1992; Sahimi, 
1995) and general fluid mechanics (Munson et al., 1994).

2.1.1 Description of porous media and the continuum approach

Simply stated, porosity is the capacity of a medium to store fluid and permeability 
is the ease of which fluid can flow through the porous material. Even though we 
may have an intuitive understanding of porosity, permeability and porous media, it 
turns out that they are difficult to define exactly. Bear (1988) outlines some essen-
tial characteristics of such a medium. A porous medium should be a multiphase 
matter, where at least one of the phases is not a solid. The solid phase is called the 
solid matrix and the void space between is called the pore space. Scheidegger 
(1974) used the term pore for void space of intermediate size between molecular 
interstices and caverns, which imply an indefinite limit. In order to be characterized 
as a porous medium, these ‘intermediate sized’ pores should be frequently distrib-
uted in the solid and at least some of the pores should be interconnected, even 
though the passages between them, the pore throats, often are narrow. Ideally, one 
would like to define a geometrical quantity that would characterize the pore system. 
However, the pore system of a natural porous body forms a very complex network, 
which is extremely difficult to describe geometrically. As a first approach, one 
would like to describe the pore with a diameter, and label this the pore-size. But 
attaching a (single) diameter to an irregularly shaped object is not a trivial task. The 
same problem is encountered when describing the grains. If the grains do not have a 
simple shape, a geometrical description of the volume or surface will be difficult. 
Scheidegger (1974) gives a good discussion of the difficulty of quantifying geomet-
rical quantities of the porous media.

The complexity of the pore geometry makes it intractable to describe with exact 
mathematical formulations. Another approach, the continuum approach, ignore the 
details of the media and uses the hypothesis that the porous matter is a hypothetical 
substance that is continuous throughout the spatial domain it occupies. The matter 
can then be described in that domain by a set of variables, which are continuous and 
differentiable functions of the spatial coordinates and of time (Bear and Bachmat, 
1990). The method of replacing a complex medium with a hypothetical homoge-
neous one has a long history and is often referred to as effective medium approxi-
mation (Bruggemann, 1935). Such an approach is appealing since measurements of 
extensive properties (see section 2.1.4) also represent an average over a certain vol-
ume of the porous media. Essential to the treatment of the porous media as a contin-
uum is the concept of a particle that is associated with a certain volume. The size of 
the particle should be so large that the effect of the micro-geometry is averaged out, 
8
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but still so small that it is representative for the centroid of the particle. This suit-
able large volume is often labelled the Representative Elementary Volume (REV) 
(Bear, 1972). The introduction of this volume is associated with a length scale. It is 
thus important to evaluate the effect of various length scales at which the system 
may be considered homogeneous, especially since the continuum approach breaks 
down if the correlations in the system approach the linear size of the system 
(Sahimi, 1995). This issue will be discussed in more detail in chapter 7. 

Before proceeding, some aspects of the porous media need to be considered. In a 
porous medium a property of interest may change as a function of the position in 
the medium and a medium is said to be homogeneous with respect to a certain prop-
erty if that property is independent of position within the medium. Otherwise the 
medium is said to be heterogeneous (Bear and Bachmat, 1990). The property may 
also vary with the direction it is measured, and a medium is said to be isotropic 
with respect to a certain property if that property is independent of direction within 
the medium. If, at a point within the medium, a property of the medium varies with 
direction, the medium is said to be anisotropic. Depending on the measurement 
volume, most reservoirs are heterogeneous and anisotropic rather than homoge-
neous and isotropic.

Having described some of the characteristics of the porous media, the next step is to 
evaluate how macroscopic properties, as porosity and permeability, are influenced 
by the pore structure. A general useful approach when studying complex natural 
phenomena that is too difficult, or impossible, to handle analytically, is to construct 
a conceptual model that is amenable to mathematical treatment. Various parameters 
of the conceptual model can then be related to parameters from the real phenomena. 
In the following, published conceptual models that have been used to investigate 
the relationship between pore structure and macroscopic properties will be briefly 
reviewed. 
9
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2.1.2 Porosity

A simple conceptual model for a porous medium will be a packing of equally sized 
spheres (figure 2.1). Grafton and Fraser (1935) made an extensive analysis of pack-
ing of spheres and its relation to porosity and permeability.

If we consider a unit cell of this model (inside the square to the left in figure 2.1), 
the pore or void volume can be calculated as the difference between the total vol-
ume of the cube and the volume of the solid spheres. The total porosity φ, a dimen-
sionless property, is defined as the ratio between the pore volume and the total 
volume or the fraction of the total volume that is not solid:

[2-1]

Where Vp, Vb and Vs is the volume of the pore space, bulk or total, and solid, 
respectively. In the case of cubic packing, the total porosity is 0.476 while the 
rhombohedral packing has a porosity of 0.26. It should be obvious from the discus-
sion above that porosity needs to be calculated on a volume of a certain size since 
the porosity at an infinitesimal volume can take the value 0 or 1 depending on the 
location.

Another geometrical quantity of the porous media is the specific surface area S. 
This is defined as the ratio between the total internal surface area of the pores (As) 
and the total volume: 

           [2-2]

FIGURE 2.1 Examples of different packing of equally sized spheres. Left: Cubic 
packing, Right: Rhombohedral packing.
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A variant of this quantity is the ratio between the specific surface area and the vol-
ume of the solid (Ss)

. [2-3]

From such conceptual models it is observed that porosity is independent of the 
sphere size but dependent of the grain configuration (packing), while the specific 
surface area is dependent of the sphere size and that the latter will increase with 
decreasing radius (through the ratio between As and Vs). In natural sandstones 
where the solid matrix forms a complex surface, the same equations can be used, 
but the volume of the solid or the void space has to be found experimentally. In 
addition, not all the pores in a sandstone have to be in connection with each other 
and with respect to flow through a porous medium, only the interconnected pores 
are of interest. A quantity, termed the effective porosity φe can be defined as the 
ratio between the interconnected pore volume (Vp,e) and the total volume. 

,   [2-4]

where Vp,ne is the non-interconnected pore volume.

2.1.3 Permeability

In order to incorporate fluid flowing through the porous media, with the end goal of 
determining its permeability, details of the fluid dynamics are needed. In principal, 
the Navier-Stokes equation can be written and solved at the microscopic level. 
However, because of the complex surface bounding the fluid, the description and 
solution at the pore level is impractical and probably impossible. As a result, the 
continuum approach has been used where the phenomena is studied at a scale much 
larger than the pores. However, in some simple cases, it is possible to solve the 
equation exactly. For steady, laminar flow in a cylindrical tube the resulting solu-
tion is the Hagen-Poiseuille equation. In this case the flow rate through the tube, 
which is equal to the velocity distribution from the Navier-Stokes equation multi-
plied with the area of the tube, can be expressed as

[2-5]
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where R and L is the radius and length of the tube, respectively, and ∆p is the pres-
sure drop that occurs over the tube.

The macroscopic description of a fluid flowing through a porous medium was early 
experimentally investigated by a Henry Darcy in 1853 (Bear, 1972). Darcy used the 
experimental setup in fig 2.2. An incompressible fluid was percolated through the 
one dimensional sand filter and in open manometer tubes at the base and top of the 
filter, the liquid rose to the heights h1 and h2, respectively, above a defined datum 
(Z=0). From this experiment, Darcy concluded that the rate of flow (volume per 
unit time) Q is a) proportional to the constant cross-sectional area A b) proportional 
to (h2-h1) and c) inversely proportional to the length L. Combined, this gave the 
Darcy law or formula: 

           [2-6]

Darcy law is valid in the case of incompressible fluid flowing through a homoge-
neous medium at a low speed (i.e. at laminar flow were the viscous forces are pre-
dominant). With other conditions, this relationship is not valid. This one-
dimensional equation has later been extended and generalized to three-dimensional 
differential equations (see e.g. Scheidegger, 1974; Sahimi, 1995). 

The ratio between the flow rate Q and the cross-sectional area A is called the spe-
cific discharge q. The coefficient of proportionality K, appearing in the Darcy for-
mula is called the hydraulic conductivity. It expresses with which ease the fluid is 
transported through the porous matrix and has the dimension m/s. This coefficient 
depends on both the matrix and the fluid properties. Nutting (1930), proposed a 
relationship that separates the effect of the grain configuration (the matrix) and the 
fluid: 

[2-7]

where g is the gravitation constant, ν is the kinematic viscosity and γ is the specific 
weight of the fluid. The parameter “k” is called the specific permeability or intrin-
sic permeability and has the dimension m2. The specific permeability, denoted per-
meability in this thesis, is then only dependent on the matrix properties, while the 
ratio between the specific weight and dynamic viscosity is the effect of fluid on the 
hydraulic conductivity.
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Over the years several models have been proposed to estimate permeability, often 
with porosity or grains size as independent parameters. Although they might give 
satisfactory results in some instances, a universal relationship between porosity and 
permeability is obviously not valid. A simple consideration of theoretical possibili-
ties of the structure of porous media makes one realize that a general correlation 
between porosity and permeability cannot exist. The important question then is 
what geometrical quantities of the porous media influence the specific permeability. 
Since permeability has the dimension of a length squared, great effort has therefore 
been made to reveal what geometrical length factors of the porous media that affect 
this property. Intuitively, the pore size and more important the pore throats will 
affect the ability of a fluid to flow through the media. As a consequence, it would 
be desirable to be able to express these geometrical quantities with the equation of 
the surface that bounds the pore space. However, as we have seen previously, this 
surface is complex and irregular, which makes it intractable to express mathemati-
cally. In addition, the question whether the pore can be described adequately with a 
diameter is doubtful. As for porosity, conceptual models have been made so that the 

FIGURE 2.2 The setup for Darcy’s filtration experiment. Modified from Scheidegger 
(1974). The various terms are explained in the text.
13
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effect of a simplified solid matrix on permeability can be investigated. The concep-
tual models should ideally capture the main features of the porous medium, but still 
be so simple that the Navier-Stokes equation can be solved. 

One conceptual model is the capillaric model (figure 2.3). In this case the viscous, 
incompressible fluid is assumed to be restricted to flow in narrow tubes that resem-
ble the pores. The flow of fluid is covered by the general differential equation of 
motion but can in this case be simplified to the Hagen-Poiseuille equation (eq. 2-5). 

If there are n equal tubes per unit cross area with diameter d and length L, the spe-
cific discharge q (flow per unit area) becomes

[2-8]

The porosity of this model is  and by comparing with eq. 2-6 and 2-7 it 
follows that the permeability of a bundle with capillary tubes is

[2-9]

It is clear that the capillaric model do not resemble a natural porous medium like a 
sandstone where the flow channels are more complex than straight tubes. There has 

FIGURE 2.3 A conceptual model of a porous medium as a bundle of straight, 
circular tubes (modified from Scheidegger, 1974).
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been proposed several modifications of the straight capillaric model by introducing 
flexibility to the length and radius of the tubes and by replacing the numerical fac-
tor by a arbitrary factor τ called the tortuosity, without increasing the actual knowl-
edge of the influence of the matrix on permeability (see Clennel (1997) for a good 
discussion of tortuosity). 

Instead of using the radius of the tubes, another possibility is to use the hydraulic 
diameter, which is defined as the ratio between the area of cross-section and the 

wetted perimeter. In a circular tube this would be equal to . 
Another definition of the hydraulic diameter is the ratio between the volume of the 
pore space and the wetted surface area of the same pore space. 

One commonly used models for calculation of permeability, which is based on the 
hydraulic radius theory, is the Kozeny-Carman equation (Carman, 1937). In this 
case the porous media is modelled as a set of channels with equal length but vari-
able cross-section. In this respect it resembles the capillaric models described pre-
viously, but it uses the hydraulic diameter instead of the tube diameter. By solving 
the Navier-Stokes equation simultaneously for all the channels the equation for per-
meability becomes (for a full derivation, see Scheidegger, 1974)

[2-10]

where Ss is the specific surface area of the solid as defined in eq. 2-3, and c a con-

stant called the Kozeny constant. The constant c is also expressed as , where 
τ is the tortuosity. With spherical grains of equal diameter d, eq. 2-10 can be written 
as

. [2-11]

It has been shown experimentally that the Kozeny-Carman equation works well in 
well sorted sandstones. In the high or low porosity range, the relationship breaks 
down, and is no longer valid. This is mainly due to the porosity term, and based on 
this observation, Mavko & Nur (1997) incorporate a threshold porosity φc in the 
equation by replacing the φ-term with φ-φc, and obtain some improvements in the 
low porosity range. Sheidegger (1974) points out additional criticism, especially 
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that the theory neglects the influence of conical flow in the constrictions and expan-
sions of flow channels (between pores and pore throats). The constant c, which usu-
ally is associated with the tortuosity of the porous media, is difficult to both 
interpret physically and measure experimentally. In the original equation, this con-
stant is a scalar and has consequently no direction dependency, although permeabil-
ity often exhibits this property. 

Bear and Bachmat (1990) developed a porous medium model that is statistical in 
nature. That is, they treat the porous media with fluid as a continuum and calculate 
the average of the property over the entire model. Essential to this model is that the 
volume over which this average is taken has to be representative for that property 
(i.e. at the REV). In the model by Bear and Bachmat (1990), the Navier-Stoke 
equation is averaged in each channel in much the same way as the Kozeny-Carman 
model. This average flow value is assigned to the channel-axis. In the next step they 
average the flow properties in all the channel axis and obtain a general expression 
of the flow of an inhomogeneous incompressible fluid, through an anisotropic 
porous medium. For a homogeneous, incompressible fluid, this expression is 
reduced to an expression similar to the Darcy Law

. [2-12]

The permeability, kij is here expressed as a second rank tensor, and is in this model 
calculated as

[2-13]

where, φ is porosity as before, B with dimension m2 is called the conductance of 
channel related to the cross-section of that channel, and Tij is the second rank tortu-
osity tensor. The factor B was introduces via a constitutive assumption that the 
force resisting the motion of a particle at a point inside the channel is proportional 
to the particles mass-averaged velocity V at that point and acting in the opposite 
direction to that local velocity vector:

[2-14]

All the above-mentioned theoretical models relate permeability or porosity to some 
geometrical factors in the model. The challenge is to relate these factors to some 
measurable parameters in the real porous media. The simple capillaric model 
obtains an exact expression of permeability, but it does not represent the true 
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porous media in a satisfactory manner. The Kozeny-Carman relation have been 
widely used and more complex version are also published (e.g. Panda and Lake, 
1994; 1995). However, such complex methods require input parameters that are dif-
ficult to measure. In the same manner, the Bear and Bachmat model is quite sophis-
ticated, since it allows flexibility to channel morphology, and allows permeability 
to be direction dependent. It was, however, necessary to include the tortuosity term 
in order to obtain an expression for absolute permeability of the media. The perme-
ability constant in Darcy equation (k) is in this respect a parameter of ignorance 
since it incorporates all the geometrical effects of the porous medium, that is not 
expressed explicitly in the equation, into a single value. When a continuum 
approach is used to calculate permeability, coefficients are introduced that enable 
the passage from the microscopic to the macroscopic level. They are, however, only 
undetermined factors used in order to make the data fit the desired equations, as 
pointed out by Scheidegger (1974, p. 124). Some knowledge about the factors con-
trolling these important petrophysical properties has however been obtained: poros-
ity is mainly a function of packing but not as much of the grains size, but 
permeability is dependent on the pore throat size, geometry and the tortuosity of the 
pore channels. 

All the equations derived so far have the assumption that only one fluid is flowing 
through the porous medium. In the case of several fluids, it becomes more compli-
cated since one have to take into account the effect of the various fluid components 
in relation to each other. Relative permeability is a term used to describe the perme-
ability of one of the flowing phases with respect to the absolute permeability. In this 
thesis, only flow of one fluid will be discussed and this will be called single-phase, 
absolute permeability, here just denoted permeability.

2.1.4 Extensive and intensive properties

In general, when considering a porous medium, two types of properties are evalu-
ated. The first type, dependent on the quantity of the porous material, is called 
extensive properties. Mass and energy are examples of this type of property. Differ-
ent from extensive properties are those properties, which denote concentrations or 
intensities of mass or energy. These are independent of the quantity or shape of the 
porous media and are called intensive properties. Temperature, density, pressure, 
porosity and permeability are examples of this property group.

The reason for introducing these terms is that most of the parameters that are mea-
sured on the porous material are intensive properties. Due to limitations of the mea-
suring device, only a finite domain of this material can be measured. These 
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instruments act thus as an integrating device and provide data in a statistical sense. 
The result is an average of the measured properties over this sub domain. As a 
result, our understanding of the porous media is very much related to averaging.

Basic to the procedure of mathematical integration is the process of addition. A 
physical meaningful averaging procedure (i.e. integration that conserves mass or 
energy over part, or the whole of the porous media) must therefore have integrands 
that are additive. The additive relationship can be expressed as (Olea, 1991):

[2-15]

This means that if f is a measure and A and B are two disjoint sets then the mea-
sured property of the A and B sub domains are equal to the summation of the mea-
sures from the two sub domains. Narasimhan (1983) showed that only extensive 
properties are additive and than intensive properties in general are not. However, 
methods have been proposed to take into account the non-additivity of intensive 
properties. Narasimhan (1983) argued that intensive properties could be trans-
formed into extensive properties through a capacity function. For example the spe-
cific heat capacity can be used to link temperature (intensive property) and heat 
(extensive property). Hassanizadeh and Gray (1983) proposed to use the concept of 
REV to allow physical meaningful averaging of intensive properties.

In summary, this means that both porosity and permeability are intensive, non-addi-
tive properties. However, porosity is a volume-normalized parameter where the 
capacity function is unity. Hence, porosity can be regarded as an additive property. 
Because of this, it will be shown later that it is easier to define an average porosity 
value than an average permeability value.

2.2 Sedimentological factors controlling porosity and permeability

Previous section gave a review of theoretical equations for porosity and permeabil-
ity based on conceptual porous media models. It was clear that these petrophysical 
properties were dependent on some aspects of the pore geometry, which again was 
influenced by both the shape, size and arrangement of the grains constituting the 
solid matrix. This section will give a review of the relation between the deposi-
tional process and the porosity and permeability anisotropy in the final sedimentary 
deposit. It is important to understand the fundamental pore-scale control on poros-
ity and permeability in order to comprehend the effect of lamina and bedding struc-
tures (i.e. at a larger scale) on these petrophysical properties (Brayshaw et al., 
1996). An important theme of this thesis will be to evaluate how these petrophysi-

f A B∪( ) f A( ) f B( )+=
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cal properties vary as a function of the measurement volume using a process ori-
ented modelling approach to model some tide influenced sedimentary rocks.

There is an additional motivation for including this section because the modelling 
tool used here (see chapter 4) requires an understanding of sedimentary terminol-
ogy and depositional processes. Although the depositional process is not directly 
simulated with this code, its effect on porosity and permeability can be incorporated 
in the synthetic bedding models through bedform dependent trends. It is thus 
important that the processes that create these trends are reviewed for better under-
standing of the modelling method. Furthermore, the code is in part based upon 
some earlier results in describing and modelling the geometry of sedimentary bed-
forms (see section 2.2.2.3).

2.2.1 Texture and fabric

Water and air are the primary fluids to consider in erosion and transportation of 
sedimentary particles. Depending of the velocity and kinematic viscosity of the 
fluid in motion, two modes of flow can be defined. Laminar flow can be visualized 
with a fluid particle that follows smooth parallel streamlines, and occurs at low 
velocity or in high viscosity fluids. Turbulent flow is on the other hand character-
ized by a relatively irregular, eddying motion of the path that each fluid particle fol-
lows through the flow. This eddying results in an apparent increased viscosity and 
affects both the fluids ability to transport and erode the sediment bed.

The entrainment of a grain from a sediment surface is a function of several parame-
ters: size, shape and orientation of the grain and the forces exerted on the grain by 
the fluid, neighboring grains and gravity. On a cohesionless near horizontal surface, 
the gravity will pull the grain downwards and the fluid exerts a lift force both due to 
the buoyancy force and the Bernoulli effect (see Allen, 1970b, p. 45-52). There is 
also a shear force or drag force from the fluid on the grain related to the boundary 
shear stress. On a cohesive surface the force needed to entrain the grain will in gen-
eral be larger since the there is an additional attractive force between the grains. 
This is often the case with clay minerals since they have electrochemical bonds 
between them. The erosive power of a fluid on a cohesive surface is also dependent 
on the degree of consolidation (Terwindt et al., 1968; Terwindt and Breusers, 
1972). Increasing consolidation will increase the force needed to erode the surface.

Once the grain is lifted from the surface, it is transported down-current by the fluid, 
and the rate of grains entrained increases with increased strength of the current 
(Allen, 1968, p. 24-28). Depending then on the energy and the physical properties 
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of the fluid combined with the shape, size and density of the entrained grain, two 
main modes of transportation can be described: suspension and bedload (e.g. Mid-
dleton and Southard, 1977; Allen, 1982a). The latter is conventionally defined as 
movement in substantially continuous contact with the bed. With increasing turbu-
lence, the upward directed force from the fluid increases and the grain is kept in the 
fluid for a longer time than that could be predicted from the falling velocity in non-
turbulent water. 

The sedimentary particles will eventually settle on the bed surface and come to rest. 
The characteristics of the individual grains and the spatial arrangement of an aggre-
gate of grains is called the texture of a sediment and is dependent on the prevailing 
depositional conditions. The individual grains have been described by various 
parameters as grain size and grain shape. Grain size and sorting has been used to 
interpret the depositional environment of the sedimentary rock (e.g. Visher, 1969; 
Middleton, 1976; McLaren and Bowels, 1985; Sun, 2002). However, as discussed 
in section 2.1.1 the grain size of natural grains is difficult to express exactly 
because of the complex and irregular surfaces and the grain size distribution of a 
sediment reflects more the depositional process and is not unique for a particular 
sedimentary environment. The shape of a sedimentary grain can be expressed with 
three independent properties; form, roundness and surface texture and Barret 
(1980) gives a review of the different methods proposed to measure these quanti-
ties. The orientation and packing of grain aggregates, called the fabric, have been 
studied extensively in order to evaluate the influence on porosity and permeability 
(Fraser, 1935; Pryor, 1973). Atkins and McBride (1992) devised a quantitative 
index to assess the packing of sediment, which measured the number of contact 
points between grains, known as the contact index. Non-spherical and angular 
grains will tend to have looser packing since there are more contact points between 
the grains.

Although the texture will influence on bulk physical properties as porosity and per-
meability anisotropy, the exact relation is a complex. Essentially, the factors that 
control the pore size and -geometry also control porosity and permeability at this 
scale. Beard and Weyl (1973) found, in an empirical study, that grain size and sort-
ing are the most influential parameters followed by the fabric of the sediment and to 
a lesser degree shape and roundness. Porosity was found to be independent of grain 
size but decreased with decreasing sorting. The permeability however, depends on 
both grain size and sorting. Larger grains gave larger pore throats and hence higher 
permeability. In poorly sorted sediments, the finer grained material tends to block 
the pore throats giving a decrease in permeability. Figure 2.4 shows the effect of 
grain size and sorting on porosity and permeability.
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The findings from the theoretical models of packing of spheres in section 2.1.2 
agree with the empirical studies. In addition, the studies on natural sand-sized sedi-
ments indicate that sorting, shape and fabric of the sediment influences on the pore 
scale petrophysical properties.

2.2.2 Inorganic sedimentary structures and relation to petrophysical 
variability

The texture and the fabric controls porosity and permeability, and the direction 
dependency of the latter, at the pore scale. This information can be used to estimate 
porosity and permeability at the scale of the individual layers of grains as done by 
e.g. Bryant (1993). While the fabric is the microscopic (~mm) structural feature of 
a sediment, the macroscopic structural features (cm-m’s) of a sediment are called 
sedimentary structures. The latter is often further divided into primary or second-
ary, and organic or inorganic structures (Reineck and Singh, 1980). Primary struc-

FIGURE 2.4 The effect of grain size and sorting on porosity and permeability (from 
Brayshaw et al. 1996).
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tures are those generated during or shortly after deposition, while secondary is 
formed some time after sedimentation. Organic structures are those generated by 
living organisms in or on the bed of deposition (both animals and plants). Inorganic 
sedimentary structures are, on the other hand, a result of “...interactions between 
gravity, the physical characteristics of the sediment and fluid as well as the hydrau-
lic environment” (Brush, 1965). 

2.2.2.1 Bedforms and relation to flow strength

A grain is entrained from a cohesionless granular surface once the threshold of 
motion is exceeded and transported down-current a distance related to the strength 
of the current and to the characteristics of the grain. The bed surface will remain 
plane under some flow conditions while during other it will shape into wave like 
features, dominantly transversely oriented with respect to flow direction. The size, 
shape and evolution of these bedforms, in addition to their internal structure, have 
been found to depend on the physical properties of the sedimentary grains and the 
transporting fluid, and the depositional process (e.g. Brush, 1965; McKee, 1965; 
Allan, 1968; Southard and Boguchwal, 1973; Reineck and Singh, 1980; Allan, 
1982a,b). 

The initiation of these wavy bedforms is dependent on the smoothness of the bed 
surface and characteristics of the flow. The granular bed is almost never perfectly 
plane, but has either some pre-existing irregularities or irregularities induced by the 
turbulent current (Middleton and Southard, 1977; Best, 1992). Southard and Din-
gler (1971) observed, in a unidirectional flow experiment, that no sand transport 
occurred until a mound was placed on the plane sand bed. Over these irregularities, 
a flow separation occurs and heightening of the turbulence on the lee side of the 
irregularity is created (Allen, 1982b, p. 102). The distributed flow scours into the 
plane bed and produce a new bedform downstream. Once the defect becomes 
higher than the viscous sub-layer, a more pronounced separation starts and scour or 
erosion will be enhanced where the flow reattaches the surface (Etheridge and 
Kemp, 1978). Downstream of the reattachment point turbulence decreases (Allan, 
1982b, p. 121-127) and grains entrained will be deposited or re-distributed over the 
next bedform.

The further evolution of the bedforms, as a result of changing the hydrodynamic 
conditions and sediment characteristics, have for over four decades been studied in 
laboratory flume tanks and natural environments. An important question has been 
on which types of flow variables that characterize the bed configuration best. It is 
well established that it depends on the flow strength, but how to accurately describe 
flow strength has been the subject of some debate. Simons et al. (1965) presented a 
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diagram relating the bedform type to the stream power (the product of bed shear 
stress and mean velocity) and the grain size, while a plot based on flow velocity and 
grain size (figure 2.5) was given by Harms (1969) and Southard and Boguchwal 
(1973). The non-uniqueness of the bedshear stress and flow velocity and the depth 
dependency are among the difficulties encountered in these studies. Southard and 
Boguchwal (1990) and Allen (1982a, p. 336-343) reviewed and discussed compre-
hensively the different diagrams proposed. 

Based on the bedform configuration, mode of sediment transport, processes of 
energy dissipation and phase relation between the bed and water surface, Simons et 
al. (1965) classify two types of flow regimes: lower flow regime and upper flow 
regime. In the lower flow regime resistance to flow is large, sediment transport is 
low and the water surface is out of phase with the bedform. From a plane bed with-
out movement, after a certain flow strength, small triangular shaped bedforms, 
called ripples develop when the grain size is below ~0.6 mm. By increasing the 
flow strength, these small bedforms develop into approximately equally shaped, but 
larger in size bedforms called dunes. In slightly coarser grained material, ripples do 
not form before dune development. At higher flow strengths (upper flow regime), 
ripples and dunes develop into plane bed and then anti dunes. The water surface is 

FIGURE 2.5 The stability fields of bedforms in steady, unidirectional water flows for 
a specific grain size and water temperature (From Southard and Boguchwal, 1990).
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in this case in-phase with the bedforms, the resistance to flow is small and the 
grains move continuously downstream in sheets.

The lower flow regime bedforms described above can vary in size, and there has 
been some inconsistency in the names used and the boundaries between the differ-
ent groups. Based on hydraulic considerations, Simons et al. (1965) divided the 
bedforms into ripples and dunes. Also Allen (1968) noted a hydraulic difference 
between the two bedform types. Both large-scale ripples (Allan, 1968), megaripples 
(Klein, 1963; Reineck and Singh, 1980) and sandwaves (Middleton and Southard, 
1977) have been used in addition to the more commonly encountered term dune 
(e.g. Harms and Fahnestock, 1965; Rubin and Hunter, 1982; Allan, 1982a, See also 
Middleton, 1965a for an early review) for the largest bedform population. Based on 
this inconsistency Ashley (1990) defined a dune to be all transverse bedforms from 
the lower flow regime with wavelengths larger than 0.6 m and heights higher than 
7.5 cm. Hence, ripples are transverse, lower regime bedforms with a size below 
these values.

2.2.2.2 Geometrical description of lower regime bedforms

The transverse bedform created is normally described in a cross-section parallel to 
the flow (figure 2.6) and in plan view (figure 2.7). Although different in size, ripple 
and dunes are similar in shape in both plan view and profile (e.g. Allen, 1970b, p. 
71; Rubin, 1987). Allen (1968) gives a thorough description of these bedforms, 
focusing primarily on the small-scale ripples. In cross-section, the lower regime 
bedforms can be divided into a crest and a trough. The bedform wavelength is the 
horizontal distance, at right angle to the crest, between the troughs or the crests of 
two adjoining bedforms. The bedform height is the vertical distance between the 
trough-point and the summit point, where the summit- and trough-point is the high-
est and lowest point on a bedform, respectively. Based on these point definitions, 
the stoss side is the gentle up-current slop of the bedform, extending from the 
trough-point to the summit-point, while the lee-side is the steeply dipping surface 
down-current of this point. The trough can then be defined as that part of the bed-
form, which in elevation is less than half the bedform height while the crest is the 
remaining upper part. The form of the bedform can be further described with the 
ripple- or vertical form index which is the ratio between the wavelength and the 
height of the bedform, and the symmetry index which is the ratio between the hori-
zontal projection of the stoss side and the horizontal projection of the lee side (e.g. 
McKee, 1965; Reineck and Singh; 1980). Based on the pattern of the crestline, 
which is the line connecting the summit-points, Allen (1968) defined five different 
classes of bedforms: straight, sinuous, catenary, linguoid and lunate. When these 
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bedform appears in trains additional variation is possible and ten classes can be rec-
ognized (figure 2.7)

 

FIGURE 2.6 Cross-section terminology of bedforms. Modified after Allen (1968).
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Several authors argue that the planform morphology, described by the crest line of 
the bedforms, becomes more complex and curved with increasing flow velocity 
(e.g. Simons et al. 1965; Allen, 1968, 1977; Harms, 1969; Ashley, 1990) and Allen 
(1969) relate the increased complexity of the bedforms to the streamwise corkscrew 
of vortices in the current. Although all the factors that control the shape are not well 
understood, the evolution of the bedform with increasing flow velocity is in general 
observed to be from straight crested to sinuous crested to linguoid and finally 
lunate. Middleton and Southard (1977), however, dispute these findings and con-
clude that no unique trend can be found, in particular for the small-scale bedforms. 
Furthermore, Allen (1968) reported that bedforms with in-phase crestlines formed 
in weaker flows than bedforms with out-of-phase crestlines. Baas (1994) suggest, 
based on flume tank experiments, that all bedforms will evolve into equilibrium 
shape, which is a linguoid shape, regardless of the flow strength, but dependent on 
the time. Given long enough time, all flow velocities will shape the bedform into 
this equilibrium state. However, the stronger the current, less time is need for devel-
opment of an equilibrium shape. This independency of increasing shear stress was 
also suggested by Briggs and Middleton (1965).

FIGURE 2.7 Schematic form of ripple trains in planview. After Allen (1968) 
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2.2.2.3 Migration of bedforms and cross-stratification

The bedforms in the lower flow regime described above develop in time and space 
as a result of bedform migration. The process of grain movement and migration is 
different in the lower and upper flow regime (Simons et al., 1965), and in the fol-
lowing, the former process will be outlined. The migration of bedforms starts with 
that the entrained grains from the stoss-side moves upwards as bedload traction and 
accumulates near the top of the bedform. At the back of the bedform, a thin (a few 
grain-diameters thick) layer of bedload and suspension, often called a heavy fluid 
layer (Simons et al., 1965, Jopling, 1965b) develop, although this layer is more 
clearly definable in the upper flow regime. At the ripple crest, the boundary layer 
separates from the bed (Allen, 1965). Figure 2.8 shows the separation of flow with 
the associated distribution of grains over a wavy bedform. The heavier grains settle 
on the bedform crest or on the upper part of the leeside, while the lighter grains are 
projected out from the separation point. 

FIGURE 2.8 A: Flow pattern and velocity distribution over a lee side of a wavy 
bedform (ripple). Three flow zones are illustrated. B: Flow pattern and 
sedimentation process over the same bedform as in A. Heavier grains avalanche 
directly down the lee-side. Some sediments are moved upcurrent in the backflow 
zone and deposited at the toe of the bedform. After Reineck and Singh, 1980. 
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The factors influencing the shape of the lee-side has been investigated by several 
authors both in flume tank studies (McKee, 1957, 1965; Allen, 1965; Jolping, 
1965a,b; 1966; 1967; Simons et al., 1965; Harms, 1969) and in the natural environ-
ment (Brush, 1965; Harms and Fahnestock, 1965; Imbrie and Buchanan, 1965; 
Doucette, 2002). In general, increasing velocity, increasing amount of sediment in 
suspension and increasing depth-ratio, favours more tangential lee-sides. At low 
velocities, the grains pile up at the crest and avalanche down the lee-side at the 
angle of repose (~30 ). On the other hand, with a higher velocity or a higher con-
centration of sediment in suspension, more grains are carried off the crest and settle 
in the trough. In addition, Imbrie and Buchannan (1965), assumed that at higher 
velocities, a velocity component from the fluid acts along the lee-side and 
decreases the angle of repose by several degrees. The avalanching process down 
the lee-side results in a sorting of the sediment (Brush, 1965). However, for that 
process to be effective, it requires that the length of the lee-side to be relatively long 
(Reineck and Singh, 1980). Regarding packing of the individual lamina, Imbire and 
Buchanan (1965), noted that the steep avalanched deposits were looser packed than 
the more tangential accretion lamina. Consequently, the depositional process con-
trols the lamina fabric and grain sorting of the foreset lamina and, as outlined in 
section 2.2.1, this also has an effect on porosity and permeability. 

The migration of bedforms through formation of lamina on the lee-face has been 
suggested to be a result of several processes: variability in the composition of the 
sediment mix discharged over the forset slope, selective transport due to differential 
settling velocity and stream flow velocity pulsations (Jopling, 1966). The avalanche 
process is often intermittent, especially at small transport rates, (Jopling, 1966; 
Allen, 1965, 1970b), and the selective transport process of avalanching bedload and 
fall out of finer grained material (i.e. silt and clay) from suspension can result in a 
distinct layering of the foresets. In addition, changes in the sediment composition 
and periodic short-term fluctuations in the stream, relates to bedform migration 
(Jopling, 1966). However, the latter process was thought to be of minor importance. 

The migration process described above for the lower regime bedforms produces an 
internal pattern of inclined, lithologically homogeneous or gradational layers. In the 
literature there exists many classifications schemes and names for the different 
parts of the sedimentation units and the most commonly used are those by McKee 
and Weir (1953), Campbell (1967) and Reineck and Singh (1980). This thesis will 
primarily use the terminology of Campbell (1967) who focus on the depositional 
process and not the scale of the sedimentation unit (as McKee and Weir, 1953). In 
Campbell’s (1967) terminology (and in accordance with McKee and Weir (1953) 
and Reineck and Singh (1980)), a lamina is the smallest unit in a sedimentary 
sequence and it is relatively uniform in composition and texture and not internally 

°
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layered. A lamina is formed under essential constant depositional conditions during 
a relatively short time period. It is not distinguished between lamina deposited by 
traction or suspension. When the lamina has an angle relative to the depositional 
surface, the term cross-lamination is used. Planar lamination can thus be found in 
both suspension deposited mud and traction deposited sand in the upper flow 
regime. Although equal terminology, it will be clear from the text which of the two 
kinds that are meant. Furthermore, a laminaset consists of a group or set of con-
formable laminae that compose a distinctive structure within a bed (Campbell, 
1967). This is in the opposite sense to Reineck and Singh (1980) that term this a 
bed. Similar laminaset bounded below and above by a bedding surface (sensu 
McKee and Weir, 1953), are termed by Campbell (1967) a bed. A bed constitutes 
thus a complex of laminasets. Allen (1963) termed this a coset of strata. In tidal 
deposits (see chapter 3), the terminology proposed by Reineck and Wuderlich 
(1968) is well accepted and much used. They give, however, no names for the dif-
ferent elements. Following the terminology by Campbell (1967), the sand layers 
bounded above and below by a contrasting lithology (mud), should be named lami-
nasets, while a bed should be a unit bounded above and below by a bedding surface. 
Figure 2.9 shows the terminology that will be used in this thesis. 
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In order for these cross-strata to be preserved in the rock record some conditions 
must be fulfilled. While determining the flow conditions from bedform morphol-
ogy and behavior mainly is a problem of fluid dynamics, the reconstruction of bed-
forms from cross-stratified deposits is primarily a geometrical problem (Rubin, 
1988). Allen (1968) presented a geometrical model for which a pattern of an ideal-
ized triangular ripple migrates through space under defined conditions of sediment 
flow. The shape and arrangement of the erosional and depositional elements were 
then evaluated (figure 2.10). In this figure,  is the angle of the stoss-side,  is 
the angle of the leeside and  is the angle of the bedform migration with velocity 
U.

FIGURE 2.9 Nomenclature for sedimentary units used in this thesis. Modified from 
Reineck and Singh (1980).
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Consider first the case in figure 2.10a where the bedform of constant height travel 
parallel to its base (AC). The quantity of sediment removed from the stoss side 
equals the quantity of sediment deposited on the lee-side and it is clear that;

. [2-16]

The mass rate of transport ib of sediment involved in the bedform movement is 
(Allen, 1970a)

[2-17]

where, H is the height of the bedform, Ub is the bedform migration speed (along 
AC) and  is the sediment bulk density. In this case, beneath the bedform there 
occurs neither erosion or deposition on a scale larger than the bedform and the 
transport rate remains constant along the line of flow. In order for a cross-stratified 
deposit to be preserved the migration must stop and the bedform buried, usually by 
a contrasting sediment like mud. A preserved cross-stratified layer like this is called 

FIGURE 2.10 Migration of a single triangular shaped bedform with varying bedform 
migration angle  with respect to the stoss side angle , and baseline AC. a: the 
bedform advances parallel to the base. b: bedform advances at an angle less then 
the stoss side ( ). c: bedform advances downward relative to the baseline. d: 
bedform advances at an angle greater than the stoss side ( ). Modified after 
Allen (1968). 
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a formset (Imbrie and Buchanan, 1965). In figure 2.10c the bedform migration path 
is inclined below the baseline and there occur an overall erosion. The net rate of 
erosion can be expressed as

‘ [2-18]

and only a part of the cross-stratified set can be preserved if the migration stops and 
becomes abruptly buried. When the angle of bedform migration is above the base-
line, there is a net deposition. In the case where the bedform angle of climb is below 
the angle of the stoss-side, only sediments on the lee-side is deposited (figure 
2.10b). Preserved leeside deposit can be expressed as

. [2-19]

If the angle of bedform migration is larger than the stoss-angle (figure 2.10d), the 
stoss-side sediment is also preserved and the minus sign in equation 2-19 is 
replaced with a plus sign. Allen (1968, 1970a) extended these results from one rip-
ple to a ripple train and he expressed the conditions of sediment flow in terms of the 
general quantity , where ib is the sediment transport rate and x is the distance 
measured downstream in the direction of flow. As the bedform migrates, its trough 
moves through space and defines a bounding surface (McKee and Weir, 1953) with 
respect to the underlying strata. If no net deposition occurs, these bounding surfaces 
coincide and this is the situation in figure 2.11b (equation 2-16). In figure 2.11a, the 
bedform migration path declines with respect to the baseline and only incomplete 
formsets can be preserved. Figure 2.11 c-e have overall net deposition, but different 
boundaries between the cross-stratified sets. When <  there is an erosional con-
tact and a subcritical (or stoss erosional; Hunter, 1977) set is formed. In the case 
where =  the boundary is non-erosional and the set is termed critical and when 

>  a gradual contact is present and the deposit is called supercritical or stoss 
depositional climb. Alternative models for development of cross-stratified deposits 
are reviewed in Rubin and Hunter (1982). The thickness of the cross-stratified set 
can, under constant conditions, be calculated from (Rubin and Hunter, 1982): 

ib∂ x∂⁄

ζ ξ′

ζ ξ′

ζ ξ′
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[2-20]

where L is the bedform wavelength.

This geometrical model, valid for two-dimensional (straight crested) bedform, was 
extended to three-dimensional bedforms. In that case, the boundary surfaces 
became trough-shaped in the direction normal to flow. 

In addition to Allen’s theoretical model, several authors have evaluated the devel-
opment of cross-stratification, the shape and the characteristics of the stoss- and 
lee-side laminae in flume tank studies (e.g. McKee, 1957, 1965; Allen, 1965; 
Jopling, 1965 a,b, 1966, 1967; Harms, 1969; Arnott and Southard, 1990; Storms et 
al., 1999) and in natural conditions (e.g. Harms and Fahnestock, 1965; Imbrie and 
Buchanan, 1965; Douchette, 2002). One important aspect has been to relate bed-
form morphology to the cross-stratified deposit, and thereby having a means to 
interpret the paleoflow conditions (for a review see Allen, 1968, p. 96-100; Allen, 
1982a, p. 346-349). Various parameters have been considered like the shape of the 
cross-strata, the bounding surface, scale and lithological variability. However, 
regardless of scale, both McKee and Weir (1953) and Allen (1968, 1982a) empha-
sis that the three-dimensionality of the bedform is reflected in a three-dimensional-
ity in the cross-stratified deposit. Rubin (1988) also point out that three-
dimensionality of cross-stratification not only is dependent on three-dimensionality 
of the bedform, but also influenced by bedform variability, behaviour and angle of 
climb. Based on this, Rubin (1988) presented a classification with four groups of 
bedforms forming distinct stratification structures: two and three dimensional bed-
forms that could be either variable or invariable with time. The degree of variability 
causes dispersion in inclination of bounding surfaces, in contrast to the dispersion 
in dip-direction of the cross-strata caused by three-dimensionality of the bedform. 
Variability in bedforms can arise from both changes in flow conditions and from 
bedform interactions like superpositioning of one set of bedforms on another. 
Along with this new classification, Rubin (1988) presented a computer program 
that simulates the migration of various synthetic bedforms with displacement of 
sine curves. The modelling tool used in this thesis is based on this classifications 
scheme, and in part the equations used (see chapter 4).
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The term facies can be defined as a body of rock that formed under certain condi-
tions of sedimentation, reflecting a particular process, set of conditions or environ-
ment (Reading, 1996, p.19). Anderton (1985) distinguished between descriptive 
facies, based on features such as grain size, geometry and structure, and interpreta-
tive facies, which use the interpreted depositional process or environment of a cer-
tain rock volume. The term lithofacies is used if lithological attributes are 
emphasized (Anderton, 1985; Reading, 1996). A facies can further be divided into 
subfacies or grouped into facies associations, forming a useful hierarchy of scale 
for describing rocks. In this thesis, units of rocks will be identified from core (chap-
ter 5) that are assumed to have different influence on petrophysical properties and 
more specific on the ratio between vertical and horizontal permeability. This will 
often coincide with a division into units based on lithological characteristics (e.g. 
ratio between sand and mud). In addition, focus will also be on the interpreted dep-
ositional process since a process oriented modelling tool will be used.

FIGURE 2.11 Equilibrium of a train of ripples of constant height and wavelength for 
different conditions of  relative to  and . After Allen (1968).ζ ξ′ ib∂ x∂⁄
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2.2.2.4 Petrophysical variability in stratified deposits

It should be clear from above that porosity and permeability is controled by the tex-
ture and fabric of the sediment. Permeability is most influenced by grain size and 
sorting while porosity mainly by the latter. The degree of anisotropy in permeabil-
ity is influenced by the packing and orientation of the grains but is mostly evident at 
the scale of the laminaset or at the bed scale. Numerous studies have verified that 
sedimentary structures have an effect on petrophysical properties and in particular 
on permeability (e.g. Weber, 1982; Stalkup, 1986; Gibbons et al., 1993; Brayshaw 
et al., 1996). As a consequence, it is of fundamental importance to understand the 
depositional process in order to best model the spatial variability of porosity and 
permeability. 

The minipermeameter (see section 2.3.1) is able to measure permeability at the 
mm-scale, i.e. at the lamina scale (Halvorsen and Hurst, 1990). Dreyer et al. (1990), 
Robertson and McPhee (1990), Harkamp-Bakker et al,  (1993, a, b) and Tidwell 
and Wilson (2000) have used this device and were able to correlate the permeability 
variations to the sedimentary structures. In particular, it is observed that there are 
variations in the foreset lamina where the basal part on average has lower perme-
abilities than the upper and middle part and this is related to the sorting process pre-
viously described. If sample spacing is close enough, it has been shown that there is 
a close relation between the permeability distribution and the sedimentary structure 
(Corbett and Jensen, 1993). Laminascale anisotropy is, however, more difficult to 
measure directly although overall trends can be inferred (Brensdal and Halvorsen, 
1993). Even in reservoirs where larger scale connectivity is the dominant factor, 
petrophysical variability in the sedimentary structures affect factors as water break-
through time (Hurst, 1993; Jones et al., 1995). Ultimately this will affect the recov-
ery efficiency of such reservoirs (Weber, 1986; Lasseter et al., 1986). 

2.3 Estimation of petrophysical properties in the near-wellbore volume 

In the two sections above, porosity and permeability have been connected to sev-
eral geometrical factors of the porous medium (2.1) and have further been related to 
grain characteristics and depositional processes (2.2). In this section, the main types 
of data sampled from the well are described, with emphasis on their sample volume 
and how porosity and permeability are estimated from them. In the end of this sec-
tion, a review of some published methods of calculating the effective permeability 
of a porous medium will be given. Combined, this will give a reference frame and a 
means of comparison with the results in chapter 6 to 9.
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2.3.1 Core Data

From selected sections of the reservoir cores are retrieved while drilling. These 
cores vary in diameter from 10-20 cm. The cores are further analysed in a labora-
tory and the results represent a direct measure of the reservoir rock. This section 
will give a brief overview of the most common measurements made on core mate-
rial. There is no intention here to give an elaborate overview. For such an overview 
see among others Monicard (1980), Blackbourn (1990) or Torsæter and Abrahi 
(2000).

From the retrieved core, standard industry practice is to take small, cylindrical sam-
ples (core plugs), 1-1.5 inch (1 inch = 2.54 cm) in diameter and length, about every 
30 cm of the interval. Core plugs are taken both parallel and perpendicular to the 
bedding plane. The vertical core plugs are often less densely sampled then the hori-
zontal core plugs. After cleaning of the core plugs and removal of fluids, porosity is 
determined from the grain volume and the bulk volume of the sample. Depending 
on the technique used, different types of porosity are estimated. With a gas expan-
sion method, the connected porosity is measured, while with destruction of the 
sample to estimate grain volume, a measure of total porosity is obtained. To deter-
mine the permeability of the core plugs, a Hassler cell device is often used. Here, 
the core plugs are placed in a compliant sleeve within a steel cylinder. A pressure 
on the sleeve ensures that the injected gas or liquid flows parallel the core plug axis. 
Fluid ,usually gas, is injected with an inflow pressure and flows quasi-linearly 
through the plug to atmospheric pressure. The permeability is then determined from 
Darcy’s Law. Due to difference in flow physics between gas and liquid, especially 
in low permeable media, a correction is done on the gas or air permeability (Klinke-
berg correction). 

Ejipe and Weber (1971) were among the first to measure permeability distributions 
in consolidated and unconsolidated samples using a probepermeameter (or miniper-
meameter). This equipment consists of a probe that is pushed to the investigation 
surface and letting a gas flow into the sample. The flow rate can then be converted 
to air permeability through a modified version of the Darcy law (Goggin et al., 
1988). Further details on this measurement device can be found in Halvoresen and 
Hurst (1990). This measurement device has successfully been used to describe the 
permeability variation in cores and outcrops representing a range of depositional 
environments (e.g. Dreyer et al. 1990; Hurst, 1991; Corbett and Jensen, 1993; Hal-
vorsen, 1993; Hartkamp et al., 1993a, b). The volume of investigation depends on 
the probe-tip area, conditions of the surface and the operating conditions, but are 
generally found to be of two order of times the internal probe diameter (2-8*10-7 
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m3) (Corbett, 1993). In this respect, the probe permeameter is able to measure the 
permeability of the individual lamina. 

In summary, the core data represent a direct measure of the petrophysical properties 
of the reservoir. However, the laboratory conditions are different from the subsur-
face conditions and the correction factors used are often based on empirical rela-
tions. Furthermore, the retrieved core plugs represent only a fraction of the near 
wellbore volume. To illustrate this, consider a core with a diameter of 15 cm and 
that the core plug dimension is 1 in. in diameter and 1.5 in. in length. The total 
number of possible core plugs, per feet, in the cored interval is then 277. Hence, a 
randomly drawn core plug from this population of 277 samples is assumed to repre-
sent the petrophysical properties of the cored interval. The discussion of how repre-
sentative this core plug is for the one feet interval will be a matter of this thesis.

2.3.2  Wireline log data

Geophysical wireline logs (or well-logs) can be described as “a recording against 
depth of any of the characteristics of the rock formations traversed by a measuring 
apparatus in the well-bore” (Serra, 1984a). The measuring apparatus, called a wire-
line tool is lowered to the base of the drilled well on a cable and pulled up at a con-
stant speed while recording the characteristics of the formation which that tool is 
designed to respond to. It is common to divide wireline tool measurements to those 
arising from natural (or spontaneous) phenomena and those arising from induced 
phenomena. The first group of wireline tools only consists of a detector while the 
latter consists of an emitter that induces a response from the formation and a detec-
tor. A range of different wireline tools are available and specific details about the 
physics of the conventional logging tools can be found in Serra (1984a), Tittman 
(1986) and Ellis (1987) while petrophysical and geological interpretation of the 
measurements can be found in Serra (1984b) and Rider (1996). 

Associated with a measurement is the terms (vertical) resolution, volume of investi-
gation and quality (Lovell et al., 1998). The quality is defined by the precision, 
accuracy and bias of the measurements. Precision refers to the closeness of the 
results if the same experiment is performed several times under the same condi-
tions, while accuracy refers to the closeness of the result to the true value. Precision 
can be quantified by running the same wireline log several times in same section. 
Accuracy is more difficult to assess since the true value is not known (as discussed 
below). The vertical resolution of a wireline measurement device can theoretically 
be defined as (Theys, 1999): The full width at half the maximum of the response of 
the measurement to an infinitesimally short event. This means that if the logging 
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tool is to measure a parameter and yield a true value for even a limited portion of 
the bed, then the bed thickness must be at least as large as the vertical resolution. 
Consequently, the vertical resolution will be a function of the tool design (e.g. the 
distance between the emitter and detector) in addition to bore hole and formation 
characteristics and logging speed. A feature thinner than the emitter-receiver dis-
tance may still be identified, but the value indicated on the log will, however, only 
be a percentage of the true reading. In reality, where lithologies vary rapidly and 
individual layers are thin with respect to the tools vertical resolution, it is only an 
average value that appears on the log. At the boundary between two relatively thick 
contrasting beds (contrasting with respect to the parameter measured), the “averag-
ing” effect is also evident as the tool responds to both beds and resulting in a 
“shoulder effect”. The volume of investigation is determined by the vertical resolu-
tion, the depth of investigation and the geometrical shape of the response volume. 
The depth of investigation is again a function of the tool characteristics, the condi-
tions of the borehole and the formation. Common practice is to define the depth of 
investigation to that distance into the formation where some specified fraction of 
the response originates from (e.g. 90% of the signal). Also, the geometry of this 
volume is different for different tools, some measuring a spherical volume around 
the wellbore while others are focused to one of the wellbore sides and measures and 
hemi-ellipsoid. The geometrical factor is also an idealized concept, and the shape of 
the investigated volume may change due to the configuration of the physical con-
trasting beds (Rider, 1996)

Examples of conventional wireline tools are: 1) The single detector gamma ray tool 
that measure the natural radioactivity of the formation. The response of the tool is a 
function of the concentration by weight of the radioactive mineral in the rock and 
the density of the rock. 2) The density tool senses formation density by measuring 
the attenuation of gamma-rays between source and detector. The gamma rays emit-
ted from the source, travel into the formation where they collide with electrons that 
cause them to loose energy and scatter in all directions in a process called Compton 
scattering. This process is only dependent on the electron density of the formation, 
which is closely related to bulk density with minor corrections in the presence of 
water (hydrogen) (Rider, 1996). 3) The neutron tool emits energy into the forma-
tion and measures the formation response in a detector system. In this case, high 
energy neutrons are emitted into the formation, the neutrons collide with the atoms 
present and loose energy. The most efficient atoms to slow the neutrons (through 
elastic scattering) is hydrogen since they are of approximately equal mass.

In addition, a range of other tools have been developed that measure other physical 
characteristics of the traversed formation; the electrical resistivity or conductivity, 
the spontaneous potential between an electrode in the bore hole and a reference 
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electrode on the surface, the ability to transform acoustic waves, detection of differ-
ent elements and investigation of the free precession of proton nuclear magnetic 
moments in a magnetic field, just to mention a few. These conventional wireline 
tools are further described in Dewan (1983), Jordan and Campell (1984), Serra 
(1984a), Ellis (1987) and Rider (1996).

The vertical resolution and the depth of investigation is closely related since usually 
a higher vertical resolution gives a shallower depth of investigation. The corre-
sponding volume the measurement averages over will then be affected. Also know-
ing that the volume of investigation depends on the conditions in the borehole and 
the surrounding formation makes it difficult to establish exact how much formation 
each tool measures at each point in the well. Figure 2.12 in section 2.3.3, gives 
however a general idea of the volume characteristics for some selected tools.  

From this brief description it is clear that the wireline tools measure a physiochem-
ical signature of the rock that has to be converted to the petrophysical parameter of 
interest such as porosity and permeability. This is in general not a trivial task as will 
be discussed further below. This thesis has no intention to evaluate the physical 
basis of the different tools or the corrections that are made to the measurements due 
to e.g. hole conditions. The wireline data and the interpreted curves used here are 
taken from the Statoil database. However, it is important to bear in mind the 
assumptions associated with the processing and interpretation of these wireline log 
data.

A final group of well data to mention is the measurements of formation pressure vs. 
time at specific depths. The Repeat Formation Tester (RFT) is a wireline tool that is 
positioned in the wellbore and allowing fluid to flow into its chambers. Through 
drawdown and build-up of the pressure, the permeability can be estimated from the 
pressure derivative and other specialized plots (see Bourdet et al., 1989; Ahmed et 
al., 1991). This group of well data is then characterized as dynamic (measure flow 
directly) as opposed to the static data of core and conventional wireline data. In the 
same manner, but measuring a larger volume, well tests provide permeability esti-
mates from larger sections of the near wellbore volume. Although permeability 
from such pressure build-up analysis is representative of the in-situ conditions, they 
are still subject to uncertainties. In particular, some assumptions have to be made 
about the thickness of the production interval and about the nature of the flow. 
None of these dynamic data types were available in this study. 
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2.3.3 Scales of heterogeneity and well data support

The term scale has hitherto been used without further explanation. Some geological 
parameters are associated with a specific point, while others, as porosity and per-
meability, are spatial averages and indeed have a volume associated with each mea-
surement. There is however a conceptual difference between the volume of a 
sample and the scale of characteristic length scales in the porous media (Kolter-
mann & Gorelick, 1996). Support is a common term in geostatistics and refers to 
the volume of a sample. The volume is completely specified when it includes its 
geometrical shape, size and spatial orientation. A change in any of these character-
istics of a support defines a new regionalized variable (Olea, 1994). Support may 
then be related to the measurement method while scale is related to the size of fea-
tures that often influence on the spatial distribution of petrophysical properties. 
Heterogeneity of some property is then a result of spatial variability of that prop-
erty. The terms scale and support have often been used indistinguishable in the lit-
erature, but this thesis will distinguish between these two terms. 

In addition to the above mentioned use of scale, the labeling of different length 
scales vary considerable, often with terms like micro-, meso- or mega- as prefix. 
Regardless of the prefix, the major divisions of the scales are rather similar for dif-
ferent authors that have focused on the size of geological structures (e.g. Weber, 
1986). As discussed above (section 2.2.2.4) the petrophysical distribution shows a 
close relation to the sedimentological structure, which again is related to the depo-
sitional process. A useful classification of scale should therefore include geological 
features that affect heterogeneity. Following Koltermann and Gorelick (1996), the 
smallest relevant scale is on the multiple pores where it is possible to defined poros-
ity and permeability and the latter may show anisotropy due to texture and lamina 
contrast. The next scale, called depositional flow regime features, is the structural 
organization of the laminae into different (cross-)stratified deposits and anisotropy 
can be evident in the bounding surfaces (Pickup et al., 1999; Schatzinger and 
Tomutsa, 1999). The division of the depositional flow regime features into beds is 
the next scale defined by Koltermann and Gorelick (1996). Channels, depositional 
environments and sedimentary basins are recognized as larger scale elements with-
out those being described further here. It will be clear later that the scales that are 
relevant in this thesis are the three smallest mentioned above, and with most focus 
on the scale from the lamina to bedding scale since the heterogeneity at the bedding 
scale is affecting flow properties in tidal deposits significantly. 

Figure 2.12 shows the how the different geological length scales relate to the verti-
cal resolution and sample support of the well data described above. The upper and 
lower values of the wireline tools are based upon published limits (e.g. Serra, 
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1984a), but there are significant uncertainties associated with them and especially 
regarding the volume of investigation. The values will also change with borehole 
conditions, logging speed and service company specific tool designs. However, the 
important aspect of this figure is that it indicates how the different well data relates 
to the different geological structural elements. Another important aspect is that 
there is a poor overlap between the sample volumes of the core data (core plugs and 
probe data) and the conventional wireline logging tools. This gap (“the missing 
scale”) causes some of the difficulties in estimating the petrophysical properties 
from different well data.

 

The most abundant core data available are the core plugs. Although this data set has 
a low sample volume it often “crosses” the scale between individual lamina and 
laminaset. Figure 2.13 shows what types of bias this data set may give in a deposit 
where the length scale of heterogeneity is below the size of the core plug. Even 
though standard industry practice is to sample core plugs with approximately 30 cm 
intervals, laboratory technical issues often prevents to sample some lithologies like 

FIGURE 2.12 Geological length scale in relation to well data support and vertical 
resolution. Left data set from Van Wagoner 1990. Middle and right data Serra 
(1984a), Ellis (1987) and Rider (1986).
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mud layers since the core plugs then often will break or split (figure 2.13a). There 
may also be some operator bias to preferentially sample high permeability zones or 
part of the core is damaged preventing particular zones to be sampled. Regardless 
of the reason, this will give a bias sample of the true population. This is an issue 
that will be extensively discussed in chapter 6.  In deposits where the vertical scale 
of heterogeneity is shorter than the core plugs, permeability anisotropy may be dif-
ficult to estimate properly (figure 2.13b). The vertical and horizontal core plugs, 
although taken from the same depth, will sample different portions of the rock giv-
ing a biased estimate of the ratio between vertical and horizontal permeability (kv/
kh ratio). Especially in tidal deposits, the horizontal correlation length of contrast-
ing features may give an unrepresentative value of vertical permeability. Figure 
2.13c, shows how mud layers (filled with horizontal lines), pinch out over rela-
tively short distances. Vertical permeability measured from a core plug through this 
unit will then be dependent on where, in relation to the mud layer, it is taken. 

From the above discussion, we see that well data measurements have different vol-
ume supports. Given that the geological heterogeneity affects the petrophysical 
property, it is then clear that we should use well data that corresponds to the scale 
we are interested to characterize. Bear (1972, p. 124) have formulated this by stat-
ing: “Alternating layers of different textures give rise to anisotropy. However, in 
order for a stratified formation of this kind to be qualified as an anisotropic homo-
geneous medium, the thickness of the individual layers should be much smaller 
than the length of interest. There is no use in attempting to determine the perme-
ability of such a formation from a core whose size is smaller than the thickness of a 

FIGURE 2.13 Examples of biased core sampling. Modified after Corbett (1993).
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single stratum”. Although this may sound simple, several practical (and theoretical) 
issues make this difficult. Often core or wireline data measure at an intermediate 
scale with respect to geological heterogeneity, and the resulting value is an average 
of some kind of the constituting elements in the response volume. The geological 
control on petrophysical properties on many scales has been appreciated for several 
years, and one common question is why the averaged core data do not match the 
well test data (e.g. Dubrule and Halvorsen, 1986). In the next section, a few of the 
published methods to estimate porosity and permeability from core and wireline 
data will be reviewed. This will form a mean for comparison with the results in 
chapter 9. Following that, a review of methods for calculating effective permeabil-
ity will be given, which then will be used to compare with the results in chapter 7 
and 8. 

2.3.4 Estimation of porosity and permeability from well data

Core data represent a direct measure of the reservoir properties at discrete locations 
under laboratory conditions. Wireline logs, on the other hand, represent a continu-
ous, physiochemical signature of the rock at in situ conditions, which then have to 
be related to the petrophysical properties of interest. As a consequence, some 
assumptions have to be made either to correct the core data to in situ conditions, or 
to relate the tool response to porosity or permeability. However, as long as the mea-
surement device is free of (systematic) error both data sets represent a measure of 
the true value of the device specific parameter. Whether this is a good estimate of 
for example porosity or permeability is another issue. In addition, the wireline tools 
generally measure a larger volume of rock compared to the core data. This means 
that both the physics of the measurement and the volume of investigation are differ-
ent. One of the goals in petrophysics is to make use of both these data sets to give a 
correct as possible estimate of the parameters. 

There is a tremendous amount of papers published on different aspects of core-log 
integration. There is no intention to give a comprehensive review here, but reviews 
and collection of articles of elements of these aspects can be found Hurst et al. 
(1990, 1992), Doveton (1992), Harvey and Lovell (1998) and Lovell and Parkinson 
(2003). However, a short summary of the main methods used to estimate porosity 
and permeability from core and wireline data will be given sufficient to understand 
the assumptions, challenges and shortcomings of these methods in very heterolithic 
reservoirs.

Since the well data, in general, have different measurement volumes, they are usu-
ally transferred to a common volume for comparison. Following the definition of 
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Corbett et al. (1998), the term up-scaling is “the determination of an effective (or 
pseudo) property at a scale larger than that of the original measurement”, while 
cross-scaling is “the determination of a relationship between two different physical 
properties”. The same notation, cross-scaling and up-scaling, will be used through-
out this thesis.

To start at the smallest volume (or rather area), porosity and transport properties 
have been estimated from thin-sections in a variety of ways. Morphological analy-
sis of the size and shape of pores (Ehrlich et al., 1984; Ehrlich et al. 1991a) have 
been related to pore throat size (McCreesh et al. 1991) calibrated with laboratory 
measurements of permeability (Ehrlich et al. 1991b), used as input to Kozeny-Car-
man relations (Berryman and Blair 1986, 1987; Liang et al. 1999) and as input to 
the effective medium theories (Koplik and Vermette, 1984, Doyen, 1988). Porosity 
and specific surface area of the rock has also been described by spatial correlation 
functions (Blair et al., 1996; Ioannidis et al., 1996), again as input to semi-empirical 
relations (variants of the Kozeny-Carman equation). Most of the studies have con-
sidered only two dimensions, but Koplik and Vermette (1984) and Liang et al. 
(1999) used serial sectioning and a Fourier transform, respectively to construct a 
three dimensional model of the pore network. Although the permeability estimators 
developed are quite complex mathematically, they either assumes that the Kozeny-
Carman relation satisfactorily describes permeability or use another simplified 
model of the pore network. Nevertheless, these types of studies provide useful 
insight into those aspects of the micro-geoemtry that dominate the rock properties. 
As mentioned in section 2.1.3, theoretical models developed to calculate perme-
ability contain some factors both difficult to relate to specific aspects of the pore 
geometry and that need laboratory measurements to be determined. As also noted 
by Doyen (1988), the Kozeny-Carman breaks down in the presence of inhomoge-
neity in the pore geometry. Interesting to note is that in some of the works, predic-
tive relationships between resistivity and permeability are obtained (Koplik and 
Vermette, 1984; Doyen, 1988; Schwartz et al. 1993). This is in the end a result of 
the homogeneity and isotropy of the samples, as also pointed out by Jackson et al. 
(1994), and the relation will break down in more complex situations. Most of the 
models derived from micro-geometry use either sandstones that are well-sorted and 
homogeneous or artificial made samples. Realistic reservoir rocks are in general 
more complex and typically shows inhomogeneity and anisotropy at the lamina 
scale.

A more common approach to use is to develop relations between the core plug mea-
surements and the wireline log responses. A critical point in this procedure is the 
depth matching of the two data sets where the wireline data and core data are 
adjusted so that they represent the same depth in the wellbore. For comparison, 
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either the core data have to be upscaled to the wireline resolution, or the response 
from the wireline tool has to be enhanced. The latter can be done through deconvo-
lution of the original signal, although this is both theoretically and practically diffi-
cult for several of the tools (i.e. the nonlinear response of the resistivity tool or the 
stochastic nature of the nuclear tools) (Doveton and Prensky, 1992). More common 
practice is to calculate a (weighted) running average of the core plug data to match 
the vertical resolution of the wireline tool that it should be integrated with. The lat-
eral variability is with such a running mean not taken into account. Following the 
smoothing of the core data, a regression is performed between the core data and the 
wireline response. If unsmoothed core data had been used, a larger scatter in the 
data set would be observed (e.g. Worthington, 1997). In the case of porosity estima-
tion, density, neutron or sonic travel time are much used. The choice of regression 
line is not trivial, and depends on the assumptions about the two data sets (Will-
iams, 1983; Doveton, 1994). However, the result is a prediction equation of the 
general form: 

[2-21]

where a and b are constants from the regression analysis and X is the log response. 
Moss (1997) has discussed such statistical procedures extensively. It is worth men-
tion here that although there is obtained a good fit with a regression line (high cor-
relation coefficient), there is not necessarily a casual relationship between the 
variables in question. This makes such predictive equations site specific that have 
to be reevaluated in new zones or other reservoirs. Since errors are associated with 
both the core and the wireline measurements, equation 2-21 can be re-written as a 
functional relation (here with density) of physical mixture of the components 
present: 

[2-22]

where ρma, ρb and ρf is the matrix, bulk (measured) and fluid density respectively. 
The intercept ( ) and slope ( ) can then be con-
strained by other independent analysis of fluid and matrix densities. The wireline 
response can for simplicity be regarded as a volume average of the different com-
ponents present. 

The inevitably assumption in this approach is that the core plug porosity represents 
the (1 foot) interval that it is sampled from. We noticed above that the core plug is 
one of many possible outcomes in the available core volume. However, if the core 
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plug represents an unbiased sample of the reservoir rock, then the density tool 
response, since it close related to the bulk density and since porosity is an additive 
property (section 2.1.4), is a good estimator for the porosity of the rock.

Although the estimation of porosity is relatively straightforward, the estimation of 
permeability is in general more difficult. At present, none of the conventional wire-
line tools measure permeability directly. As a consequence, models have been 
developed that relate permeability to other properties of the medium (see also sec-
tion 2.1.3). But, like the Kozeny-Carman relation, these equations contain parame-
ters (e.g. specific surface area, tortuosity) that also are difficult to estimate from the 
wireline measurements. In addition, there are some simplifying assumptions (about 
the porous medium) inherent in these types of equations. 

The most common method to estimate permeability from logs that has been used is 
from empirical equations relating porosity and permeability: 

[2-23]

where a and b are constants determined from core measurements and applied to the 
wireline log estimate of porosity. Again, an implicit assumption is that the core 
plugs are representative of the volume of rock investigated by the wireline tool. 
Cross-plotting porosity and permeability generally produces a wide scatter, where 
permeability may vary by several orders of magnitude for a single porosity value 
(e.g. Brayshaw, 1996). Over the years, several methods have been proposed to 
improve the permeability predictor by including more wireline logs in multiple lin-
ear regression techniques (Wendt et al., 1986), non-linear regression (Yan, 2002), 
improved averaging methods of core data (Wong, 1999), fuzzy rule-based systems 
(Finol and Jing, 2002) or application of neural net methods (Rogers et al., 1992). 

Characterizing the whole reservoir with one φ-k relationship will in general result 
in a poor prediction of permeability. One approach that takes into account that dif-
ferent lithofacies show different petrophysical properties have therefore been pro-
posed (Ebanks, 1987; Amaefule et al. 1993; Jian et al., 1994; Cunha et al. 2001). 
Each lithofacies is a result of a particular depositional process resulting in a specific 
grain size distribution, sorting, amount and type of clay material and later modifica-
tions through diagenesis. A flow unit is therefore a volume of rock that is subdi-
vided according to geological and petrophysical properties that influence the flow 
characteristics of the unit and Jian et al. (1994) called this a genetic approach. Cor-
bett et al. (2003) distinguish between a flow unit that is a large-scale reservoir unit 
and a hydraulic unit that is based on classification of core plugs. Amaefule et al. 
(1993) developed a quantitative method, based on the Kozeny-Carman equation, to 

klog aϕ b+=
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subdivide the reservoir into hydraulic units. They divided eq. 2-10, by the effective 
porosity (φe) and took the square root of both sides and obtained

[2-24]

where k is expressed in µm2 and the shape factor Fs is the same as c0. The first term 
on the right-hand side is the void ratio also denoted ε by Prasad (2003). Further 
Amaefule et al. (1993) defined a Reservoir Quality Index (RQI):

[2-25]

where k is expressed in mD. A Flow Zone Index (FZI) is then defined as;

[2-26]

The FZI can then be calculated from a set of measured laboratory data on porosity 
and permeability. By plotting the log RQI against log ε, all values with similar FZI 
will follow a straight line. Data from other hydraulic units will then fall on parallel 
lines. The terms in equation 2-26 can be understood as the relation between the vol-
ume of void space (ε) and its geometric distribution (RQI) (Prasad, 2003). The 
method has proven valuable in several case studies (Amaefule et al. 1993; Corbett 
et al. 2003; Prasad, 2003). 

In un-cored intervals, various techniques are proposed to divide the reservoir inter-
val into lithofacies from wireline logs and some recent examples are Coll et al. 
(1999), Ye and Rabiller (2000) and Gupta and Johnson (2001). Each unit is then 
assigned a single φ-k relationship based on core data (e.g. Hook et al. 1994; Jian et 
al. 1994; Yan, 2002). The validation of these studies is often presented with a high 
correlation coefficient between the core permeability and the predicted permeabil-
ity from the wireline logs in the cored interval. This correlation is of less impor-
tance if the core plugs do not measure the same amount of heterogeneity as the 
wireline log. 

A basic assumption in the Hydraulic unit approach, as also pointed out by Corbett 
et al. (2003), is that the hydraulic elements are larger than the conventional core 
plugs. This seems as a fair assumption in most clastic reservoirs. They also implic-
itly assume that the core plugs represent the true petrophysical distribution of a par-
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ticular hydraulic unit in a satisfying way. However, in tidal deposits (see chapter 3 
and 5), the defined lithofacies may contain heterogeneities affecting flow properties 
at a scale smaller than the core plugs. In that case the core plugs may not always be 
representative for the petrophysical property of the lithofacies. This has also been 
noted by Ringrose et al. (1999a) in fluvio-deltaic deposits. In addition, biased sam-
pling of core plugs may influence the petrophysical distribution (see figure 2.13). 
As will be clear in chapter 6, the core plugs for the studied interval in this thesis 
show very low petrophysical contrast between the defined lithofacies and a large 
internal variability. The wireline logs in this formation also show a low contrast 
between lithofacies as also noted by Berg et al. (1999). The above-mentioned prob-
lems are especially relevant for permeability. Porosity on the other hand, can be 
predicted through careful integration of core and wireline data even in these het-
erolithic deposits (Flølo et al., 2000).

Since there is not available any direct measurement of permeability at several vol-
ume supports in the subsurface, one have to use certain surrogates, and porosity 
have been used extensively as described above. Theoretical studies have related 
resistivity and permeability (Koplik and Vermette, 1984; Katz and Thompson, 
1987; Doyen, 1988; Schwartz et al. 1993) and showed that the correlation is best if 
the media is homogeneous and analysed at the same support. The advent of high-
resolution resistivity tools has therefore resulted in several studies that estimate per-
meability through cross-scaling with resistivity. Jackson et al. (1994) found a strong 
correlation between probe resistivity and permeability at the lamina scale in an aeo-
lian sample. Ball et al. (1994) using a fluvial sandstone, obtained a good match 
between averaged probe data and a shallow, high-resolution resistivity tool. They 
then used arithmetic, harmonic and geometric averages for different zones to match 
the production data. Finally, Thomas et al. (1996, 1997) used an electrical image 
log to predict permeability anisotropy at the lamina scale, and found that the ratio 
between harmonic and arithmetic average compared well with the larger scale 
dynamic measurements. These studies show that a good predictive algorithm can 
be established if both physics and sample volume are taken into consideration. 

Although the cross-scaling of porosity and permeability from core plugs is a valid 
procedure (since same sample support), the use of the resulting regression equation 
on a larger support is not necessarily correct if the assumption of homogeneity is 
not satisfied. Worthington (1997) has shown that the coefficients of the empirical 
equations relating porosity and permeability are scale dependent, but becomes 
nearly constant at larger scales. For example, porosity can be estimated both from 
resistivity measurements (Archie equation) and density. Worthington (1994) 
showed that using the resistivity approach was dependent on the upscaling proce-
dure (physical law or empirical relation), while using the density data was indepen-
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dent of the upscaling method. This may be related to the fact that density is as 
additive property while resistivity is a non-additive property.

Deterministic (2D and 3D) modelling of sedimentary structures (geopseudo 
approach) (Corbett et al., 1992a) has been done to explore the lamina to bed-scale 
influence on permeability (Pickup et al. 1995, 1999, 2000; Pickup and Carruthers, 
1996). Although the main focus has been on multiphase flow, single phase results 
have also been reported. In addition, focus has been on cross-stratified structures in 
fluvio-deltaic deposits (Pickup and Carruthers, 1996; Pickup et al. 1995; Ringrose 
et al. 1999), aeolian deposits (Pickup et al. 1999) and one case from the tidal deltaic 
environment (Pickup et al. 2000). If the sedimentary structures induce cross-flow, 
single-phase permeability need to be represented by a full tensor (Pickup et al. 
1994). However, if cross-flow is negligible, only the diagonal elements of the per-
meability tensor is required. Pickup et al. (1995) found that the off-diagonal terms 
are needed if the laminae have a high angle with respect to the pressure gradient, if 
there is a large permeability contrast between the lamina or if the sedimentary 
structures are asymmetric. The diagonal permeability values are sufficient if the 
bottomset permeability is low, or if permeability increases upward along the fore-
set. Even if cross-flow can be significant at the lamina scale, Ringrose et al. (1999a) 
showed that at the bedding scale, the effect of the smaller scale laminae were 
masked by the effect of the approximately layered bed scale architecture. Detailed 
numerical models of small-scale structures can be difficult to make, but Pickup et 
al. (1999) found that a simpler, schematic model may be sufficient as long as the 
internal architecture (frequency and thickness of lamina) is representative.

2.3.5 Estimation of effective permeability

Some of the above mentioned methods were classified as an upscaling procedure 
where permeability or porosity values measured at a small support volume were 
“averaged” in order to obtain a value that was representative for a larger support 
volume (e.g. core plugs were upscaled to the wireline tool resolution). For all addi-
tive properties, the average value of a volume is simply the arithmetic average of all 
the values present in that volume. Since not “all” the possible core plugs are sam-
pled, the traditional methods assume that the core plugs represent the complete vol-
ume. For non-additive properties (e.g. permeability), even if all the small-support 
values were available, an average would not equate to the large scale effective per-
meability. This is because it is the spatial distribution of the permeability values and 
the boundary conditions that determine the larger support value. 
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Renard and Marsily (1997) use the term equivalent permeability for a constant per-
meability tensor that represents a heterogeneous medium under the same boundary 
conditions. Effective permeability is on the other hand defined by these authors as 
the permeability of a medium that is statistically homogeneous on the large scale 
and that is independent on the macroscopic boundary conditions. This means that 
the spatial correlation lengths of the heterogeneities must be smaller than the 
domain. The effective permeability is thus an intrinsic property of the media. The 
equivalent permeability for a finite-size block, where the correlation lengths are on 
the order of the block-size, is denoted block-permeability. The block-permeability 
is dependent on the boundary conditions and is a function of the block size (Rubin 
et al. 1991).This notation is also used by Durlofsky (1991). Other authors (e.g. 
Pickup et al., 1995; Journel et al., 1986) use the term effective permeability for both 
effective and equivalent permeability as defined by Renard and Marsily (1997). In 
this thesis, the term effective permeability will be used for all upscaled permeabili-
ties regardless of the independency of the boundary conditions.

Methods for calculating effective permeability are then often divided into three 
groups; deterministic, stochastic and heuristic (Renard and Marsily, 1997). The first 
one assumes that the permeability distribution is exactly known, the second treats 
the distribution as a random function in space, while the heuristic methods propose 
rules for calculating plausible effective permeabilities. For each of these groups, 
both numerical and analytical techniques can be used to calculate the permeability 
value. The analytical techniques will give an exact solution but require some model 
assumptions. The numerical techniques can be applied in more general cases, but 
the results are approximate. In addition, the numerical approach is more time con-
suming. By using a numerical approach, it is hoped to give insight into the factors 
affecting effective permeability and guiding the development of an analytical 
model. In the same way, a numerical model is often used to validate a proposed 
analytical model. 

The methods described below will be used both to classify the upscaling method 
employed in this thesis and for comparison with the results in chapters 7 and 8. 
Methods for distributing geological elements and petrophysical properties in space 
will be reviewed in section 4.1. 

2.3.5.1 Inequalities and heuristic methods

A simple technique that already has been described is sampling. This method 
assigns to the larger support volume the value measured at its centre. The obvious 
advantage is that it is a simple and fast method. The disadvantages concern the 
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assumption of homogeneity of the block and the representativity of the centre 
value.

For a system consisting of plane layers and where the flow is uniform, Scheidegger 
(1974) and Dagan (1989) have shown that arithmetic and harmonic averages of the 
individual permeability layers is equal to the effective permeability parallel and 
perpendicular to the layers, respectively. This fundamental inequality, also called 
the Wiener bounds, can then be expressed as: 

 [2-27]

where µa and µh are the arithmetic and harmonic averages, respectively, i=1,2,...n is 
the number of layers and ti and ki are the thickness and permeability if the ith layer. 

By assuming an isotropic and binary media, Hashin and Shtrikman (1963) devel-
oped an inequality that is somewhat narrower than the bounds above;

[2-28]

where f0 and f1 are the fractions of the high permeability k1 and the low permeabil-

ity k0 respectively1. D is the space dimension. The arithmetic average, µa, is given 
by . Figure 2.14 shows graphically equation 2-27 and 2-28 in the 
three dimensional space (D=3). 

Heuristic approaches use various combinations of these inequalities to obtain a 
narrower set of bounds. Matheron (1967) uses a weighted average of the harmonic 
and arithmetic average: 

[2-29]

1. A mud permeability equal to 0.01 mD is used here. The effect of varying this parameter is 
considered in Chapter 8.
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where , which applies for a statistical homogeneous and isotropic 

medium

.

 Ababou (1995) extend this to anisotropic, statistical homogeneous medium by 

changing the exponent to . The parameters li and lh represents the 

correlation length in the relevant direction and the harmonic mean of the correlation 
lengths in the principal directions of anisotropy. Figure 2.15 shows the behaviour of 
equation 2-29 for different values of α.

FIGURE 2.14 Comparison between the arithmetic, harmonic and the upper and 
lower bound of Hashin and Shtrikman (1963).
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Another heuristic approach to estimate the effective permeability is by taking the 
power average of the individual components. The general power averaging equa-
tion is given by (Journel et al. 1986): 

[2-30]

which for a binary medium becomes

[2-31]

The arithmetic and harmonic average is obtained with p=1 and p=-1, respectively 
and the geometric average as . Journel et al. (1986) found that a p-value of 
0.57 matched the horizontal permeability in a anisotropic, correlated binary sand/
shale model, while a p-value of 0.12 was appropriate for the vertical permeability. 
Deutsch (1989) used a model with randomly allocated ellipsoid shale bodies and 
found that p=0.73 and p=0.17 for horizontal and vertical flow, respectively. How-
ever, he only considered cases with a low fraction of shale (< 40%). For a statisti-

FIGURE 2.15 Average of means (Matheron, 1967)

µp kp〈 〉
1 p⁄ 1

V
--- k x( )p Vd

V
∫⎝ ⎠

⎜ ⎟
⎛ ⎞ 1 p⁄

= =

keff f0k0
p f1k1

p+[ ]
1 p⁄

=

p 0→
53



Petrophysics and sedimentary processes
cally homogeneous and isotropic media , (Noettinger, 1994). Figure 
2.16 shows the power average approach (eq.2-31) for different values of α, where 

. Note that this method behaves quite differently for intermediate values 
of α compared with figure 2.15.

The various methods described here have been used extensively in the literature. 
Although the equations have limited applicability, they have proven to be valuable 
as a quick and easy estimate for effective permeability. However, except for cases 
with simple geometries (e.g. plane layers), numerical experiments must be per-
formed to establish the correct exponents. These methods also constrain the uncer-
tainty envelope by defining the upper and lower bounds. 

2.3.5.2 Deterministic methods

The permeability field and boundary conditions are assumed to be completely 
known for the deterministic methods (Renard and Marsily, 1997). When the geom-
etry is simple, exact analytical results can be found. Otherwise, methods that give 
approximate results must be used. 

Percolation theory is a mathematical model for connectivity. A basic assumption is 
that the media contain two types of components; one conducting (permeable) and 

FIGURE 2.16 Power average (Journel et al., 1986)
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one non-conducting (impermeable). Percolation theory then evaluates how the flow 
properties of the media change with the fraction of the conducting component, p. 
Commonly, an infinite square lattice is used. The conducting elements (sites) are 
then distributed randomly onto the grid. As p increases, larger clusters are devel-
oped and at a certain fraction one cluster dominates and extends (percolates) 
through the lattice. This fraction is called the percolating threshold, pc. This value 
will change for different grid shapes, dimensionality of the grid and the distribution 
process of the conducting elements (see e.g. Stauffner and Aharony, 1992, for an 
introduction to percolation theory). For a regular, square grid and site percolation, 
pc is equal to 0.593 in 2 dimensions, while for a simple cubic network in three 
dimensions, pc=0.312. An alternative approach to site percolation is bond percola-
tion. Site and bond systems have slightly different properties.

A set of exponents can be defined that describes the behaviour of such a system. 
The exponent, β, is related to the probability that an occupied site belongs to the 
percolating cluster which is defined as P (p) (where the infinity symbols means 
that the lattice is infinitely large). Below the pc, P =0, but then rises rapidly at 
p>pc, and can be described as a power law relationship; 

[2-32]

The exponent β is called the connectivity exponent (Kirkpatrick, 1973). Further, a 
correlation function, g(r) can be defined as the probability that a cell a distance r 
away is occupied and belonging to the same and largest cluster. The connectivity 
length ζ, is then defined as; 

. [2-33]

The correlation length scales with the form:

[2-34]

where ν is the correlation length exponent. Since the non-occupied cells are non-
conducting, the conductivity below the percolating threshold is zero. Above pc, the 
relation between conductivity ( ) and the fraction of occupied cells takes the form; 

[2-35]
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Here, µ is the conductivity exponent. Stauffer and Aharony (1992) gives following 
values for these exponents: 

These exponents are universal and only dependent on the dimension. The latter 
statement is however only true if the model size (L) is much larger than the correla-
tion length ζ (i.e. ). In the case of a finite size domain and where ζ is 
approaches L, conductivity can be expressed as (Stauffer and Aharony, 1992):

[2-36]

The form of equation 2-32 and 2-35 above the percolating threshold is quite differ-
ent as noted by both Kirkpatrick (1973) and Stauffer and Aharony (1992) (figure 
2.17). Since not all the cells in the percolating cluster are relevant for conductivity 
(“dead-end” cells), the conductivity tends to increase more slowly above the perco-
lation threshold than P(p). Kirkpatrick (1973) used effective medium theory to 
model the behaviour of conductivity (in a resistor network) above pc. In the case of 
infinite model domain, pc is sharply defined (although it varies with model assump-
tions). In the finite size case, the observed threshold is less clear and tends to be 
smeared out in a transition zone (King, 1990). 

The equations above are valid if the conducting elements are distributed randomly 
in the non-conducting background. This assumption is not always realistic espe-
cially in real sedimentary systems. Napiorkowski and Hemmer (1980) crated a 
square 2D lattice were the each cell was occupied with a repulsion to the next 
neighbour, thus giving a higher percolating threshold. However, this is not more 
geological realistic than the random assumption.

Deutsch (1989) investigated numerically the effect of anisotropy on the coefficients 
of equation 2-35. As expected, he found that pc for horizontal permeability 
increased with increasing horizontal correlation length of the non-conducting ele-
ment while this was opposite for the vertical percolating threshold. He also noticed 

Exponent 2D 3D

β 5/36 0.4

ν 4/3 0.84

µ 1.3 1.9
TABLE 2.1  Critical exponents in percolation theory

L ζ»
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a dependency of the proportionality factor and the exponent µ on anisotropy, 
although no physical explanation could be given for the observed variation. 

A criticism of percolation theory is that geological variables tend not to be distrib-
uted randomly in space, that the classification into permeable/non-permeable can 
be too simple and that the equations are only strictly accurate near the critical 
threshold. For spatially correlated heterogeneities in 3D percolation systems, clear 
findings are not yet established. Although several studies indicate that natural 
media can be explained by percolation theory (King, 1990, King et al., 2001; Deut-
sch, 1989), Deutsch (1989) point out that the percolation model has three adjustable 
coefficients compared to the power average method (only one). Hence, he recom-
mends a power law approach. Despite this, percolating phenomena are often 
observed and an advantage with respect to the power average method is that the 
equations can be understood from a physical connectivity point of view. 

Effective medium theory (EMT) or the self-consistent approach is based on the idea 
of replacing the inhomogeneous medium (consisting of a multiphase of homoge-
neous blocks) by an effective homogeneous medium of permeability keff such that 
if a single inclusion of a different permeability is introduced then the mean pressure 
fluctuation caused by the inclusion is zero (Kirkpatrick, 1973; Dagan, 1979; King, 

FIGURE 2.17 Difference between connectivity of conducting cells and conductivity 
of the 3D system. The exponents are the same as in table 2.1.
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1989). For spherical inclusions Dagan (1979) proposed the following expression 
for the effective permeability.

. [2-37]

Here, f(k) is the probability density function of the permeability and D is space 
dimension as before. The relation then has to be solved iteratively for keff. For the 
binary permeability distribution in three dimensions, the relation reduces to

. [2-38]

Since the inclusions are spherical the resulting effective permeability is isotropic. 
The main approximations with this method are (Dagan, 1979): 1) The heteroge-
neous matrix surrounding the inclusion is assumed can be replaced with a homoge-
neous matrix of unknown permeability, 2) the inclusion is spherical (Dagan 1989 p. 
198, gives the expression for elliptic inclusion which gives the anisotropic perme-
ability tensor), and 3) the averaging volume is large compared to the inclusion. The 
latter assumption implies that the heterogeneity is on a much smaller scale then the 
domain of interest. Equation 2-38 will be used in chapter 8 for comparison with the 
numerical results. 

There exist other approximate deterministic methods to estimate effective perme-
ability like streamlines (e.g. Haldorsen and Lake, 1982) and renormalization (e.g. 
King, 1989). Since these approaches will not be used in this thesis, detailed descrip-
tions of these methods will not be given here (see e.g. Mansoori, 1994; Renard and 
Marsily, 1997).

An approach that in principle is more general consists in solving numerically the 
diffusion equation. There are several methods to solve the partial differential equa-
tion, but a finite-difference scheme is often used. Given constant head boundaries 
between the two sides (in the direction of flow) of the block and no-flow bound-
aries perpendicular to the mean flow direction (permeameter type flow), the numer-
ical simulation gives the steady-state, single-phase flow rate over each basic cell. 
The total volumetric flux (Q) is then obtained by adding together the elementary 
flow rates and the block permeability is found by Darcy law (eq. 2-6). By rotating 
the boundary conditions, a directional permeability in each of the principal direc-
tions can be calculated (diagonal elements of the permeability tensor). This method 
is often called a sealed sided pressure solver. By using periodic boundary condi-
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tions, Durlofsky (1991) and Pickup et al. (1994) calculated the full permeability 
tensor. 

For a simple system of plane layers, the analytical solution of the diffusion equation 
gives of course the arithmetic and harmonic averages in equation 2-27. For such a 
simple system, Kasap and Lake (1990) also found an analytical expression for the 
off-diagonal terms in the permeability tensor. 

2.3.5.3 Stochastic methods

In the deterministic methods described above, the spatial permeability distribution 
is assumed to be known at a given scale of heterogeneity. In the probabilistic 
approach, the permeability field is modeled as a random variable with a known 
joint probability distribution that defines its spatial structure (Renard and Marsily, 
1997). The resulting effective permeability is thus also a random variable character-
ized with a probability density function (pdf). With the numerical methods, the 
entire pdf can be described as the number of simulations approaches infinity. An 
analytical method gives a few of the parameters describing the pdf of the random 
variable (e.g. mean and standard deviation). One exact analytical result is given by 
Matheron (1969), where for a two-dimensional isotropic, log-normal uncorrelated 
media, he found that the effective permeability was equal to the geometric mean. 
Warren and Price (1961) found, by numerical simulation, that the geometric mean 
provided the best estimate of effective permeability for a wide range of univariate 
distributions given that there was no spatial correlation. In three dimensions, an 
approximate analytical results is given with the assumption of low variance of the 

log-normal permeability distribution ( ) (Gutjar et al. 1978): 

. [2-39]

Anisotropy has been invoked in equation 2-39 by Ababou (1995). The geometric 
average, which lies between the arithmetic and harmonic average, is often used in 
the industry to calculate the effective permeability if the geometry is assumed to be 
random. These conventional averages will be used in chapter 7 and 8 for compari-
son with the effective permeability values calculated there.

In summary, section 2.3.5 has given several methods to estimate the effective per-
meability with some knowledge of the spatial distribution, either a complete knowl-
edge as in the deterministic methods or a probabilistic knowledge as in the 
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stochastic methods. Both these methods can be solved by either numerical or ana-
lytical techniques. The analytical solutions are interesting since they give an exact 
value and that are fast to calculate. However, the limitations are related to the 
assumptions of the models, either with the geometry (plane layers, isotropic media 
etc.) or with the size of the heterogeneity with respect the to model size. The 
numerical methods are in principle more general and can be used on any permeabil-
ity field, but they are more time consuming.
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CHAPTER 3 Tidal cycles and tide-influenced 
deposits
The tide is the periodic rise and fall of the sea level caused by the variation in grav-
itational forces that occur in the earth-moon-sun rotational system. These vertical 
movements create horizontal water movements, the tidal currents. The periodic 
variation in the strength of this current will impact on the sedimentological record. 
The reasons for including this chapter are 1) the Tilje Formation is interpreted to 
have been deposited under tidal influence (Dreyer, 1992; Martinius et al. 2001), 2) 
periodic variation in current strength and thus depositional conditions will influ-
ence the petrophysical properties of the resulting sediments, and 3) an understand-
ing of these processes is necessary when using a process-oriented tool to model 
tidal bedforms.

3.1 Tidal cycles

The tide in the oceans is controlled by Newton’s law of gravitation, which states 
that the attractive force between two bodies is proportional to the product of their 
masses and inversely proportional to the square of the distance between them. The 
centrifugal force, as a result of the motion around a common mass centre, balances 
the attractive force. While the centrifugal force is equal for all particles on a revolv-
ing body, the gravitational force depends on the position on that body. In the case of 
the earth and the moon, the particles closest to the moon on the earth experience a 
larger gravity force then that needed to maintain the orbit (larger than the centrifu-
gal force). At the same time, on the opposite side of the earth, the centrifugal force 
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is larger than the gravitational force (figure 3.1a). This difference generates the tide 
and is referred to as the tide-generating force (Werner, 1992). The influence of the 
sun, which is 0.44 times that of the moon, can then be superimposed on the effect of 
the moon. In tidal theory one often evaluates the equilibrium tide (Macmillian, 
1966). This is the tide that would exist in a hypothetical, deep ocean that covered 
the earth uniformly and whose surface was always in equilibrium with the gravita-
tional and centrifugal forces. In the following, the main tidal cycles, starting with 
the shorter ones, will be outlined. A more theoretical outline can be found in Mac-
millian (1966), Pugh (1987) or Werner (1992). Kvale et al. (1999), Archer et al. 
(1991) and Allen (1985) have given a comprehensive review of tidal theory with 
focus on the implications on the sedimentological record. 

The earth rotates around its own axis in 24 hours (mean solar day), and the attrac-
tive forces in the earth-moon-sun system will produce oceanic bulges on each side 
of the earth. An observer at point P in figure 3.1a will then experience two periods 
with high water level as the bulges pass, and two periods with low water level. The 
vertical difference between the low and high water level is the tidal range. This type 
of tide is called semi-diurnal since the period of oscillation repeats approximately 
two times in a day. However, since the moon orbits around the earth with a period 
of approximately 27.32 days, the two highs and two lows happen about every 24.84 
h (a lunar day). Moreover, the declination of the moon relative to the equator 
changes from a position northerly to a southerly position and back (figure 3.1b) in 
27.32 days and modifies the tidal bulge. This period is called the tropical lunar 
month. In a semi-diurnal tide system this effect results in the diurnal inequality, 
which means that one of the daily high waters is higher than the other. When the 
moon passes the equator this effect is minimized. Another modification arises from 
the changing earth-moon distance during the lunar orbit. The orbital path of the 
moon is slightly elliptic and carries the moon from the closest position to the earth 
(perigee) to the farthest position (apogee) and back in 27.55 days (figure 3.1c). This 
period is called the anomalistic month and produces a fortnightly inequality 
between the perigee spring and apogee spring. Another important period to con-
sider is the synodic month with a period of 29.53 days (figure 3.1d). When the 
moon orbits the earth in this period, the sun, moon and the earth are twice nearly 
aligned (syzygy) and there is either full or new moon. In two instances the moon 
and the sun form a right angle relative to the earth (quadrature). In syzygy the 
attractive forces from the sun and the moon reinforce (synodic spring) and the tidal 
height increases while in the quadrature the forces work in a right angle and the 
tidal height is a minimum (synodic neap). The sun also affects the tide through the 
axial tilt of the earth. The declination to the sun is largest in the solstices and least 
in the equinoxes, and the present day period of this cycle is 182.62 days. Like the 
moons elliptic path around the earth, the earth has an elliptic path around the sun on 
62



Tidal cycles and tide-influenced deposits
a yearly time scale. In the position nearest the sun (perihelion; winter solstice) the 
gravitational force from the sun is stronger than in the position farthest away (aph-
elion; summer solstice). The positions between these extremes are called the 
autumnal and vernal equinoxes.

FIGURE 3.1 Modification of the tidal bulge due to attractive forces between the 
earth (E), moon (M) and the sun (a). Variation in the declination of the moon in the 
lunar tropical month (b). The anomalistic cycle related to perigee and apogee 
position of the moon in relation to the earth (c). The moon phases in the Synodic 
month (d)
63



Tidal cycles and tide-influenced deposits
The synodic, tropical and anomalistic periods have slightly different values. Twice 
a year these periods constructively amplify each other during which time the tidal 
forces reach a maximum. This amplification has a period of 183.29 days and is in 
part related to the latitude (Kvale et al. 1999). At a longer time scale, the angle of 
declination of the moon varies with and this gives a lunar nodal cycle of 18.6 
years, and the rotation of the moon’s perigee with a period of 8.85 years (lunar 
apsides cycle). Figure 3.2 summarize the periods discussed so far in addition to 
some longer period (<103 years) astronomical cycles not considered further here.

The above-described periods relate to the equilibrium tide generated by the earth-
moon-sun rotational system. Pugh (1987) considered this system as a set of satel-
lites that each generates a tidal signal component (a tidal constituent) and that all 
the components together form the observed tide. The equilibrium tide consists of 
two symmetrical tidal bulges (figure 3.1a) directly under or directly opposite the 
sun or the moon. The maximum tidal range at equatorial latitude would then be 
approximately 0.5 m and the bulge would rotate around the earth as a uniform 
wave. The observed tide has however a more complicated pattern since 1) the 
ocean is not uniformly deep and 2) the continents disturb the wave propagation (see 
also discussion in Pugh, 1987, p. 143-144). Further, the various ocean basins have 
their individual natural mode of oscillation (resonance frequency) which influence 
their response to the tide generating force. When the tidal wave approaches the 
coast, shoaling will also amplify the tidal height. Thus the destruction (damping) or 
amplification of certain tidal constituents in each tidal basin determines whether or 
not the specific astronomical periods can be detected (Kvale et al. 1999). Harmonic 
analysis have been used to resolve the observed, complex, resultant tide into a dis-
crete spectrum of sinusoidal constituents (e.g. Pugh 1987).

Most modern oceans are in near resonance with the semi-diurnal tidal frequency 
suppressing the diurnal component (figure 3.3a). Other basins however, amplify the 
diurnal component which results in a tide that reaches maximum and minimum ele-
vation only one time in a day (figure 3.3c). In these basins, the tropical period is the 
main control on the neap-spring cycle, and a tropical neap-spring cycle is shorter 
than the synodic neap-spring cycle. All other tidal systems are intermediate 
between the semi-diurnal and diurnal end members depending on the relative 
importance of the semi-diurnal and diurnal components of the tides and upon the 
resonance with the specific basin (figure 3.3b). Although the equilibrium tide is a 
simplification of the real situation, many of the features predicted by the theory can 
be observed in the real tide

5°±
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.

Other, non-tidal components may modify the pure tidal signal. Seasonal variability 
in discharge from rivers, wind-speed and -direction, climatic variability and 
changes in the atmospheric pressure are just a few factors that will influence on the 
observed water level and induced currents (e.g. Archer et al., 1991; Kvale et al., 
1994).

Another modification of the equilibrium tide is the Kelvin wave (e.g. Werner, 
1992). Due to the rotation of the earth and the coriolis force, the tidal wave will 
rotate in an open embayment so that the incoming (flood) and outgoing (ebb) cur-
rent will dominate each part of the bay. The tide appears to rotate (counterclock-

FIGURE 3.2 Selection of periodicities in the earth-moon-sun orbital system. Semi-
diurnal up to nodal cycles have been observed in the sedimentological record. From 
Archer 1996.
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wise in the northern hemisphere) about a nodal point (amphidromic point), which 
has essential zero displacement.

 

The orbital speed and distance between the earth, moon and the sun has slightly 
changed during the last billion years. Although the actual duration of the solar year 
has not significantly changed in this period, the earth’s axial spin has decreased 
owing to tidal friction and lunar retreat. However, both lunar and solar semi-diurnal 
period changes have been largely commensurate (Sonett et al. 1988; Archer and 
Johnson, 1997) giving only a slight decrease in the number of tidal days per neap-
spring cycle. The effect of changing palaeogeography has however had a greater 
effect on the tidal pattern mainly through its influence on the resonance frequency 
of the basins. 

FIGURE 3.3 Predicted tidal pattern from modern equatorial stations. A: 
Predominantly semidiurnal system., B: Mixed predominantly diurnal system. C: 
predominantly diurnal system. From Archer et al. (1991)
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3.2 Implications of tidal influence on the sedimentological record

The vertical difference between the high and low water level is called the tidal 
range. As the water level rises (flood) and falls (ebb) a horizontal current is induced 
and a larger tidal range normally gives a larger current speed (e.g. de Boer et al., 
1989). From the tidal range a system can be classified as microtidal (<2 m tidal 
range), mesotidal (2-4 m), and macrotidal (>4 m) (Hayes, 1975). The depositional 
system can then further be divided into the sub-tidal zone below the mean low 
water level that in general is submerged at low tides, the supra-tidal zone above the 
mean high water level that is emerged for most of the spring tides, and the inter-
tidal zone for the area between the sub-tidal and supra-tidal. Tide-influenced sedi-
mentary deposits are found in many different depositional systems like the shelf 
environment, barrier and lagoon systems, deltas and estuaries. A comprehensive 
review of tidal influenced sedimentary systems is given in Ginsburg (1975), Klein 
(1977; 1979), Reading and Collinson (1996) and in the collection of papers in de 
Boer et al. (1988) and Smith et al. (1991). 

In the sub-tidal environment there is, in theory, an infinitesimal time with still stand 
in the water movement between the flood and the ebb called “slack water”. In prac-
tice however, with regard to sediment transportation, this period is longer and is 
related to the entrainment velocity of the sediment present on the bed and on the 
current strength. Figure 3.4 shows a simplified asymmetrical flood-ebb cycle that 
can be divided into four different stages: the dominant current stage (from t1 to t4); 
the slack-water stage after the dominant current (from t4 to t5); the subordinate cur-
rent stage (from t5 to t8); and the slack-water stage after the subordinate current 
(from t8 to t9). Allen (1985) assumed a bedload transport rate that was proportional 
to the cube of the difference between the current velocity (U(t)) and the entrainment 
velocity of the sand component (Uces) and is indicated in figure 3.4 as the dotted 
area. The variation in the current speed will also influence on the ripple morphol-
ogy (Oost and Baas, 1994), a result that will be further discussed in section 7.2.1. 
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Cyclic variation in current speed (figure 3.4) has implications on the depositional 
process. The result of the four stages of daily deposition have been found and 
described in larger scale bars and dunes (e.g. Visser, 1980; Allen, 1981; Homewood 
and Allen, 1981; Boersma and Terwindt, 1981; Kreisa and Moiola, 1986) and in 
smaller scale planar and ripple cross-laminated bedforms (e.g. Kvale et al., 1989; 
Williams, 1989; Martino and Sanderson, 1992; Oost et al., 1993; Miller and Eriks-
son, 1997; Adkins and Eriksson, 1998; Brettle et al., 2002). For intercalations of 
ripple laminated sand and mud Reineck and Wunderlich (1968) proposed a descrip-
tive classification that was based on the amount and appearance of the mud fraction 
(figure 3.5). Terwindt and Breusers (1972) gave a quantitative explanation based on 
the critical current velocity for movement of mud for these bedding types. Reineck 
and Wunderlich (1968) emphasized that the origin of these bedding types were not 
indicative of any particular depositional environment but that they are more com-
mon in tidal deposits. As an example, Bhattacharya (1997) and Martin (2000) have 
described flaser and wavy bedded units in fluvial and ephemeral streams, respec-
tively. 

FIGURE 3.4 Sand and mud transport/deposition during one tidal cycle. Modified 
from Allen (1985) and Nio and Yang (1991). Uces is the entrainment velocity for 
sand and Ucdm is the critical threshold for mud deposition. Total sand transport is 
proportional to the stippled area under the curve (U(t)-Uces)

3. 
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The deposition of mud, expressed as the settling flux, is the product of the concen-
tration and the settling velocity (Dyer, 1995) and below a current velocity of 0.2 
cm/s, the deposition of mud from suspension is considerable (Einstein and Krone, 
1962). The degree of flocculation of mud particles, which also is dependent on the 
concentration, influence on the settling velocity and can be correlated with the 
salinity of the water, electrical characteristics of the particles and turbulent shear in 
the water column among other factors (Dyer, 1995). Terwindt and Breusers (1972) 
did experimental studies on the maximum thickness of a mud layer in one tidal 
cycle. They found that with a near bed concentration of mud of 1 cm3/l and a set-
tling velocity of 0.04 cm/s, a 0.3 cm mud layer could be deposited in 2 hours. This 
mud layer will however have a high volumetric water content and go through a 

FIGURE 3.5 Classification of flaser-, wavy- and lenticular bedding based on the 
amount and organization of sand and mud. From Reineck and Wunderlich (1968).
69



Tidal cycles and tide-influenced deposits
phase with initial consolidation and further compaction during burial. Based on 
this, they concluded that deposition from suspension during one slack-water period 
only could produce a 2-3 mm freshly deposited mud layer. Wolanski et al. (1988) 
and McCave (1970) operates with slightly higher values for mud concentration, fall 
velocity and slack water time giving a thicker mud layer. Wunderlich (1978, cited 
in Reineck and Singh, 1980) observed that centimetre thick mud layers could be 
deposited during a short period of slack water. McCave (1970) has further proposed 
a quasi-continuous depositional model related to the existence of a viscous sub-
layer near the bottom in which mud can be trapped but not ejected back into the 
overlying water. The process is believed to be valid in low velocity regions, and can 
explain, according to McCave (1970) some of the thicker mud layers encountered 
in flaser and wavy bedded offshore deposits. 

The preservation potential of such a slack-water deposited mud layer depends on 
the rate of initial consolidation and the erosive power of the next current event. 
Increasing consolidation will increase the force needed to erode the surface. The 
erosion of a surface with both sand and mud exposed is however complex, and Ter-
windt et al. (1968) found from experiments that the critical shear stress for erosion 
was in the range of the mud and not the sand. Terwindt and Breusers (1972) found 
further that in a freshly deposited mud, the initial consolidation can be rather quick 
and after 3-4 hours the entrainment velocity increased markedly.

Mud deposition can also be related to high concentration near-bed slurries often 
referred to as fluidized muds. At high tidal energy levels, fine-grained sediments 
are mixed in the water column forming a homogeneous suspension. If the mud con-
centration is high enough (> 500 mg/l) and the energy level decreases, the fine 
material begins to settle and a lutocline forms based on concentration differences 
(Kirby and Parker, 1983; Kirby, 1991). As the energy level continue to diminish, 
the suspended material settles to form a dense near-bed mobile layer of high mud 
concentration. These layers can be transported by tidal currents and subsequently 
deposited during low energy periods (e.g. during a neap period). At increasing tidal 
ranges (towards spring), they usually become re-mobilized but can in some occa-
sions consolidate and form a bed deposit. Kirby (1991) found that such processes 
created massive, centimetre thick units usually with a sharp base and top. Above 
the massive units, sub millimetre silt and clay alternations were deposited by con-
ventional bottom traction of the silt layers and vertical slack water settling of the 
clay layers in a lower concentration regime (< 500 mg/l). The fluidization process 
of the mud can be attributed to wave action on already present mud (e.g. Ross and 
Mehta, 1991), through an increased influx of fine sediments during storm periods 
from the nearby offshore regions (Bartholdy and Anthony, 1998; Andersen and 
Pejrup, 2001) or as a result of varying water depth between flood and ebb tide 
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(Wolanski et al., 1988). As a result, initiation and deposition of fluidized muds 
occur most often episodically, but they can be related to both seasonal and tidal 
cycles that can give a regular sedimentation pattern.

The regular variations in strength and direction of the daily tide and its impact on 
the sedimentological record were described above. Also the longer tidal cycles 
explained in section 3.1 will influence on the depositional process. During a spring-
neap-spring cycle, the tidal range and hence the current speed and the length of a 
slack water period varies in a systematic manner. Many authors have studied how 
the sedimentary deposits respond to such a variation. At spring time the current 
speed is at a maximum and the slack water period is shortest. Less mud is deposited 
and preserved during this period. The synodic neap-spring cycle have been reported 
from both larger scale bedforms (e.g. Visser, 1980; Boersma and Terwindt, 1981) 
and in planar laminated rhythmites (e.g. Brown et al., 1990; Kvale et al., 1989). 
Tessier (1993) found that there was a variation from spring deposited flaser bedding 
to neap deposited wavy to lenticular bedding. In thick sections, also the monthly 
(perigee-apogee) (e.g. Adkins and Eriksson, 1998), the semi-annual cycle (e.g. Wil-
liams, 1989; Kvale et al., 1999) and the 18.6-year nodal cycle (Oost et al., 1993; 
Miller and Eriksson, 1997) have been observed in finely laminated rhythmites. Fig-
ure 3.6 shows an idealized representation of how different orders of cyclicity can be 
present in tidal rhythmites. In addition, non-tidal, but relatively regular fluctuations 
like seasonal variation in river discharge, have been observed in planar laminated 
deposits (Kvale et al., 1994; Chan et al., 1994).

FIGURE 3.6 Idealized sketch of five orders of cyclicity in tidal rhythmites. From 
Miller and Eriksson (1997).
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Several attempts have been made to find diagnostic criteria for recognition of tidal 
influence in the sedimentary record and more specifically to distinguish between 
sub-tidal and intertidal facies. (e.g. Klein, 1970; Ginsburg, 1975; Clifton, 1983; 
Terwindt, 1988). The presence of certain oysters in growth position was considered 
to be diagnostic for a sub-tidal environment while certain plant remnants were 
highly indicative of an intertidal environment (Clifton, 1983). The presence of clay-
draped couplets were used by Visser (1980) and many later authors as a diagnostic 
criteria for sub-tidal deposits, while Fenies et al. (1999) have reported similar struc-
tures from the intertidal environment. Even though the establishment of diagnostic 
criteria is debatable, several criteria have been published to be characteristic of a 
tidal setting. This means that their presence suggest, rather than require, tidal influ-
ence or dominance and that an association of several characteristic criteria strongly 
indicates a tidal origin. Nio and Yang (1991) reviewed diagnostic criteria for tidal 
deposits and concluded that the presence of several orders of cyclicities, and their 
correlation with different orders of tidal cyclicities, were an unique criteria for rec-
ognition of tidal dominance. 

An estuary, defined as the seaward portion of a drowned valley system which 
receives sediment from both fluvial and marine sources and which contains facies 
influenced by tide, wave and fluvial processes (Dalrymple et al. 1992), can be 
developed during transgression and is favorable with respect to preservation of 
tide-influenced deposits. This geologically-oriented definition has however been 
criticized by Perillo (1995) for being too restrictive. As the tidal wave approaches 
the shore, some of its energy is dissipated by friction but this effect is usually offset 
by the amplification caused by shoaling. In addition, estuaries in general have a 
funnel shaped morphology that further amplifies the tidal wave giving a stronger 
imprint on the sedimentary deposits. Tide-influenced estuarine facies have been 
reported by e.g. Terwindt (1971), Clifton (1982), Kohsiek et al. (1988), Pejrup et al. 
(1988), Allen (1991), Dalrymple and Rhodes (1995) and Wells (1995) while Dal-
rymple et al. (1991), and Perillo (1995) have proposed different classification 
schemes for estuaries. The lower part of the Tilje Formation is envisaged to have 
been deposited in an estuarine system (see chapter 5). From a modelling perspec-
tive, tide-influenced lithofacies in estuaries are difficult to characterize because of 
the complex array of sedimentary heterogeneities. More specific, the presence of 
mud on different scales ranging from centimetres (e.g. flasers) to tens of meter (e.g. 
fluidized mud deposits) makes the division into representative flow units difficult. 
Yoshida et al. (2001) proposed a hierarchy of heterogeneities in estuaries (figure 
3.7) and the main focus in this thesis corresponds to Yoshida et al.’s small-scale 
where the heterogeneities ranges from a few centimetre to a few tens of centimetre. 
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This chapter has given an overview of tidal theory, how the tide influence on the 
sedimentary record and that recognition of several orders of cyclicity is one of the 
few diagnostic criteria for identifying tidal influence (Nio and Yang, 1991). In con-
trast to planar rhythmites and larger scale bedforms, considerably less material is 
published on the cyclicity in ripple-laminated deposits (one notably exception is the 
study by Martino and Sanderson, 1993). The theory reviewed here will be used in 
subsequent chapters to better understand the process-based modeling tool that will 
be used in this thesis, interpret tidal influence in a ripple-laminated lithofacies in 
the Tilje Formation and to form a better basis for evaluating the petrophysical prop-
erties of this formation.

FIGURE 3.7 Scales of heterogeneity in an estuary. The focus in this thesis will be on 
the small-scale bedding heterogeneities. From Yoshida et al. (2001).
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CHAPTER 4 Near wellbore modelling tool
In this thesis, a recently commercialized modelling tool, SBED1 will be used to cre-
ate a detailed near wellbore model2 of the lower Tilje Formation in Heidrun (chap-
ter 5 and 6). This earth model is then used for reconciling well data and to evaluate 
petrophysical variability with sample support for some ripple laminated tidal facies. 
To put the near wellbore modelling tool in a general geomodelling framework, a 
short review of the most frequently used methods to model geological and petro-
physical properties will be given in section 4.1. In section 4.2 and 4.3 the main 
input parameters to SBED, the deterministic input and the parameters representing 
spatial variability, respectively, will be described. The principal output parameters 
or the simulation results will be listed in section 4.4 and some advantages, limita-
tions and challenges of the modelling tool are given in section 4.5.

The user guide for SBED gives only a short and technical introduction to the differ-
ent input parameters. The main concern for the user is however, 1) how can the 
parameters be controlled in order to build a particular bedform and 2) how can 
these parameters be obtained from the sedimentological record. From a petrophysi-
cal point of view it is also important to understand which parameters control the 
effective petrophysical properties. The spatial distribution of the mud layers will 

1. SBEDTM is trademark software developed by Geomodeling Technology Corp.
2. See section 5.3.1 for definition of the term ‘near wellbore model’
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influence on the vertical and horizontal permeability (e.g. Jackson et al. 1999; 
2003). This is then intimately linked with the geometrical input parameters. From a 
scientific point of view it is also important to show that the user has an understand-
ing of the relation between the input and the output and not turn the modelling tool 
into a “black-box” tool, using only the default parameters. As a consequence, sec-
tion 4.6 shows the results from a study aimed at increasing the knowledge of the 
input parameters and to give some practical guidelines for using the modelling tool. 
This workflow will be used in chapter 5 to construct a detailed model of a selected 
interval of the Tilje Formation and in chapter 7 when developing a parameter set for 
general tidal models based on flume tank studies. 

4.1 Review of geomodelling methods

Petrophysical properties vary through space as a result of the complex geological 
processes through which a reservoir evolves (section 2.2). Numerical models that 
solve flow equations (described in section 2.3.5) require a map or cube of the spa-
tial distribution of the relevant properties (e.g. porosity and permeability). Several 
methods have been developed during the last decades that use different data to cre-
ate a realistic as possible representation of the subsurface. Haldorsen and Damsleth 
(1990), Bryant and Flint (1993), Srivastava (1994) and Koltermann and Gorelick 
(1996) have reviewed some of the different models that have been used for model-
ling subsurface flow. Koltermann and Gorelick (1996) divide the map generation 
into three types: structure imitating, process-imitating and descriptive. The struc-
ture imitating and process imitating methods will be briefly described below. The 
process of making an image usually contains two steps: creation of the geometry of 
the geology and linking the petrophysical properties to the geometrical image. In 
some methods however, the first step is omitted and a map of petrophysical proper-
ties is made directly that may reflect geological structure. 

4.1.1 Structure imitating methods

Structure imitating methods rely on correlated spatial statistics, probabilistic rules 
or deterministic constraints developed from facies relations to create an image of 
the reservoir. This model group can be further divided into spatial statistical algo-
rithms and sedimentation pattern imitation methods (Koltermann and Gorelick, 
1996). 

Reviews of spatial statistical models can be found in Srivastava (1994) and Hal-
dorsen and Damsleth (1990). These models create many equally probable images 
(realizations) of the reservoir and this model class can be further divided into dis-
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crete or object based models and continuous or pixel based models. In the first one 
objects representing geological units are distributed randomly in space. Rules can 
be used that control the degree of overlap or erosion into each other and the attrac-
tion or repulsion of objects. Petrophysical properties must be populated in the 
objects subsequently. In continuous models, petrophysical properties are simulated 
at each point in the reservoir space directly without first specifying a geological 
geometry. A model of the spatial variability is used to distribute the petrophysical 
values. Other modelling techniques included in the spatial statistical model class 
are simulated annealing and indicator-based methods. A combination of these mod-
elling methods can be used where discrete objects are distributed in space within 
which variations of reservoir properties are modelled with a continuous method 
(e.g. Damsleth et al., 1990). The main drawback of this modelling class is that sed-
imentary geometry can be reproduced without addressing the mechanism by which 
the sedimentary deposits form giving unreasonable images unless quality checked. 
One of the strengths is that models created by spatial statistical methods can be con-
ditioned to local values (e.g. well observations). 

Sedimentation pattern-imitating methods predict the geometry and lithology of sed-
imentary deposits using rules derived from conceptual depositional models (Kolter-
mann and Gorelick, 1996). These methods have been used both on the basin scale 
and at the scale of small sedimentary bedforms. The so-called random walk method 
has been used to model network of channels or braided streams (e.g. Webb, 1994) 
while modelling of avulsion has been used to create images of meandering streams 
(e.g. Bridge and Leeder, 1979). Analytical sedimentation pattern methods produce 
cross-sectional models of sedimentary features ranging the from basin scale (Paola 
et al., 1992) to aeolian cross-stratified bedforms (Cox et al., 1994). Although a 
model of sedimentary structures is made, fluid flow and sediment transport and ero-
sion is not simulated explicitly. 

4.1.2 Process imitating methods

Process-imitating methods construct models of heterogeneity through mathematical 
models of either subsurface flow or the geological processes governing sedimen-
tary basin formation and filling (Koltermann and Gorelick, 1996). One sub-class of 
this modelling method uses measured data (e.g. hydraulic head), solve the equa-
tions for fluid flow to estimate a relation to unknown parameters (e.g. permeability 
or transmissivity). Traditionally, such models are calibrated through trial-and-
adjustment processes (history matching). Geological process methods model the 
evolution of a deposit in time with depositional, tectonic or climatic processes. 
Unlike the sedimentation pattern methods described above, fluid flow equations 
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and mass conservation of sediment are used to model sediment entrainment, sedi-
ment transport and depositional rate or erosion. This model class then considers 
erosion, transport and deposition by wind, water and mass movements by using the 
equations to distribute sediments over an area and predict the sedimentological 
structures produced by the flow and sediment type. This method then gives the 
opportunity to evaluate the relation between permeability structure and the pro-
cesses that formed the deposit. Pioneering work was done by Bonham-Carter and 
Sutherland (1968) working with deltaic deposits. Tetzlaff and Harbaugh (1989) 
developed a code that simulated braided stream deposits while Anderson and Haff 
(1988) simulate saltation in an aeolian environment. The challenges with process 
models are that they are constrained by our ability to represent geological processes 
mathematically and that they only can condition to measured values through trial-
and-adjustment of input. 

4.1.3 Sedimentary BEDing tool (SBED)

4.1.3.1 Background

Modelling of small scale (cm-dm) sedimentological bedforms has been done by 
several authors and has in part been driven by the development of probe data mea-
surements providing petrophysical values at the lamina scale. A pioneering work 
on synthetic modelling of bedforms was done by Rubin (1988) who used variations 
of the equations from earlier work by Allen (1968) (see section 2.2.2.3). The diffi-
culty of relating surface forms to the resulting (cross-) laminated deposit has been 
discussed by several authors and Rubin (1988) states that “...instantaneous obser-
vation of bedforms gives a detailed view of morphologic properties such as height, 
spacing, asymmetry, crestline sinuosity, and trough profile, but gives no indication 
of changes through time in bedform morphology or of transport related character-
istics such as the relative migration speeds of the main bedforms, spurs, or scour 
pits. In contrast, cross-bedding commonly contains less information about the mor-
phology of bedforms that existed at any one time but contains more information 
about morphologic history and transport-related behavior of bedforms.” The code 
developed by Rubin (1988) uses sine curves that are displaced in time and space to 
mimic the migration of lamina surfaces. The SBED method developed by Wen et 
al. (1998) makes a significant step towards a petrophysical useful method by com-
bining sedimentation pattern imitation methods, in part related to the Rubin (1988) 
code, and stochastic methods. In this way, the stochastic components model the nat-
ural variability. In addition, Wen et al. (1998) included 3D property modelling and 
by using a sealed sided pressure solver, the effective permeability of the bedding 
models could be calculated. The Rubin (1988) code has also been used in petro-
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physical modelling by Cox et al. (1994), but neither the stochastic variability or the 
petrophysical modelling was included in the same manner as in SBED. 

Early versions of the SBED (then called TBED for Tidal BEDding) were in part 
developed at the Statoil Research Centre in cooperation with Geomodeling Tech-
nology Corp. Since 2000, the SBED tool pack has been further developed in a Joint 
Industry Project (JIP) between several major oil companies and the first commer-
cial version was released in 2002.

4.1.3.2 Modelling concept

The method used in SBED is based on manipulation of the following surface func-
tion (Wen et al. 1998): 

[4-1]

where x and y are spatial coordinates, t is a nominal time increment, A and B are 
amplitudes of the bedform in the current (x) and crest (y) directions, Lx and Ly are 
wavelengths of the bedform in the current and crest directions,  and  are initial 
phase angles (radians) and g(x,y) is a 2D gaussian random function. These surfaces 
are displaced by vectors to simulated migration of bedforms. The displacement cre-
ates a 3D volume separated by the surfaces giving a simulated lamina (see figure 
4.1). Correlated random variables are added to each of the control variables (see 
below). After a sequence of surfaces, z(x,y)t=n, a hiatus is simulated and erosion by 
a new time series is possible. In this way, creation of laminaset, bed and bedset can 
be simulated. The final geometrical grid consists of cells at the lamina scale (the 
volume between two surfaces) which is populated with porosity and permeability 
drawn from a 2D gaussian field. A more recent description of the modelling 
method is given by Ringrose et al. (2003, 2004). 

This geomodelling method can be classified as a sedimentation pattern imitation 
method by Koltermann and Gorelick (1996). However, the method is here referred 
to as a process-oriented method, since the migration and deposition of sedimento-
logical components are mimiced. 
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----- θy+⎝ ⎠
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On the final grid, with assigned permeability values, a directional flow is simulated 
numerically by imposing constant head gradient between two opposite sides of the 
block and no-flow on the perpendicular sides (permeameter-type boundary condi-
tion). The single-phase steady state flow equation is then solved by a finite-differ-
ence method for the head at each grid node. The total flow rate crossing the 
medium is found by adding the elementary flow rates giving the directional perme-
ability from Darcy’s law (equation 2-6). By rotating the boundary conditions and 

FIGURE 4.1 A: Schematic sketch of the generation of lamina surfaces in SBED 
between the t=1 and t=2 in the time series of equation 4-1. The grey area is the 
preserved lamina and the arrow indicates the migration direction and speed (length 
of the arrow). Note that the y-direction is not shown in the figure and that the 
preserved lamina is a 3D volume. B: Simulated 3D sand and mud laminaset in 
SBED.
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repeating the flow simulation, the permeability for the three orthogonal directions 
is found. 

Some terms used here need to be defined specifically. SBED uses a set of control 
parameters (further described in the following sections). These parameters define a 
template. By running the code, several realizations that are equally probable are 
made (simulated) due to the stochastic components. In short, and when there can be 
no confusion the term model will be used to describe the realizations created with a 
given parameter set. Given the seed number of the simulation, the same realizations 
can be re-made giving a possibility to check and reproduce the results.

The term net-to-gross (N/G or NTG) has been used in the literature with different 
meanings and is recently reviewed by Worthington (2003b). In this thesis, using 
SBED as a simulation tool, three different lamina types, mud lamina and two (pos-
sibly petrophysically contrasting) sand lamina, will be considered, which also will 
be referred to as (lithological) components. The net-to-gross is then used here as the 
ratio between the volume (or area in 2D) of the two sand components to the total 
volume (area) (i.e. the net sand to the gross interval). More often, the terms mud 
fraction/content or sand fraction/content will be used to denote the fraction of mud 
or the fraction of the two sand components respectively. Naturally, these two frac-
tions will sum up to 1. 

4.2 Deterministic input parameters

Most of the input parameters are given with a mean value (or a mean value and a 
standard deviation) with a possibility to add linear trends, periodic variation or ran-
dom fluctuations. The former represents the mean value of the parameters that 
together describe the bedform, while the latter three add different forms of deter-
ministic and stochastic variability to the mean pattern. 

There are several different types of bedforms that can be simulated, but focus will 
here be on the tidal bedding models. Many of the parameter sets are however equal 
between the different bedding models, but where there are discrepancies these will 
be briefly described. 

4.2.1 Cell and model size

Basic to the understanding of SBED is that each cell represents both a composi-
tional element (different sand types or mud) and a homogeneous and isotropic 
petrophysical property. The spatial distribution of these cells is controlled by the 
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input parameters and constitutes a particular sedimentary bedform. Figure 4.2 
shows the General tab in SBED where the cell size, number of cells and the units 
are chosen by the user.

The cell size is initially dimensionless, and the user decides what length scale the 
cell should have (meter, centimeter, feet or inch). There are two possible options 
with respect to the grid cell shape in the petrophysical output; regular grid or irreg-
ular grid. In the regular grid the cell size is equal for all cells although the dimen-
sions in each direction can be different. In order to capture geometrical details, a 
large number of regular grid cells have to be produced. Variation over short dis-
tances is particular pronounced in the vertical direction and the irregular grid adapts 
to this variation producing a smaller number of vertical cells compared to the regu-
lar grid if the same amount of detail should be captured. Hence, the grid size in the 
plane (Dx and Dy) is similar for both grid types but the vertical cell (Dz) has to be 
specified in the regular grid. The geometrical models are only created with irregular 
grids. The product of the cell size and the number of cells in each direction (Nx, Ny, 
Nz) then gives the model size (X, Y, Z). Figure 4.3 shows the concept of the regular 
and irregular grid. This thesis will use irregular grids with the cell dimensions in 
centimeter and Dx = Dy = 1cm unless otherwise stated. 

FIGURE 4.2 The General tab in SBED where the cell size, model size and output 
files are specified. 
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FIGURE 4.3 A: Regular grid cell where  and constant. B: Irregular 
grid where  and where Dz varies. 

Dx Dy Dz≥=
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4.2.2 Bedform parameters

The bedform parameter tab for cross-bedding and tidal bedforms (figure 4.4) speci-
fies the bedform shape both parallel and perpendicular to the current direction.

The shape of the bedform (e.g. ripple or dune) is given by a sine curve (figure 4.4). 
The wavelength and amplitude (half the bedform height) are then related to the 
number of cells in the particular direction. Symmetry (value between 0 and 1 where 
0 is symmetric) and steepness can be used to modify the basic sine curve shape. 
Symmetry in SBED is expressed differently from that defined in Reineck and Singh 

FIGURE 4.4 The Bedform parameter tab for tidal bedforms. The upper table 
specifies the bedform shape in cross-section and the lower table in plan view.
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(1980) and McKee (1965) (see section 2.2.2.2). Roughness on the bedform can be 
modelled by a standard deviation and a 2 D variogram. A sine curve is also used to 
express the plan form shape of the bedform (lower part of figure 4.4) with a wave-
length and amplitude. In addition to the main bedform, superimposed bedforms can 
be included. This is necessary in order to model out-of-phase ripples (see figure. 
2.7), by letting the main and superposed bedforms have a 90  phase difference in 
the planview. 

The parallel laminated sand and hummocky cross-stratification models have 
slightly different bedform tabs compared to cross-bedding and tidal bedforms. The 
parallel lamina parameter set is composed of a lamina thickness parameter for sand 
and mud, dip and azimuth to the xy-plane (for both components) and a possibility 
to include mud layers either regularly or with a Markov transition probability. The 
hummocky cross-stratification models are defined with a wavelength and ampli-
tude in the x and y direction and the number and thickness variation of sand lamina 
per laminaset. 

FIGURE 4.5 Upper part: Symmetric sine curve with terminology used in SBED. 
Lower part: Asymmetric bedform resembling ripples with different steepness 
parameter. 

°
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4.2.3 Migration parameters

Figure 4.6 shows the tab with the input parameters related to bedform migration. 
Logically, the migration parameters only apply to the sine curves resembling the 
migration of the traction bedforms and not the mud laminae. The mud laminae can 
only “migrate” vertically with a thickness related to the depositional rate (see 
below).

   

In general, there is little information available about bedform migration speed in 
the literature since it is an un-steady and difficult process to observe (Reineck and 
Singh, 1980). In the natural environment bedform migration is assumed to take 

FIGURE 4.6 The Migration input parameters to SBED tidal bedforms
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place in pulses (Allen, 1965, 1970b; Jopling, 1966, section 2.2.2.3). As described 
above, SBED simulates bedform movement and creation of (sand) lamina as a suc-
cessive displacement of sine curves in a time series. Based on geometrical consid-
erations, Allen (1970a) and Rubin and Hunter (1982) expressed the bedform 
migration by a vector V that has a vertical (Vz) and a horizontal (Vx) component 
(the angle of the vector is labeled  in figure 2.10). The equation for the tangent of 
the angle of climb was then given as: 

[4-2]

Vz is then the net deposition, while Vx is the rate of bedform migration across the 
sediment surface (see also equation. 2-17). The migration speed parameter in 
SBED is related to this vector and defines the displacement direction and magni-
tude. However, the depositional rate of sand will also influence on the lamina thick-
ness (see below). As it will be shown, for a constant depositional rate, a low 
migration speed gives steeper angle of climb, thinner lamina and deposition on the 
stoss side. This is consistent with the super- or sub critical cross-stratification (see 
page 32). The displacement vector in SBED can however not have a negative angle 
with respect to the xy-plane and consequently an overall erosional situation (as in 
figure 2.17 c) cannot be simulated. 

Migration direction (figure 4.6) controls the direction of bedform movement rela-
tive to the x-axis. Default for tidal bedding templates are that the flood and the ebb 
sand laminaset migrate in opposite directions (180  phase difference). In some 
tidal settings, this might not be the case and the parameters can then be adjusted 
according to the interpreted current pattern. 

The same simulation concept is applied for migration of hummocks although the 
migration characteristics have to be given in x and y direction. The migration pro-
cess for plane and near horizontal bedforms in the upper flow regime is complex 
and debatable (e.g. Smith, 1971; Cheel, 1990; Best and Bridge, 1992). There are no 
parameters for migration of parallel sand lamina and the laminasets are simulated 
as plane layers stacked upon each other. 

4.2.4 Depositional parameters

Figure 4.7 shows the parameter tab with input parameters related to depositional 
rate and length for the tidal bedding models. Different parameters can be given for 

ζ

ζ
Vz
Vx
-----=tan

°
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the flood- and the ebb-deposited sand components, but it is not possible to distin-
guish between the two sand components (laminae) in each laminaset. The deposi-
tional rate controls along with the migration speed the thickness of the lamina and 
the degree of deposition on the stoss side (super critical climbing). It is observed 
that the specification of depositional length only is necessary when mud is depos-
ited between the migrating stages. It is also observed that when the length parame-
ter is set to unity, five displacements of the sine curve are simulated (i.e. five time-
steps are simulated with the length parameter set to 1). With some modifications, 
the sand and mud laminaset thickness can be calculated as the product of deposi-
tional rate and length (see section 4.6).

FIGURE 4.7 The Depositional input parameters to tidal bedforms where the upper 
part specifies the depositional rate and the lower part the depositional length of the 
three lithological components.
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4.2.5 Petrophysical parameters

For tidal bedforms, six depositional components can be specified: two “sand” com-
ponents for both the flood and ebb migrating stage and a mud component deposited 
after the flood and the ebb. In this study, no evidence was found for having different 
petrophysical properties for the flood and the ebb sand or the mud. This might, 
however, be the case in other situations. Consequently, three components are con-
sidered here: contrasting sand lamina equal for flood and ebb migrating stages and 
a mud component. The parameter tab with the petrophysical parameters for the ebb 
migrating stage are shown in figure 4.8. The parameter tabs for the flood migrating 
stage and the mud component are similar to this. 

Porosity is specified with a mean and a standard deviation for the different compo-
nents used. The distribution can either be normal or log-normal. The normal distri-
bution is used for porosity. As discussed in section 2.2.2.3 the depositional process 
of grains on a bedform leeside may influence on the texture and consequently on 
porosity and permeability. This variation can be simulated with the elevation coeffi-
cient. Increasing porosity up-slope is achieved with a higher correlation coefficient. 

FIGURE 4.8 The Petrophysical input parameters for the ebb-migrating stage. The 
tab for the flood migrating stage and the mud is similar.
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The opposite trend, as might be the case with lower flow velocities or lower sedi-
ment concentration in suspension (Allen, 1965), is not possible to simulate. The 
height coefficient can be used if it is assumed that the petrophysical property varies 
with the size of the bedform. 

The porosity input parameter given by the user can be either connected or total 
porosity depending on the data available. The calculated porosity type is then 
dependant on the input porosity type.

As for porosity, permeability has to be specified with a mean, a standard deviation 
and a distribution type. Unless otherwise is stated, the log normal distribution is 
used here. The value of each cell is a homogeneous and isotropic value. Campbell 
(1967) defines a lamina to be uniform in composition and texture. This implies that 
the lamina scale permeability is homogeneous, but not necessarily isotropic. Since 
different trends can be given both along the lamina surface and perpendicular to the 
lamina, the probable limitation with isotropic cell values is assumed to be of minor 
importance. 

If a correlation between porosity and permeability is found from e.g. core plugs, the 
correlation coefficient can be specified. As discussed in section 2.3.4 this correla-
tion may be highly scale dependent and should be used with caution.

4.3 Stochastic, linear and periodic components

In the section above, the mean values (m) of the parameters are described. These 
mean values can be modified to have a linear or periodic trend, or a random compo-
nent in the direction perpendicular to the simulation surface. This is not directly the 
vertical direction but is related to the migration vector. Variation in the simulation 
parameter, V(t), is then modelled as a linear combination of these components. The 
linear component is modelled as

 [4-3]

where V is the parameter considered (e.g. steepness, migration speed or deposi-
tional rate), t is the time increment and a and b are constants. When a linear trend is 
used, the mean value is not specified. The periodic component is modelled by a sine 
function:

[4-4]

VL at b+=

VP t( )sin=
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The random component (VR) is modelled by a one-dimensional Gaussian random 
function with a mean of zero. A variogram can specify such a function. Each of the 
parameters described in section 4.2 can then be simulated as a time dependent vari-
able V(t):

. [4-5]

The upper equation applies for the case without a linear component while the lower 
for the case where there is a linear component.

A 2D variogram can be used to specify the spatial correlation structure in each lam-
ina surface. The sill value is taken from the mean standard deviation parameter. 

In this thesis, the periodic component is used to model the vertical variation in sand 
and mud content due to the tidal influence (chapter 5), and the random components 
(1D and 2D) are used to add (natural) variability.

4.4 Output parameters

The deterministic input parameters specify the time series and determine the bed-
form shape and evolution with time in addition to the petrophysical properties. The 
stochastic component then gives the possibility to generate equally possible realiza-
tions. Depending on the output-files selected in the General tab (figure 4.2), a real-
ization of the geometry, porosity and permeability is obtained. These represent then 
one realization of the near wellbore model. The geometry grid where each cell rep-
resents one of the components will herein be refered to as the geometrical or sedi-
mentological model. 

4.4.1 Geometry Grid

Figure 4.9 shows a realization of the geometry grid of a SBED model. The flood 
and ebb migrating bedforms with mud (dark grey) in-between are clearly visible. 
The flood and the ebb sand laminasets are composed of two sand lamina types (dif-
ferent grey shadings). The grid lines are removed for clarity, but as described above 
they are irregular in vertical direction and follow the lamina surfaces. 

V t( )
m VP VR+ +

VL VP VR+ +
=
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This particular realization consists of 283500 cells (approximately 30 by 30 by 5 
cm), which is a low number compared to the models generated in this study. This 
high number of cells both indicates an advantage and a limitation with the model-
ling tool: to capture the variability present, a large number of cells are required, but 
many cells also take up large disc space and can be time consuming to simulate. To 
illustrate this, figure 4.10 shows the disc-space required for a similar model as in 
figure 4.9 as a function of the model size (number of cells: Nx * Ny * Nz). 

FIGURE 4.9 An example of one realization of the geometry. The model dimensions 
are: x=30 cm, y=30 cm and z=5cm. The vertical scale is exaggerated three times
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4.4.2 Porosity and Permeability grids

Porosity and permeability grids can be either regular or irregular. Figure 4.11 shows 
the porosity realization and figure 4.12 the permeability realization of figure 4.9. 
We can see that the irregular grid captures the details of the lamina better. An eleva-
tion coefficient1 equal to 0.8 has been given, and the effect is that both porosity and 
permeability are higher at the crest of the bedform. 

FIGURE 4.10 An Illustration of the required disc-space with increasing model size 
(increasing number of cells in the realization). 

1. The elevation coefficient (ε[0,1]) specifies the relationship between the relative height of 
the bedform and porosity. With a high correlation coefficient there will be higher porosity 
at the crest of the bedform compared to the trough.
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FIGURE 4.11 Porosity distribution of figure 4.9.Upper grid is irregular while the 
lower gird is regular. Note the difference in capturing lamina geometries and the 
effect of the elevation coefficient

FIGURE 4.12 Permeability distribution of figure 4.9. Upper grid is irregular while 
the lower gird is regular. Note the difference in capturing lamina geometries and 
the effect of the elevation coefficient. 
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Figure 4.13 shows a histogram of the porosity output values (all grid cells) and the 
input (normal) distribution. This confirms that the input distribution is equal to the 
output, however, due to the stochastic parameters, some variations are expected 
between realizations. The same cell values are plotted in figure 4.14 for permeabil-
ity. The random component described above, is then used to describe the variability 
of the mean and standard deviation of the input curves.

FIGURE 4.13 Comparison of porosity input and output distributions from figure 4.11 
(regular grid). The mud porosity was set to a constant value of 0.05

FIGURE 4.14 .Comparison of permeability input and output distributions from figure 
4.12 (regular grid). The mud permeability was set to a constant value of 0.01 mD
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4.4.3 Effective petrophysical properties

Built into SBED is a code to calculate effective petrophysical properties. However, 
the petrophysical grids can be exported to other simulation programs for evaluation 
(e.g. Eclipse). The built-in simulator uses a sealed sided pressure solver (Renard 
and Marsily, 1997) (see also section 2.3.5.2 for a discussion). The result gives the 
diagonal terms of the permeability tensor (kxx, kyy and kzz hereafter labeled kx, ky 
and kz). The porosity of the realizations is calculated as the arithmetic average of 
cell values. As discussed in section 2.3.5, there are a few cases were the effective 
permeability can be calculated exactly. For plane, infinite layers the arithmetic 
average is equal to the effective horizontal permeability while the harmonic aver-
age is equal to the vertical permeability. Figure 4.15 shows that the sealed sided 
pressure solver gives the correct effective permeability in this case. 

The routines incorporated in the SBED code for calculation of effective permeabil-
ity is well known to give good results in many cases. It is also known that when the 
correlation lengths approaches the size of the model domain, no-flow boundaries 
can influence on the calculation. Periodic boundary conditions are shown to give 
more exact results in such cases (Pickup et al., 1994; Durlofsky, 1991). Such a code 
was not available in this study. Therefore, only the built-in simulator is used. 

FIGURE 4.15 Comparison between calculated permeability (arithmetic and 
harmonic average) and the result from SBED in the case of plane layers. 
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The time consumed for the calculation of effective permeability (upscaled perme-
ability) increases with number of grid cells (figure 4.16), and it seems to increases 
when larger fractions of low permeable components are present (not shown). 
Because of limitations in the computer power, this will limit the size of the model 
(i.e. the number of cells in the model) that can be evaluated.

4.4.4 Sub-grid

A useful option in the tool is to sample or extract smaller parts of the full grid. 
These are called sub-grids and will be used extensively in chapter 7 when evaluat-
ing how porosity and permeability vary with sample volume. The size of the sub-
grid is necessarily related to the dimensions of the grid-cells. Figure 4.17 shows 
two sub-grids and the full size realization.

FIGURE 4.16 The time used to calculate an effective permeability (upscaling time) 
as a function the number of cells in the grid (model volume).
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I

4.5 Discussion of the SBED tool

A review of different geomodelling methods was given in 4.1. There exist few, if 
any other, commercially available modelling tools that are designed to specifically 
model the bedform scale in the near wellbore region. It is therefore difficult to com-
pare SBED with other modelling methods. Nevertheless, there are both advantages 
and limitations with this tool as will be discussed below. From a practical point of 
view, there are also some challenges when trying to use the code to model real sed-
imentary structures with a given distribution of porosity and permeability. 

4.5.1 Advantages

The first and obvious advantage with SBED is that it considers sedimentary struc-
tures in a way few other modelling tools do. It should be clear from the discussion 
in section 2.3 that sedimentary structures and the petrophysical distribution at this 
scale affect the effective properties at a larger scale. The distribution of the different 
components and their petrophysical properties are given by a spatial correlation 
structure and the deterministic parameters, and are thus not a result of a random 
process. This assumption is reasonable for a sedimentologist that regards sedimen-
tation processes as a, in theory, predictable process. The link between the sedimen-
tary structure and the petrophysical property is regarded as an advantage since this 
has been observed using high-resolution probe-permeameter measurements (see 
2.2.2.4). The possibility to evaluate different portions of the model with respect to 
effective properties is also considered an advantage. Finally, although the generated 
models can demand large disc-space and can be time consuming to upscale, one can 
generate many realizations of a range of different bedding structures much easier 

FIGURE 4.17 Illustration of sub-grids from a realization. 
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than using real outcrop or core data. This, of course, assumes that the synthetic 
models, within certain limits, are representative of the real rock. 

All the parameters controlling the bedform shape and evolution in time and the 
petrophysical properties have to be specified by the user. This means that the mod-
elling tool is no “black-box” that generates structures or petrophysical distributions 
not specified by the user. As will be shown in the next sections, the input parame-
ters and their effect on the output are well understood and can be used to generate 
realistic models of sedimentary structures. 

4.5.2 Limitations

The main limitation of SBED is that it approximates the depositional process with 
displacement of a sine curve. This means that the actual deposition and migration 
process, as discussed in section 2.2.2.3, is not simulated and that sedimentological 
unrealistic structures easily can be generated. It is also quite clear that modelling a 
real bedform in space and time with a sine curve has to be an approximation. 
Although the overall shape can be resembled with this method, all the natural vari-
ability is difficult to incorporate with the stochastic component described above. 
Following are some ripple types and situations that are difficult to simulate with the 
SBED code; 1) isolated ripples (formsets) in lanes in a muddy background, 2) split-
ting and re-joining of the ripple crests, 3) ripples with migration vector below or 
parallel the horizontal plane and 4) depositional rate and length cannot be specified 
for the two lamina types (e.g. silt and sand) but only for the flood or ebb migrating 
stages. In general, it can be stated that there is a tendency to create too simple struc-
tures compared to the real situation. 

Both the isotropic petrophysical distribution and the limitations with the upscaling 
method are discussed above. 

Other factors that yet cannot be simulated directly in this tool are: 1) compaction, 2) 
diagenesis and 3) fractures. These factors will influence the petrophysical proper-
ties. However, compaction and some diagenetic effects can be included implicitly 
through the petrophysical input distribution and correlation structure. 

4.5.3 Challenges

The geometrical input parameters to SBED mimics the bedform shape and evolu-
tion with time. When using core data to create a near wellbore model, the result of 
the depositional process is observed. Consequently, the largest challenge when 
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using a modelling tool like SBED is to obtain the input parameters. The core has to 
be parameterized in a way that enables the user to ensure that the models made are 
realistic. With a realistic model, it is meant a model that resembles the natural 
deposit. In the next section, a set of plots is shown that enables the user to select a 
set of input parameters based on core observations. 

Although there is a good knowledge about the different input parameters, some 
additional adjustments often have to be made. Some understanding of sedimentary 
structures is then needed. The approach used in this thesis will be to measure 
assumed relevant geometrical statistics on the core and with the help of the plots in 
the next section, find the correct input parameters. Chapter 5 will give more details 
about this approach and how it was used to develop bedding models for the selected 
interval of the Tilje Formation. 

The permeability and porosity values (mean, standard deviation and correlation 
structure) are specified for each lamina type. Unless probe-permeameter equipment 
is available (that has a tip size less than the lamina thickness), it is challenging to 
obtain the input distribution for porosity and permeability. The core plugs represent 
an average of all these three components and in chapter 6 a method will be used that 
takes this into account when finding the input parameters for porosity and perme-
ability at the lamina scale. 

4.6 Sensitivity study of model parameters and practical 
transformations

From a scientific, and a practical, point of view it is important to have a good 
understanding of the input parameters and their effect on the output files. The user 
guide for this modelling tool gives a short and technical description of the model 
parameters and these were described in section 4.2 to 4.4. However, only limited 
information is given about how these parameters can be obtained (e.g. from cores 
or outcrops) and how the different parameters affect the bedding and lamina geom-
etry (e.g. shape and thickness of lamina and laminaset). 

4.6.1 Method

It can be assumed from percolation concepts that the geometry of the sand and mud 
laminasets controls the petrophysical properties and especially the kv/kh ratio at the 
bedding scale in tidal deposits. It is therefore important to evaluate which parame-
ters affect the geometry and distribution of the mud layers. Naturally, also the 
petrophysical input parameters will affect the effective properties, and this will be 
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explored in chapter 8. Here, focus will be on understanding the geometrical input 
parameters in general and especially with respect to the continuity of the mud lay-
ers.

There are more than 200 geometrical input parameters that can be specified in 
SBED. Evaluating all these parameters at 3 levels, in a standard experimental 
design, would require more than 10100 experiments. Even if only the 64 mean com-
ponents are evaluated, about 1030 different experiments have to be performed in 
order to use every possible combination of the three levels. This is of course impos-
sible to do, and a selection of the parameters that will be evaluated has to be done. 
The selection is based on some experience with the modelling tool. The study is by 
no means meant to be exhaustive and can be a subject for further investigation. It is 
further assumed that the following results are detailed enough to understand the 
parameters that control lamina, laminaset and bed geometry with emphasis on con-
tinuity of the mud layers, and to develop the interval specific models in chapter 5 
and the general tidal bedding models in chapter 7. 

Two base case models will be used: one for a cross-laminated sand and one where 
mud is present between bi-directional sand laminaset. The first model will be used 
to explore the parameters control on the geometry of the sand layers and the lamina, 
while the other base case model will explore the factors influencing the continuity 
of the mud layers. The base case models are invariable in the y-direction and with 
no stochastic component. It is appreciated that the base case models are simplified 
compared to real sedimentary deposits. Simple models are, however, valuable when 
evaluating the effect of parameter changes. The relations found below will still be 
useful when building more complex bedding models in chapter 5.

4.6.2 Results

The results from the analysis of the cross-laminated models are meant to give an 
understanding of the parameters that control the geometry and internal characteris-
tics of the sand laminaset. 

The wavelength of the bedform is straightforward to understand and denotes the 
horizontal number of cells of one bedform surface. Figure 4.18 shows four different 
realizations of models with different wavelengths, where all the other parameters 
are constant. The symmetry of the bedform is given by a value between 0 and 1 
where 0 denotes a symmetrical bedform. This is in the opposite sense to that pro-
posed by Reineck and Singh (1980). Figure 4.19 shows the results for models with 
different symmetry value. The amplitude parameter gives half the bedform height, 
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and when the wavelength is kept constant, decreasing amplitude decreases the lee 
side slope (lee side lamina tend to be longer and more tangential) for a constant 
wavelength. The steepness parameter changes the slope of the upper part of the lee 
side lamina. Figure 4.20 shows the effect of changing the amplitude and the steep-
ness simultaneously.  

FIGURE 4.18 Effect of varying the wavelength (WL) of main bedform in SBED. a) 
WL=5, b) WL=10, c) WL=15 (base case) and c) WL=20.

FIGURE 4.19 Effect of varying the symmetry parameter (SY) of main bedform in 
SBED. a) SY=0 b) SY=0.4 (base case), c) SY=0.6 and c) SY=0.8.
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From a sedimentological point of view, these parameters will, in general, be corre-
lated, especially the amplitude and the wavelength. The steepness will depend on 
the depositional process on the lee side (see section 2.2.2.3) and the symmetry on 
the prevailing current patterns. 

The migration speed denotes the direction and magnitude of the displacement vec-
tor for the sine curves. Figure 4.21 shows the effect of increasing the migration 
speed, keeping the other parameters constant. A decreasing migration speed 
increases the amount of simulated sediment deposited on the stoss side (and hence 
increase the angle of climb) as well as decreasing the lee side lamina thickness. 
Also an increase in depositional rate on the sand component increases the lamina 
thickness and increases the angle of climb (more deposition on the stoss-side) (fig-
ure 4.22). This means that the aggradation rate is simulated with these parameters. 
Figures 4.23 and 4.24 show the relation between lamina thickness (observed on a 
simulated bedding model) and migration speed and depositional rate, respectively. 
Figures 4.25 and 4.26 give the relation between sand laminaset thickness and the 
migration speed and depositional rate of sand, respectively, while figure 4.27 shows 
that the angle of bedform climb also is related to the this input parameter. 

FIGURE 4.20 Effect of varying the amplitude (A) and steepness (ST) parameters. a) 
A=0.5, ST=0, b) A=0.15, ST=0, c) A=0.5, ST=1, d) A=0.15, ST=1
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FIGURE 4.21 Migration speed increasing from a to d.

FIGURE 4.22 Depositional rate increasing from a to d.
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FIGURE 4.23 The observed relation between migration speed and sand lamina 
thickness for different depositional rates (DR).

FIGURE 4.24 The observed relation between depositional rate and sand lamina 
thickness for different migrations speeds (MS).
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FIGURE 4.25 The observed relation between migration speed and sand laminaset 
thickness.

FIGURE 4.26 The observed relation between depositional rate (sand) and sand 
laminaset thickness when the migration speed is constant.
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When mud is present between bi-directional migrating sand laminasets, the deposi-
tional length (of sand and mud) gives the number of lamina deposited in each 
migrating stage. The lamina thickness is unaffected. A depositional time of 1 
results in five displacements of the sine curve and hence five lamina. Both an 
increase in depositional rate and length of sand will given an increase in the sand 
laminaset thickness (figure 4.28). When increasing the depositional rate, lamina 
thickness increases in addition to more deposition on the stoss side. Increasing the 
depositional length produces bedforms that climb, whether super- or sub-critical 
depending on the depositional rate, with a constant lamina thickness.

FIGURE 4.27 The observed relation between migration speed and the angle of 
bedform climb.
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Having reviewed some of the control parameters and explored how they affect the 
bedding models gives basis to set up a workflow that can be used in a modelling 
study. From a core (photo) one can, depending on core quality and orientation, 
observe and quantify the following features: 1) sand lamina thickness 2) sand lami-
naset thickness and vertical variation, 3) sand lamina geometry (e.g. angle and 
shape of lee side lamina), 4) climbing angle for sand laminaset and 5) mud lami-
naset thickness and vertical variation. In addition, an interpretation of the bedding 
type can be done which implies some information about the bedform three-dimen-
sionality. To create models based on such core statistics, one then has to relate the 
observed parameters to the input parameters. From the results above, some concep-
tual relations between the input parameters and sand lamina thickness, sand lami-
naset thickness and mud laminaset thickness can be given:

FIGURE 4.28 Effect of increasing depositional rate (a-c) or length (d-f). In the first 
case only the sand lamina thickness increases, while in d-f, climbing bedforms are 
produced. The choice of control parameter to adjust sand laminaset thickness 
should reflect the observed or interpreted pattern from core or outcrop. 
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[4-6]

The following workflow is proposed for modelling tidal bedforms in SBED; 1) Set 
the mean migration speed for sand constant, 2) Calculate the depositional rate 
parameter from observed sand lamina thickness (figure 4.24), 3) Calculate deposi-
tional length of sand from observed sand laminaset thickness (figure 4.29), 4) from 
observed mud laminaset thickness calculate depositional rate and length of mud 
(figure 4.30), 5) use periodic variation on migration speed to simulate lamina thick-
ness variations in each sand laminaset and 6) use periodic variation on depositional 
length for sand and mud to model vertical variation in sand laminaset and mud lam-
inaset thickness. 

The following plots can be used to relate the observed statistics to input parameters. 
Figure 4.29 shows how the depositional length of sand can be used to simulate the 
sand laminaset thickness for different depositional rates (that determines the sand 
lamina thickness; figure 4.24). The simulated thickness of mud is simply the prod-
uct of the depositional rate and the depositional length of mud. However, as new 
bedforms migrate over previously deposited mud layers, some of the simulated sur-
faces are removed (see section 4.1.3.2). Thus the resulting (observed) mud lami-
nasets are thinner than the calculated thickness (figure 4.30).

SandLaminaThickness f MigrationSpeedSand DepositionalRateSand;( )=

SandLaminaSetThickness f MigrationSpeedSand DepositionalRateSand;(=

DepositionalLenghtsand )

MudLaminaSetThickness f DepositionalRateMud DepositionalLengthMud;( )=
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FIGURE 4.29 Determination of input depositional length for different sand laminaset 
thickness (for different sand depositional rates). 

FIGURE 4.30 The product of depositional rate and length for the mud component 
gives the observed mud laminaset thickness corrected for “erosion”. Note that mud 
laminaset thinner than 0.2 (mm with the specified dimensions) is not preserved.
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4.6.3 Implications for modelling workflow

Using sine curves, flat surfaces and gaussian distributions will inevitably be an 
approximation for modelling the observed, complex sedimentary structures. How-
ever, the overall geometry and to some extent the lamina characteristics, can be 
captured adequately. The SBED modelling tool consists of a large number of 
parameters and even though it is well known what each parameter controls, interac-
tions between them are less studied. It will always be important to use sedimento-
logical knowledge when judging the output files since the code can create un-
realistic sedimentary structures. 

Specific modelling of the near wellbore volume based on core are in general diffi-
cult due to several aspects: 

1) the observations are in 2D while the parameters are in 3D
2) some parameters required are difficult to measure from the core that also 
might influence on the effective permeability (e.g. crest sinuosity)
3) validating the simulated 3D models is not straight forward from 2D data.

Some constraints on the control parameters can be obtained from good outcrops or 
flume tank studies, particular regarding lateral variability. This will still be a source 
of uncertainty that will be discussed more in chapter 5 and 6. Consequently, using 
core data to produce a near wellbore model of tide-influenced deposits, focus 
should be on sand and mud fraction and their spatial correlation and connectivity. 
This implies in part an interpretation step, but should be based on measured data. 
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CHAPTER 5 Near wellbore sedimentological 
model of lower Tilje Formation
The lower part of the Tilje Formation in a well in the Heidrun field is selected as an 
interval for detailed analysis in this thesis. Here, a workflow is proposed on how to 
create and validate a near wellbore model of the bedding types encountered in this 
interval based on the results from chapter 4. An outcome of the detailed analysis 
was a revised interpretation of some sedimentary structures in one of the lithofa-
cies. 

5.1 Sedimentological description of selected interval

The late Pliensbachian to early Toarcian Tilje Formation (Dalland et al., 1988) sub-
crops on the Halten Terrace offshore mid-Norway and contains several large hydro-
carbon fields (figure 5.1). Focus in this thesis will be on the Heidrun field since the 
Tilje formation is relatively shallow buried (~2500m) and not severely affected by 
diagenesis. The formation has previously been interpreted to be deposited in a shal-
low marine setting with varying degree of tidal influence (Gjelberg et al., 1987; 
Pedersen et al., 1987; Dreyer, 1992, 1993). More recently, Martinius et al. (2001) 
interpreted the lower part of the Tilje formation (Tilje 1.2 and most of Tilje 2) to 
have been deposited in an estuarine system while the upper part (Tilje 2 to Tilje 6) 
in a tide- and fluvial-dominated delta-like system. Martinius et al. (2001) divided 
the Tilje Formation into ten facies associations (figure 5.2) of which four of them 
will be in focus here: Facies association 1, Facies association 3, Facies association 
4 and Facies association 7.
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The main focus here is to evaluate the influence of sedimentary heterogeneities on 
the petrophysical properties and especially on the kv/kh ratio. The lithofacies 
defined for the Tilje Formation by Martinius et al. (2001) were developed to be 
generally applicable for the Tilje Formation on the Halten Terrace. Occasionally 
these lithofacies contain additional, smaller sedimentary features that possible can 
affect kv/kh and that should be included in a detailed analysis as here. It is thus 
focused on the elements that influence on the petrophysical properties, and in tidal 
deposits, the thickness, lateral correlation, and spatial distribution of the mud layers 
are of significance at the bedding scale (Martinius et al., 1999).

The following description and interpretation of lithofacies is taken from Martinius 
et al. (2001). Where necessary, these are subdivided into bedding types that here is 
termed subfacies. Each such subfacies is then modelled separately and labeled by 
the lithofacies number and an abbreviated descriptive term of the bedding type. 
Figure 5.3 shows the sedimentological log of the selected interval with the lithofa-
cies boundaries, and figure 5.9 a table of the lithofacies and the subfacies modelled 
in this study (see section 5.3). The selected interval consists of the stratigraphic 
units Tilje 1.1 - 2.1 and focus will be on the interval between 2594.7 m and 2619 m 
(core depth). The selected well is an exploration well and drilled nearly vertical.

FIGURE 5.1 Location of the Heidrun field off shore mid-Norway on the Halten 
Terrace. From Martinius et al. (2001).
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.

Facies Association 1: Storm-influenced prodelta facies 

This facies association (FA1) consists in general of three lithofacies (LF): 1.1 Distal 
shoreface, 1.2 Storm beds and 1.3 Hummocky (Martinius et al., 2001) and is 
present in the Tilje 1.1 in the Heidrun field. Lithofacies 1.1, which is a muddy, very 
fine-grained, strongly bioturbated sandstone is not present in the studied interval.

FIGURE 5.2 Sketch of the conceptual depositional model for the studied interval of 
the Tilje Formation. The boxes and the numbers indicate the position of the 
different facies association (FA’s). Focus here will be on FA 1, FA 3, FA 4 and FA 7. 
From Martinius et al. (2001)
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FIGURE 5.3 Sedimentological log of the selected interval in the lower part of the 
Tilje Formation (Heidrun Field).
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LF 1.3 is a moderately to well-sorted homogeneous and fine-grained sandstone 
often showing hummocky cross-stratification. LF 1.2 is characterized by a well-
sorted, medium- to fine-grained sandstone sets with a sharp, parallel-laminated 
base and ripple-laminated top and found interbedded with LF1.3. Martinius et al. 
(2001) have interpreted LF1.2 as proximal storm beds whereas amalgamation of 
hummocky cross-stratified sets are interpreted to represent deposition during epi-
sodic storm events on the lower shoreface. Facies association 1 is interpreted to 
have been deposited in a prodelta setting between storm wave base and fair-weather 
wave base. 

In the selected interval, FA1 is 4.25 m and dominated by LF1.3 (92%). LF1.3 is 
here further divided into three subfacies: one with lithological clean hummocky 
cross-stratified sand (LF1.3_HCS), one with relatively thick mud layers between 
the HCS sets (LF1.3_HCS_Mud) and one that are moderately bioturbated 
(LF1.3_HCS_Bio). These features are assumed to influence on the petrophysical 
properties and hence need to be represented explicitly. The lamina thickness of the 
cross-stratified sand are between 0.1 and 0.3 mm and the set thickness vary 
between 5 and 25 cm. Figure 5.4 shows some examples of the subfacies defined 
here.

FIGURE 5.4 Core photo of facies association 1 in the selected interval showing 
subfacies LF1.3_HCS, LF1.3_HCS_Mud and LF1.2.
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Facies association 4: Delta-front lobe facies

Facies association 4 is found above FA1 in the studied interval and is typified by 
interbedded  fine- to medium-grained sand and mud layers forming a heterolithic 
deposit. The facies association is divided into two lithofacies based on the thickness 
and frequency of the mud layers: lithofacies 4.1 with thin and irregular mud layers 
and lithofacies 4.2 with thicker and more regular interbedding of sand and mud 
stone layers. Only lithofacies 4.2 is present in the studied interval. The thick mud 
layers are interpreted to be a result of high-suspended sediment concentrations dur-
ing one slack-water period, or from amalgamation of mud layers formed during 
several slack-water periods (Martinius et al., 2001). The sand layers are fine-
grained forming wave and current ripples with some indications of tidal influence. 
Facies association 4 is inferred to have been deposited on low-relief delta-front bar-
forms where LF 4.2 is the distal equivalent of LF4.1.

In the studied interval, LF4.2 is 3.05 m thick and it is divided into three subfacies 
based on its inferred influence on the petrophysical properties. At the base, two 
intervals are more mud rich and lenticular to wavy bedded (LF4.2_LTW) while 
towards the top the sand layers become thicker, the mud fraction is lower and a 
wavy to flaser bedding is present (LF4.2_WSF). Interbedded these heterolithic bed-
ding types are clean, fine-grained sandstone layers with low angle, plane stratifica-
tion similar to the hummocky cross-stratified sand layers in the lithofacies below 
and termed LF4.2_HCS. Descriptive statistics of the heterolithic bedding are found 
in section 5.3. Figure 5.5 shows some examples of the different subfacies found in 
this lithofacies. 
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Facies association 3: Laminated delta-front facies

Martinius et al. (2001) recognize one lithofacies for this facies association. That 
lithofacies is characterized by persistent wavy bedding, with fine-grained sandstone 
interbedded with approximately equal thick mud layers. Mud layers usually cover 
single sandstone sets. Both wave and current ripples are present suggesting rela-
tively low energy conditions during deposition. Minor storm events resulting in rel-
atively clean, sharp-based sandstone layers can be present. Couplets are often found 
in LF3, although Martinius et al. (2001) found no direct evidence of daily tidal 
cyclicity. It was however assumed that longer-term cyclicities dominate the het-

FIGURE 5.5 Core photo of lithofacies 4.2 in the selected interval showing subfacies 
LF4.2_WSF, LF4.2_LTW, LF4.2_HCS and LF4.2_HCS_Mud.
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erolithic bedding structure. This issue will be extensively discussed in section 5.2. 
Lithofacies 3 is interpreted to have been deposited in a quite-water, mud-rich delta 
front environment with slow deposition from suspension and sand deposition by 
traction current. Tidal influence and possible seasonal variability are assumed to be 
the main influence on the sedimentation pattern. 

In the selected interval, LF 3 is 11.1 m thick and consists of a lenticular to wavy 
bedded unit (LF3_LTW). Beside a minor unit with a hummocky cross-stratified 
sandstone, further division of the lithofacies is done based on the degree of biotur-
bation due to its assumed influence on the petrophysical properties. (Unfortunately, 
using models with bioturbation in a stacked sequence (see chapter 9) is not yet pos-
sible. These subfacies are however separated here giving the possibility for inclu-
sion in a later modelling work.) The sand laminasets usually have a sharp boundary 
to the mud at the base. Occasionally, a transitional boundary is found between the 
sand laminaset and the succeeding mud. A non-bioturbated interval of LF 3 is used 
to evaluate the tidal influence. These results will be given in section 5.2. Figure 5.6 
shows some examples of the subfacies in LF3 defined here. 

Facies association 7: Inshore estuarine facies

A sharp, erosive surface, interpreted to be a sequence boundary by Martinius et al. 
(2001) separates LF 3 from the above facies association 7. The facies association is 
divided into a lower lithofacies 7.1 and an upper lithofacies 7.2. LF 7.1 consists of 
relatively well-sorted, fine-grained, simple flaser-bedded sandstone. It is assumed 
that both wave and tidal-current process were operating during deposition. LF 7.2 is 
composed of fine- to coarse-grained sandstone layers interbedded with thicker mud 
layers forming a wavy bedded heterolithic facies. Occasionally, erosional surfaces 
with lag deposits are found. The facies association is interpreted by Martinius et al. 
(2001) to represent the regressive infill of the inshore part of a relatively large but 
shallow estuary. LF 7.1 represents then the deposits from the deeper, sub-tidal parts 
of the channel while LF7.2 is interpreted to be inclined, laterally accreted point bars 
where run-off channels, draining the intertidal flats, created the erosive surfaces 
with the associated lag deposits. 
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The total thickness of facies association 7 is 5.9 m in the selected well where LF 7.1 
is 3.4 m. LF 7.1 is further divided into two subfacies where the first reflects the 
wavy to simple flaser-bedded deposits described above (LF7.1_WSF) and the sec-
ond a fine- to medium-grained, planar stratified deposits (LF7.1_PPL). A further 
interpretation of the latter bedding type is not given, but it is assumed that is was 
deposited in the upper flow regime, and it will be shown that some cyclicity is 
present in this subfacies. LF7.1_WSF is dominated by thin, (< 2 mm) mud drapes 
that occasionally cover the ripple crest (e.g. 2598.88) but most often they are only 
preserved in the ripple troughs (e.g. 2598.65-2598.80). Thicker mud layers (< 1 

FIGURE 5.6 Core photo of lithofacies 3 in the selected interval showing A: Non-
bioturbated; B: Moderately bioturbated and C: Very bioturbated. All examples of 
subfacies LF3_LTW with varying degree of bioturbation. However, only the un-
bioturbated case (A) is modelled because of limitations in the code (see text).
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cm) appear to be irregular spaced (see section 5.3 for statistics) which can be inter-
preted as fluidized mud deposits. 

Lithofacies LF7.2 is divided into a lenticular-bedded subfacies (LF7.2_LTW) and a 
wavy bedded subfacies (LF7.2_WB) in addition to the coarse (medium to lower 
coarse) lag deposits (LF7.2_RunOffSand). A 7 cm thick, cemented layer that is 
assumed to be lateral persistent in the near wellbore volume, is identified and mod-
elled separately (LF7.2_Cement). LF7.2_WB consists of cm thick sand layers that 
internally show some low angle stratification. The boundaries to the mud layers, 
that cover individual sand sets are usually sharp, but can be transitional in the top. 
The sand laminasets in the muddier LF7.2_LTW appears to have the same grain 
size and sorting as LF7.2_WB. The bedding types in LF7.2 resemble LF3 although 
the internal stratification in the sand component and the grain size is different. Fig-
ures 5.7 and 5.8 show some representative intervals from these two lithofacies. 

FIGURE 5.7 Core photo of lithofacies 7.1 in the selected interval showing subfacies 
LF7.1_WSF and LF7.1_PPL.
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This section has described the sedimentological features of the selected interval in 
the Tilje Formation in the example well. The interpretation proposed by Martinius 
et al. (2001) is kept but it was necessary to further divide the lithofacies into subfa-
cies due to its assumed influence on the petrophysical properties. Although the geo-
metrical characteristics (bedding geometry) can be similar for some of the subfacies 
(e.g. LF4.2_LTW, LF3_LTW and LF7.2_LTW), the petrophysical properties can be 
different. Based on the description and interpretation here and further quantification 
of critical parameters (especially mud- and sand-laminaset statistics), near wellbore 
models are created in section 5.3. 

FIGURE 5.8 Core photo of lithofacies 7.2 in the selected interval showing subfacies 
LF7.2_WB and LF7.2_LTW in addition to a cemented layer and a coarse sand lag 
possible deposited in a run-off channel.
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FIGURE 5.9 Selected interval divided into lithofacies (Martinius et al. 2001) and 
subfacies modelled in this study. 
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5.2 Tidal signatures in Lower Tilje Formation, Heidrun Field

One of the few diagnostic criteria for recognizing tidal deposits is the presence of 
different orders of cyclicities (Nio and Yang, 1991). To reveal if such multi-order 
cyclicity is present in the interval, two time series techniques have been used on 
data describing the sand and mud laminaset thickness and the sand-fraction in LF3. 

The Tilje Formation has been interpreted to be influenced by tidal processes. For 
the lower part of the formation, Martinius et al. (2001) have shown qualitatively 
that there was some variation in the sand/mud laminaset thickness and attributed 
this to long-period tidal cycles and stated that daily tidal variations were difficult to 
recognize. Dreyer (1992) analysed a section of the Tilje Formation in a strati-
graphic higher location than the one studied here. He concluded that each sand lam-
inaset was a result of one of the current stages (flood or ebb) and the mud draping 
the sand laminaset was deposited in the slack-water period between the current 
stages. The resulting, extremely high sedimentation rate was explained by the epi-
sodic variation in accommodation space. Focus will here be on the wavy-bedded 
LF3 since published quantitative studies on such ripple bedded deposits are sparse, 
the tidal influence is unclear, and that longer intervals are required for application 
of time series analysis. However, sand and mud laminaset thickness are measured 
in most of the other heterolithic facies for constraining the input parameters when 
constructing the near wellbore models. 

5.2.1 Method and Measurements

For simplicity, the terms sand layer and mud layer are used for sand laminaset and 
mud laminaset respectively. The sand layers in LF3 usually consist of two litholog-
ical components with assumed different grain size: a light coloured fine-grained 
sand and a darker coloured lamina composed of silt or finer sized particles. This 
contrast enhances the internal stratification. The sand layers in LF3 can either be 
form-sets, sets or co-sets, but dominated by the first. The sand layers are bounded 
above and below by mud layers and the sand can show faint lamination in the upper 
part at the transition to the overlying mud layer and commonly a sharp lower 
boundary. Depending on the bedding type, the sand or mud layers may or may not 
be continuous in the core width.

Figure 5.10 shows the method used to measure the thickness of the sand and mud 
layers in selected subfacies of the interval. Core photographs were used and care 
was taken to ensure that colour changes in the photograph represented actual litho-
logical changes. However, as heterolithic facies are clearly differentiable, this was a 
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minor problem. With 2 mm resolution, it was then determined whether a sand com-
ponent (1) or a mud component (0) was present (dominant within the 2 mm inter-
val). Similar measurements were performed on three parallel lines along the core; 
left, centre and right of the core photo. In some cases the sand or mud layers were 
extremely thin and discontinuous making their recognition a matter of judgement. 
The ripple bedding obviously causes lateral variability in sand layer thickness. In 
addition, burrowing, although relatively sparse, causes changes in the original sand 
layer thickness and continuity of the mud layers in some intervals. Amalgamation 
of sand or mud layers can also add noise to the data. However, by measuring the 
thickness along three lines gave a better basis for evaluating the statistics and peri-
odicities since local irregularities were averaged out. 

The recorded binary data gave two different data sets: 1) sand and mud layer thick-
ness along each line and 2) the sand or mud fraction at each depth. The first data set 
was used to evaluate the number of layers per cycle for interpretation of the tidal 
influence in addition to constrain the input parameters to get the correct layer thick-
ness and variation. The second data set, obtained by taking the arithmetic average 
of the measurements at each depth and then taking a running average down the core 
made it possible to validate the mud fraction in the generated models. In addition it 

FIGURE 5.10 The method used for measuring the sand and mud layer thickness. The 
darker laminae in the sand layers are silt components that here are included in the 
sand component. The three parallel lines along which the measurements were taken 
are indicated in the figure.
126



Near wellbore sedimentological model of lower Tilje Formation
was used to find the wavelength of the periodic component on the input parameters 
that determined the vertical variation of sand and mud layer thickness. 

Time series analysis to reveal tidal cyclicities has mainly been done on either large-
scale cross-bedding or on finely, laminated successions of sand and silt/mud often 
referred to as rhythmites (section 3.2). Considerable fewer studies are published on 
heterolithic, ripple laminated flaser-, wavy- or lenticular bedding. One notably 
exception is the study by Martino and Sanderson (1993). In this section, a 3.28 m 
interval of LF3 is studied in more detail to see if there are some periodicities 
present that can be related to tidal influence. 

The autocorrelation function (ACF) measures the degree of self-similarity between 
observations separated by a distance called lag (h). Inference based on this function 
is called an analysis in the time domain. Commonly, the autocorrelation is calcu-
lated for lags from 0 to n/4 were n is the number of measurements and displayed as 
a plot against the lag (autocorrelogram). To perform this operation the time series 
must have certain characteristics (Yang and Nio, 1985): it must consist of a 
sequence of observations of a variable measured continuously at successive and 
constants instants in time or space. The first data set consists of variables describing 
the sand and mud layer thickness (in mm). It is for the moment assumed that each 
sand and mud layer is deposited in the same period of time and that there has been 
continuous sedimentation and no erosion. For the second data set, the variable is a 
number between 0 (mud component) and 1 (sand component) and it is measured at 
constant intervals in space (2 mm). If there is cyclicity present at a certain lag, then 
this will be evident as higher correlation coefficient at this lag. Increased correla-
tion will also be present at multiples of that lag. A slight departure from a periodic 
signal will influence on the ACF. However, if a cyclic component in an autocorrel-
ogram appears, it is probably a significant element (Jensen et al. 1997). 

Spectral analysis considers the frequency properties of a time series. The spectral 
density function partitions the variation in a time series into components according 
to the duration or length of the intervals within which the variation occurs (Chat-
field, 1996). As for the ACF analysis, it is assumed that the observed variable is 
either measured at a constant space interval or represents a constant period of time. 
Spectral analysis is based on the idea that the time series is composed of several 
orthogonal (statistical independent) simpler sine curves (harmonics). Estimation of 
this function is called spectral analysis and inference based on such a method is an 
analysis in the frequency domain. Since the time series can be regarded as a sum of 
many sinusoidal functions, the variance of the time series must be composed of the 
sum of the variance of the individual harmonics. The result is usually plotted as a 
line spectrum of the frequency (or the reciprocal period) against the variance (or 
127



Near wellbore sedimentological model of lower Tilje Formation
power) of frequencies, called a periodogram. The software package SPSS version 
11 (SPSS inc. software) has been used to calculate the autocorrelation function and 
the periodogram. Further information on these analysis methods can be found in 
Chatfield (1996) or Davis (1986).

A basic requirement of analysis of time series is that the series is stationary. This 
means qualitatively that there exists no significant trends in the data. Strict station-
arity means that all moments are invariant under translation. Often a weak station-
arity is assumed where the mean is constant and the covariance only depends on the 
separation distance (lag) (for a further discussion on the concept of stationarity, see 
section 7.4). Trends must then be removed from the data set before the time series 
analysis can be performed. No trends were, however, found in the studied interval. 
A running, un-weighted (arithmetic) average was used to smooth high frequency 
noise. 

Table 5.1 gives the intervals that are measured with the method described above. 
Some of the sections were too short to perform time series analysis. However, these 
data still form an important basis for building realistic models in section 5.3. 

5.2.2 Results

The method described in section 5.2.1 was used to evaluate if there were any signif-
icant periodic components in the sand laminaset thickness in LF3. The measure-
ments are taken from a 3.28 m, non-bioturbated interval (table 5.1). If deposition of 
sand and mud is only influenced by the tidal cyclicity, the sand and mud layer 
thickness will coincide (Allen, 1985). There are, however, no clear trend between a 

Subfacies Depth interval 
(m)

Number of counted 
sand layers (total)

Analysis

LF4.2_LTW 2614.22-2614.58 87 Desc.Stat

LF4.2_WSF 2612.00-2612.90 
(not continuous)

62 Desc.Stat

LF3 2601.25-2604.532 780 Desc.Stat, ACF, 
Spectral

LF7.1_PPL 2598.251-
2598.412

121 Desc.Stat, ACF

LF7.2_WB and 
LF7.2_LTW

2594.7-2596.46 
(not continuous)

229 Desc.Stat

TABLE 5.1  Subfacies measured with the method in figure 5.10.
128



Near wellbore sedimentological model of lower Tilje Formation
sand laminaset thickness and the succeeding mud laminaset thickness in this inter-
val. An absent of such a trend in tidal rhythmites was also noted by Stupples 
(2002). Nevertheless, they show approximately the same periodic variations as the 
sand laminaset (figure 5.11 to 5.16). Because of time constraints, the time-series 
analysis is only performed on the sand laminaset thickness data. 

To reduce high frequency noise, a 5-point running average was performed on the 
raw data. Figures 5.11 to 5.16 show plots of the smoothed data sets and visual 
inspection suggests some periodicities, possible of several orders. Table 5.2 gives 
some estimated statistical parameters from the data set and figure 5.17 shows the 
histogram for the sand and mud laminaset thickness. Both components show an 
approximately log normal distribution with a sand fraction of 0.47. 

FIGURE 5.11  Sand laminaset thickness along the left line of the core. The raw data 
set has been smoothed with a 5 point running average.
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FIGURE 5.12 Mud laminaset thickness along the left line of the core. The raw data 
set has been smoothed with a 5 point running average.

FIGURE 5.13 Sand laminaset thickness along the centre line of the core. The raw 
data set has been smoothed with a 5 point running average.
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FIGURE 5.14 Mud laminaset thickness along the centre line of the core. The raw 
data set has been smoothed with a 5 point running average.

FIGURE 5.15 Sand laminaset thickness along the right line of the core. The raw data 
set has been smoothed with a 5 point running average.
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FIGURE 5.16 Mud laminaset thickness along the right line of the core. The raw data 
set has been smoothed with a 5 point running average.

FIGURE 5.17 Histogram for sand and mud laminaset thickness (sand = black and 
mud = white) for LF3. The distribution is calculated based on all the three parallel 
lines along the core.
132



Near wellbore sedimentological model of lower Tilje Formation
On the smoothed data set, ACF analysis and spectral analysis were performed. The 
autocorrelogram for the three parallel lines are shown in figures 5.18 to 5.20 and 
the results from the spectral analysis are shown in figures 5.21 to 5.23. 

Sand Mud

n (number of laminaset) 780 780

Arithmetic average 5.83 6.58

Standard Deviation 4.90 4.36

Median 4 6

Mode 2 4

Minimum value 2 2

Maximum value 36 26

Total mm 4544 5132

Sand fraction 0.47
TABLE 5.2  Descriptive statistics for the thickness of sand and mud lamina set in 
LF3. Measurements are in millimeters and are based on all the three lines along 
the core.

FIGURE 5.18 Autocorrelation function estimated on the sand laminaset thickness 
along the left line of the core (the data in figure 5.11).
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FIGURE 5.19 Autocorrelation function estimated on the sand laminaset thickness 
along the centre line of the core (the data in figure 5.13).

FIGURE 5.20 Autocorrelation function estimated on the sand laminaset thickness 
along the right line of the core (the data in figure 5.15).
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FIGURE 5.21 Spectral analysis on the sand laminaset thickness along the left line of 
the core (the data in figure 5.11).

FIGURE 5.22 Spectral analysis on the sand laminaset thickness along the centre line 
of the core (the data in figure 5.13).
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Given the highly variable data set even in core width, the results from the time 
series analysis of the three parallel lines are quite consistent. Both the analysis in 
the time domain and the frequency domain show a few prominent ranges of period-
icities indicating that these are significantly present. High frequency variation 
(short wavelength or lag) is smoothed out due to the running average. The period 
with the shortest wavelength present is approximately between 11 and 16 sand lay-
ers. All three lines also show a periodic component with a wavelength around 55. 
Intermediate wavelengths are also present, but these appear to be less prominent. 
Table 5.3 gives all the periodicities found in the studied interval.

For completeness, the time series analysis of the sand fraction curve is given below. 
This gives an image of how the sand fraction in such a deposits can vary over rela-
tively short distances. Figure 5.24 shows the data set with a 5 cm running average, 
figure 5.25 the result from the autocorrelation analysis and figure 5.26 the result 
from the spectral analysis. Table 5.3 lists the periodic components found in this data 
set. The shortest wavelength (14-18 cm) will be used as input for modelling vertical 
variability in sand fraction. The 40-45 cm period apparent in figure 5.25 are proba-
ble a multiple of the shortest wavelength, while the longest wavelength (~65 cm), 
possibly corresponds to the periodic component found by Dreyer (1992).

FIGURE 5.23 Spectral analysis on the sand laminaset thickness along the right line 
of the core (the data in figure 5.15).
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FIGURE 5.24 Measured sand fraction curve with a 2 mm resolution and smoothed 
with a 5 cm running average.

FIGURE 5.25 Autocorrelation analysis on the data from figure 5.24.
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FIGURE 5.26 Spectral analysis of the data in figure 5.24.
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5.2.3 Interpretation, discussion and implications for modelling 

With respect to their bedding characteristics, that is successive sand and mud lami-
naset and vertical evolution, each sand layer can be interpreted to be a result of one 
current stage (flood or ebb) and that the overlying mud layer a result of the deposi-
tion during the following slack-water period. The shortest periodicity recorded (10-
16 sand layers) would then be a neap-spring cycle in a mixed tidal system. In a 

Spectral analysis ACF analysis 

Parameter Frequency (f) Period (1/f) Lag (# of sand 
lamina sets)

Sand layer left 0.09-0.08 11-12.5 10-11

profile 0.02 50 44

54

Sand layer centre 0.078 12.8 15

profile 0.062 16.1 28

0.051 19.6 55

0.04 25 78

0.02 50

Sand layer right 0.11 9.1 12-16

profile 0.084 11.9 54-58

0.071 14.1 69-73

0.059 17

0.018 55.6

Sand fraction 0.018 55.6 (11.1 cm) 15 cm

0.015 66.7 (13.3 cm) 40-45 cm

0.012 83.33 (16.7 cm) 65 cm

0.009 111.1 (22.2 cm)

0.003 333.3 (66.7 cm)
TABLE 5.3  Periodic components from ACF and spectral analysis for both the 
analysis on the sand laminaset thickness, giving the number of sand laminaset 
per cycle, and the continuous measurement of sand fraction. 
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stratigraphic higher but a sedimentological similar interval of the Tilje Formation, 
Dreyer (1992) proposed such an interpretation. There are however some problems 
with this interpretation: 1) The majority of the mud laminasets are too thick to have 
been formed in just one slack water period, 2) the internal stratification of the sand 
laminaset and the transition between the sand and the mud indicate deposition over 
a longer time interval than one flood or ebb current. Besides Martino and Sander-
son (1993), there are few studies that have focused on periodic components in het-
erolithic, ripple-laminated deposits which gives, in general, a noisier data set than 
in the more studied planar laminated deposits. 

The deposition of mud in tidal systems was discussed in section 3.2 (page 69). 
Even though extremely high sedimentation rates have been reported (Reineck and 
Singh, 1980), a literature search indicates that a freshly deposited mud layer thicker 
than 5-10 mm seems unlikely to result from one slack water period (McCave, 1970; 
Terwindt and Breusers, 1972; 1982). Deposition of fluidized mud can however 
result in thicker mud layers (Kirby, 1991). Even though a detailed compaction 
curve for the mud in LF3 is not available (burial depth ~ 2500 m in the Heidrun 
field), it is assumed that a measured mud layer thickness in the core of more than 4 
mm could not have been deposited from suspension during one tidal slack period. 
From figure 5.17 we see that c. 55% of the mud layers measured in the selected 
interval are more than 4 mm thick. This seems like an conservative limit since only 
the initial consolidation has been shown to reduce the thickness with about 50% 
(Terwindt and Breusers, 1972) and that further compaction will reduce the thick-
ness even more.

The daily tidal variation and its influence on the sedimentological record was dis-
cussed in section 3.2 (figure 3.4). In large barforms and in planar laminated rhyth-
mites, the daily cyclicity was found in addition to longer tidal periodicities (e.g. 
semi-monthly, monthly, semi-annual and lunar nodal cycle). Another type of ripple 
cyclicity less encountered in the literature is the Type II ripple of Tessier (1993). 
Figure 5.27 shows this ripple type. It is composed of a set of three-dimensional 
small-scale climbing ripples. The internal structure of the ripple is composed of 
sand laminae and thin mud drapes. At the base, the laminations mould the underly-
ing ripple morphology. Upwards, the laminae thicken, the slope angle of the lee 
side increases and the mud content decreases, before, towards the top, the angle 
again decreases and the mud content increases. Tessier (1993) denotes a sand lam-
ina and its succeeding mud drape a tidal couplet indicating that each sand lamina 
was deposited in a flood or ebb cycle. It thus resembles the geometry often 
recorded in much larger scale tidal dunes or mega-ripples (e.g. Visser, 1980; Kreisa 
and Moiola, 1986). Oost and Baas (1994) explained, with their empirical flow 
model, why the ripples developed with linguoid crest lines even though the flow 
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velocity during deposition was low. Similar rippled bedforms have also been 
described in the ancient rock record by Kvale and Archer (1990,1991), Leithold 
and Bourgeois (1984), Lanier et al. (1993), Tessier et al. (1995) and Lanier and 
Tessier (1998). The examples described have been from intertidal areas although 
Kvale and Archer (1990) assumed that some of the structures were deposited sub-
tidally. Molgat and Arnott (2001) described a lithofacies from the Upper Jurassic 
Swift Formation with 0.3-2cm thick sand layers showing the same internal stratifi-
cation as the Type II ripple, bounded by less than 1 cm thick mud drapes and form-
ing persistent wavy to lenticular bedded deposit. They interpreted this lithofacies to 
have been deposited in a low energy, bedload sediment starved, marine setting and 
that the internal stratification was formed by low-energy combined-flow ripples 
(tide- and wave-induced currents, Arnott and Southard, 1990). The ripples migrated 
episodically between periods of mud deposition from suspension. Even though they 
noted the variation in lamina angle and qualitatively related that to a neap-spring 
cycle, they did not perform time series analysis to reveal possible influence of 
longer tidal cycles.

Figures 5.28 to 5.31 show detailed core photos of some of the laminated sand layers 
found in the studied interval. Internally, these sand layers consist of lamina that are 
either sub horizontal (figure 5.30) or that have a cross-laminated appearance (figure 
5.28, 5.29 and 5.31). The lighter laminae are slightly coarser than the darker lami-
nae, which accentuate the internal lamination pattern. The contrasting laminae 
show variability in both thickness and slope of the lee angle. In the centre of the 
cross-laminated sand layer, the sand laminae are thicker, have a higher angle on the 
lee side and the mud drapes are generally thinner or absent. It has not been possible 

FIGURE 5.27 Ripple type II (Tessier, 1993). The thickness of each sand laminaset are 
one order of magnitude larger than observed in here.
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to discover whether, in their most complete form, they contain a specific number of 
dark and light laminae. Where visible, the sand laminaset grades into the overlying 
mud laminaset in a transition zone giving a faint lamination at the base of the mud 
laminaset (e.g. figure 5.30). On the other hand, the boundary between a mud lami-
naset and the succeeding sand laminaset is most often sharp (e.g. figure 5.28), 
although mm-scale load casts can be found (figure 5.30). The climbing ripples 
described in Kvale and Archer (1991) were slightly thicker at the crest and they 
found mm-scale reverse ripple cross-lamination indicating bi-directional currents. 
Molgat and Arnott (2001) reported reactivation surfaces on the lee-side. Such fea-
tures were not found in the studied interval, and no grading is observed in the indi-
vidual lamina. This can indicate that the sub-ordinate currents are too weak to erode 
and transport the previously deposited sand (strongly asymmetrical tide) or that 
only one of the tidal currents dominate in this part of the basin.

FIGURE 5.28 Core photo of the interval between 2603.80-2603.90 showing sand 
laminaset equal to the Type II ripple and the transitions between the sand and mud 
layers (n=neap and s=spring)
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FIGURE 5.29 Core photo of the interval between 2604.93-2604.98 showing a sand 
laminaset with internal stratification resembling the Type II ripple.

FIGURE 5.30 Core photo of the interval between 2604.47-2604.51. Showing good 
examples of the transitions zones. The black arrow indicate a small load cast.
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Although not proven here by observations in the nature or in a flume tank, the fol-
lowing tentative explanation of the depositional process is put forward. The inter-
pretation is based on the above observation of the internal structure of the sand 
layers, the boundaries between the sand and the mud, that the thickness of the mud 
in general opposing deposition during only one slack water period and the recorded 
periodic components. 

The entrainment velocity for fine-grained sand (Uces) is found to be slightly above 
0.2 m/s (Miller et al., 1977) while the deposition of mud starts considerably below 
0.2 m/s (Ucdm) (Einstein and Krone, 1962). It is therefore assumed here that the 
entrainment velocity for the fine sand/silt fraction is higher than the threshold 
velocity where mud starts to fall out of suspension. Terwindt et al. (1968) investi-
gated experimentally bed erosion in the complex situation of alternating sand and 
mud and found that resistance to erosion was depending more on the properties of 
the mud than the sand. In cohesive mud deposits, this value commonly exceeds that 
of sand. As the tidal range varies through a spring-neap-spring cycle (figure 5.32), 
the current velocity and the time the current is above Uces and below Ucdm varies 
with the same period. In the proposed depositional process, resulting in the lenticu-
lar to wavy bedded unit analysed above, the dominant and subordinate (if present) 
maximum current speed is both below Uces, and the threshold for mud erosion 
around neap time. These currents are also possible below the Ucdm (solid line in 
figure 5.32 denotes this case and the dashed line the case were the maximum cur-
rent speed is above Ucdm). The (semi-) continuous deposition of mud around neap 
time creates an amalgamation of thin mud laminae that, after settlement, undergo 

FIGURE 5.31 Core photo of the interval between 2602.24-2602.29 showing the 
characteristic internal stratification and the transitional zones.
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initial consolidation. Terwind and Breusers (1972) found experimentally, that a 
freshly deposited mud layer could bear a 0.5 cm sand layer and give a sharp bound-
ary to the underlying mud after about 4 h. of consolidation. In the proposed model 
described here (see also figure 5.32), most of the deposited mud has a consolidation 
time of several hours (days). As the tidal range and maximum current speed 
increases towards spring, the threshold for sand movement is passed. Some of the 
most recently deposited mud can be removed if the current speed exceeds that of 
mud erosion, but the deposited sand will in general have a sharp boundary to the 
underlying, initially consolidated mud. Occasionally, however, soft sedimentation 
deformation in the form of small load-casts occurs (e.g. figure 5.30) as also 
reported in the study by Molgat and Arnott (2001). Small, three-dimensional bed-
forms develop equal to the type II climbing ripples of Tessier (1993). They are 
however about one order of magnitude smaller than found in this reference but on 
the same scale as in Molgat and Arnott (2001). Around spring time, the current 
velocity is largest and the thickest sand/silt laminae are deposited (approximately 

proportional to ). There is, as mentioned above, not measured if there 
is a specific number of lamina in the ripples although a number less than 28 is 
expected if only the dominant current is present. As the tidal range decreases 
towards the following neap, successive smaller components of the current velocity 
are above the threshold for sand movement. This gives a faint lamination between 
traction deposited sand and suspension deposited mud in a transitional zone to the 
overlying neap-deposited, amalgamated mud. Similar upper and lower boundaries 
were also found in Baker et al. (1995) in the sub-tidal deposits although they did 
not attribute the observation to a specific tidal influence but by general lowering of 
the energy level (a possible combined tide and wave influence). Regular alternation 
of the current speed related to a spring-neap-spring cycle can therefore explain 
these alternating bedforms.

U t( ) Uces–( )3
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Other non-tidal factors like wave action, seasonal fluctuation in river discharge, and 
episodic storm events can be superposed on this sequence. Some of the mud layers 
show a sharp upper and lower boundary and have a massive appearance indicating 
that they can be deposits of the fluidized muds described by Kirby (1991). Some of 
the mud layers are thin and can have been deposited in one slack water period. Few 
examples of reversing ripple migration support however that one of the current 
stages are weaker than the other and not able to transport a significant amount of 
sand. In addition, sand layers, somewhat coarser, above average thickness and with 
erosional base can be interpreted as sand deposited during storm periods. 

Even though the data set is noisy, both the autocorrelation and the spectral analysis 
have detected a few significant periodicities. The shortest period consists of 10-16 
sand layers. Both the sun’s declination to the earth and the constructive interference 

FIGURE 5.32 The proposed cyclic behaviour in current speed resulting in the 
observed laminaset characteristics in LF3. The blown-up sections are in principal 
equal to figure 3.4 but with a less asymmetrical tide. The degree of asymmetry 
(diurnal inequality) is however not a requirement of the proposed depositional 
process.
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of the tropical, anomalistic and synodic month has a period at the semi-annual time 
scale with 182.62 days and 183.29 days, respectively. Given that each sand layer is 
deposited in a neap-spring cycle, each semi-annual cycle would then be composed 
of approximately 13 spring deposits (13 fortnightly periods during a half year). It is 
not considered whether the neap-spring cycle is of a synodic or tropical origin. 
Similar semi-annual periods are observed in finely laminated sediments by Kvale et 
al. (1994, 1999) who in addition related them to seasonal variation in rainfall and 
discharge. Also Williams (1989), Miller and Eriksson (1997) and Stupples (2002) 
have found records of cyclicity of around 13 neap-spring deposits and interpreted 
those as a semi-annual cycle.

The longest period recorded in all the data sets are 50-60 sand layers. About 3 to 4 
cycles with this wavelength are recorded in the interval and represents some of the 
thicker sand layers encountered (figures 5.11 to 5.15). By inspection of the core, it 
is, however, not evident that these layers have a different texture or structure than 
the majority of the other, thinner sand layers. If there was continuous sedimenta-
tion, this period would reflect a modified 2 yearly cycle, but no clear interpretation 
is suggested for this period. The studied interval has both non-tidal, but possible 
cyclic components like seasonal variations and most probably diastems not recog-
nized in the core. Such components will influence on the periodic signal and com-
plicate the interpretation.

In summary, the high mud content and the presence of small-scale ripples suggest 
deposition during overall low energy conditions. Alternations of sand/silt and mud 
laminasets suggest further that the energy level fluctuated. The internal structure, 
resembling the Type II ripple, visible in many of the sand laminasets indicate that 
the current varied regularly in strength. Since the internal sand/silt laminations are 
interpreted as tidal couplets, the wave energy level must have been low. Also sup-
porting a low wave influence is that higher energy wave-generated structures like 
hummocky cross-stratification is rather uncommon in this lithofacies. Reversing 
cross-laminations or reactivations surfaces are not common features. However, 
strongly rectilinear or highly elliptical rotary tidal currents in semi-enclosed basins 
are often observed giving a predominantly unidirectional current pattern (e.g. Oost 
and Baas, 1994). A weak current, dominantly tidal but with a possible weak wave 
component, combined with the interpreted low ripple migration speed suggest that 
the depositional area was relatively starved of bedload sediment. Fine-grained sedi-
ments can have been brought into the pro-delta area by hyperpycnal plumes or by 
longshore currents, which subsequently was modified by the weak currents into the 
observed rippled bedforms. The apparent low wave energy conditions favoured a 
stronger imprint from the tidal current and that the semi-annual tidal cyclicity could 
be recorded in the deposits. Although the semi-annual solar tide is rather weak (8% 
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weaker than the principal lunar semi diurnal component (Werner, 1992)), Williams 
(1989) suggested that the semi-annual signal was amplified by the constructive 
interference of the synodic, tropical and anomalistic periods.

The present interpretation of LF 3 as a quiet-water, mud-rich delta-front facies 
(Martinius et al., 2001) fits well with the re-interpretation of the delicate, small-
scale structures described above. However, the tidal influence has been quantified 
through the recognition of several orders of cyclicity.

Important for modelling of the near wellbore volume is also that a periodic varia-
tion in the sand fraction will influence the petrophysical properties. This was also 
noted by Dreyer (1992). It is thus essential to incorporate such a variation in the 
input parameter set. The observed 14-18 cm period is used, in a transformed fash-
ion, as input to the depositional length in the modelling tool. This will thus resem-
ble the variation in the time available for ripple migration. The periodic component 
is acting parallel the migration vector (section 4.2.3) and the input wavelength 
needs thus to be found that corresponds to a vertical wavelength of approximately 
15 cm. In this case a wavelength of 150 (i.e. 150 time steps, see eq. 4-1) was used 
on the depositional rate and length. 

5.3 Sedimentological models in SBED

One goal of this thesis was to build a detailed near wellbore model of the lower part 
of the Tilje Formation in an example well from the Heidrun field using the SBED 
modelling code. It was then assumed that some of the models created could be used 
in other wells from the same stratigraphic interval in the Heidrun field. 

The SBED tool was described in chapter 4 and a set of graphs illustrated the rela-
tion between the input parameters and the simulated bedforms. These graphs are 
used here to build detailed models of the subfacies described above. Sand and mud 
laminaset thickness statistics, measured in all the heterolithic facies were used to 
obtain the input parameters along with the sedimentological interpretation. When 
focus is to create a sedimentological and petrophysical model that can be used to 
evaluate the petrophysical variability (e.g. the kv/kh) in the near wellbore region, 
the parameters that influence such properties should naturally be considered. For 
the tide influenced, heterolithic deposits in the selected interval, the amount and 
spatial distribution of the sand and mud laminasets will be important parameters. 
Since the 3-D models are based on core data, a method that in part can be used to 
verify the numerical models is proposed. However, the degree of realism must also 
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be based on a sedimentological understanding and evaluation and is difficult to 
quantify exactly.

5.3.1  Modelling of subfacies

It was argued above that the lithofacies defined by Martinius et al. (2001) could be 
divided into subfacies based in its inferred influence on the petrophysical proper-
ties. This means that characteristics at the bedding scale are the main focus when 
parameterization the core. The aim here is to model the near wellbore region. The 
near wellbore model is here defined as a numerical representation of the sedimen-
tological components and petrophysical properties in a rectangular shaped volume 
along the wellbore with a lateral dimension on the scale of the conventional wire-
line tool resolution1. This also approximately corresponds to the lateral correlation 
lengths of the sedimentological and petrophysical elements at the small scale of 
Yoshida et al. (2001) (see figure 3.7). It is thus assumed that subfacies defined in 
this interval are persistent in the near wellbore region.

The three-dimensional models built are based on observations from the core. With 
respect to the facies encountered in this interval, the core can be regarded as an 1 
dimensional observation. Although some lateral variability can be observed, the 
width is limited with respect to the lateral extension of the sedimentological fea-
tures (e.g. wavelength of the bedforms) giving only a partial measurement of the 
lateral variability. In other words, the horizontal correlation lengths of the sedimen-
tological and petrophysical components are often longer than the core width and 
hence the core is a less than a 2-D observation. One principal problem then is how 
to use data from a lower dimension to create a model in three dimensions and also 
to verify that the created model is realistic in sedimentological and petrophysical 
terms. Using standard formulations of stereology, Geehan and Underwood (1993) 
showed that going from a 2-D distribution to a 3-D (or 1-D to 2-D) the relative fre-
quency of a particular length class would decrease in proportion to its length, 
assuming an isotropic shape. For a non-isotropic shape the product of length and 
width is the relevant parameter. Geehan and Underwood (1993) also discuss partial 
measured mud layers and mud layers extending across the measurable area (unlim-
ited mud layers). In the part of the Tilje Formation studied here, the dominant type 
is both the partial and unlimited mud layer. However, at the bedding scale in tidal 

1. The lateral dimension of the near wellbore model is defined by the depth of investigation 
of the wireline tool that is used in that particular well. It should however, also have a lat-
eral scale large enough to capture a representative amount of sedimentological and petro-
physical heterogeneity around the wellbore.
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facies there is, in general, a correlation between the lateral extension of the mud 
layers and the size of the migrating bedforms: longer bedforms will give longer 
mud layers with otherwise similar conditions. Quantifying sedimentary bedforms 
in 3D are inherently difficult. Yoshida et al. (2001) photographed and digitized rep-
resentative areas of outcrop samples (blocks) with tide-influenced deposits and 
with a serial sectioning technique re-constructed the three-dimensional bedforms. 
They used this method on two facies: a mud-rich lenticular to wavy bedded facies 
and a more sand rich flaser to wavy bedded facies. At the scale of a core plug, the 
sand and the mud layers had higher lateral continuity than on the scale of the model 
(~40cm). Further, the sand layers in the mud rich facies appeared discontinuous in 
2-D although they were connected in 3-D. Similar, the thin mud layers in the sand 
rich facies were laterally persistent in 2-D at the model scale but in the third dimen-
sion they were discontinuous. This observation emphasises the importance of a 
good three-dimensional understanding of the sedimentary architecture at the bed-
ding scale. Such knowledge can in part be based on a good understanding of the 
depositional process and its lateral variability. 

As discussed in chapter 4, the bedding models are created based on successive dis-
placement of sine curves to mimic bedform migration. The underlying structure is 
deterministic, but stochastic (and periodic) components can be added to several 
parameters. Still, an exact re-creation of the nature with all its variability is impos-
sible with such an approach. Pickup et al. (1999) showed, using a complex aeolian 
dune as an example that only the main features affecting flow had to be included in 
the model when evaluating effective properties. In that case, the simpler, schematic 
models had to have realistic values of the frequency and thickness of the contrast-
ing lamina of the system to be representative with respect to flow properties. 

The mean and standard deviation of the sand and mud laminaset thickness is not 
directly used as input to SBED. Instead, parameters describing the depositional rate 
and length, migration speed and bedform morphology combined determine the bed-
form geometry and thickness distributions. Some relations between the input 
parameters and bedform characteristics (e.g. lamina and laminaset thickness) were 
shown in section 4.6. These relations are used here to build the models for the indi-
vidual subfacies described in section 5.1. Table 5.4 gives some statistics for sand 
and mud laminaset measured with the method described in section 5.2.1. 

Most of the subfacies show an approximately log-normal distribution of sand and 
mud layer thickness. The sand fraction varies form about 0.30 in the lenticular-bed-
ded units to above 0.70 in the flaser bedded subfacies. Focus has been on the most 
heterolithic subfacies and such detailed measurements have not been performed on 
the lithological cleaner hummocky cross-stratified facies or the cross-stratified 
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units in LF1.2. The reference parameters for the individual bedding models are 
given in Appendix A.1. 
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TABLE 5.4  Descriptive statistics for selected subfacies. Based on measurements 
from three parallel lines along the core. *For the subfacies LF_7.1_WSF, the 
number of thick mud layers per meter is the most relevant parameter to 
consider. The data for this particular subfacies are given in cm.
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Near wellbore sedimentological model of lower Tilje Formation
5.3.2 Validation of subfacies models

Models based on a truly process based simulation code are difficult to verify 
(Anderson, 1996). The simulation code in SBED is however composed of both 
deterministic components, including the periodic components, and random compo-
nents giving variability superposed on the underlying structure. It should thus be 
possible to at least verify that the models created are correct with respect to some 
aspects of the core-derived parameters. 

From the simulated models, sub-grids (see section 4.4.4) are extracted that have the 
same width as the core (10 cm), a thickness of 1 cm and length related to the length 
of the subfacies in the interval. Sub-grids both perpendicular and parallel to the 
migration direction are evaluated. For each of the heterolithic models, five realiza-
tions are simulated. From each realization, two orthogonal sub-grids are taken and 
on these sub-grids three, equally spaced, parallel lines along the model length are 
evaluated with respect to the frequency distribution of the sand and mud lami-
nasets. This method thus resembles the method used to derive the input parameters. 
As discussed above, there are some principal problems using 1-D data to create 3-D 
models. By using orthogonal “cores” from the model, it is assumed that some of the 
3-D variability is captured. Oblique sub-grids would be valuable but are currently 
not possible to extract from the model. The underlying assumption by using this 
approach is that the real core also is cutting the facies perpendicular or parallel the 
depositional direction. The limitations of the validation procedure are recognized. 
Since the 3-D connectivity is assumed to be one of the most important parameter 
when calculating effective permeability, a method that could evaluate the sand/mud 
connectivity and thickness distribution of the simulated models would be of great 
value but such an analysis is not performed. The proposed method is here used, 
combined with a visual inspection of the models, to ensure that the models are real-
istic with respect to the subfacies described in section 5.1. Table 5.5 gives the thick-
ness distribution of the sand and mud laminasets measured on the simulated 
models. This table can then be compared with table 5.4. 
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TABLE 5.5  Descriptive statistics for selected subfacies modelled in SBED. 
Based on measurements from three parallel lines along two orthogonal, 10 cm 
wide subgrids of 5 realizations. *For the subfacies LF_7.1_WSF, the number of 
thick mud layers per meter is the most relevant parameter to consider. To be 
compared with table 5.4.
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Near wellbore sedimentological model of lower Tilje Formation
To give a visual comparison between the simulated and the measured sand and mud 
laminaset thickness, the following histograms are shown (figure 5.33 to 5.37). Sub-
facies LF7.1_WSF has only 11 recorded mud/sand laminaset and a stable histogram 
was not possible to be produced. The important parameter is however the number 
of mud layers per meter. From table 5.4 and 5.5 we see that this statistic is in well 
agreement between the core and the realizations.

FIGURE 5.33 Simulated laminaset thickness for mud and sand from the core and the 
simulated subfacies (Subfacies LF 7.2_WB).
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FIGURE 5.34 Simulated laminaset thickness for mud and sand from the core and the 
simulated subfacies (Subfacies LF 7.2_LTW).
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FIGURE 5.35 Simulated laminaset thickness for mud and sand from the core and the 
simulated subfacies (Subfacies LF 4.2_WSF).
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FIGURE 5.36 Simulated laminaset thickness for mud and sand from the core and the 
simulated subfacies (Subfacies LF 4.2_LTW).
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Near wellbore sedimentological model of lower Tilje Formation
For a statistical comparison of the simulated and measured distributions, F-test and 
t-test could have been calculated on log-transformed data sets to check if the vari-
ability and the mean, respectively, were similar. The measurements on the core had 
a resolution of 2 mm, while the vertical cell size (regular) in the simulated models 
was 1 mm. Due to difference in resolution between the core measurements and the 
simulations, t- and F-test cannot be used to test the degree of similarity between the 
two data sets. However, the histograms with, except for LF7.1_PPL, a bin size of 2 
mm are used, in addition to the reported statistics, to validate the models and it is 
fair to state that the simulated models are similar to the observed subfacies.

The lamina thickness in LF7.1_PPL showed a possible periodic component. Figure 
5.38 shows the ACF results of the core measurements and the simulated models. 
Both show a periodic component at lag 14. A tentative interpretation of this period-
icity can be that it reflects a neap-spring cyclicity in a diurnal system or in a mixed 
to semi-diurnal system where the sub-ordinate current are too weak to transport 
sediments. Reineck and Singh (1980, p. 120-121) observed that similar structures 
formed on beaches owing to swash and back-swash of waves and that during one 
tidal phase, 6-16 lamina were produced. They also discussed alternative deposi-
tional processes. Regardless of the interpretation, the periodic component is 

FIGURE 5.37 Simulated lamina thickness for sand from the core (black) and the 
simulated (white) subfacies (Subfacies LF 7.1_PPL)
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Near wellbore sedimentological model of lower Tilje Formation
observed and incorporated in the simulation parameters giving a fine scale vertical 
variation in petrophysical properties in this subfacies.

The periodic components in LF3 were extensively discussed above. The shortest 
wavelength, prominent in all the measured lines and in both the ACF and the spec-
tral analysis, were interpreted to represent a semi-annual tidal influence. The results 

FIGURE 5.38 Comparison of periodicities in LF 7.1_PPL between core 
measurements (top) and resulting periodicity from the simulation (base). Both 
measurements show increased correlation at the 13-15 lamina lag. The data are 
smoothed with a 3-point running average.
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Near wellbore sedimentological model of lower Tilje Formation
showed that approximately 15 sand layers constitute one cycle. This corresponded 
to approximately 15 cm cyclicity in the sand fraction (figure 5.25 and 5.26). A ver-
tical periodic component was thus included in the simulation parameters. Figure 
5.39 shows the histograms for the sand and mud laminaset thickness in the core and 
from the simulations and the statistics are given in table 5.2 and 5.5. 

FIGURE 5.39 Histograms of sand and mud laminaset thickness in LF3 from core and 
simulations.
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Near wellbore sedimentological model of lower Tilje Formation
To test that the periodicity observed was simulated correctly, four realizations were 
analysed with the ACF and the spectral method. Figure 5.40 shows the results from 
the ACF analysis and figure 5.41 the results from the spectral analysis of the sand 
laminaset thickness. Figure 5.42 shows similar results for the sand fraction curve. 
The results are also reported in table 5.6. In the ACF plot, some of the increased 
correlations at longer lags represent multiples of a shorter period. There is, how-
ever, a reasonable good match between the observations and the simulations which, 
with the limitations discussed above, verify that the models are realistic with 
respect to this parameter. 

FIGURE 5.40 ACF results on the sand laminaset thickness from the simulations on 
LF3. One line from 4 realizations are shown. The simulated periodicities are good 
agreement with the observed periodicity from the core measurements. The other 
realizations show similar result. The raw data are smoothed with a five-point 
running average before the analysis.
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FIGURE 5.41 Spectral results on the same data set as in figure 5.40. The results are 
in agreement with the measured periodicities (figure 5.21 to 5.23 and table 5.3) 
from the core validating this parameter.

FIGURE 5.42 ACF and spectral results from the sand fraction curve. The data used 
is an arithmetic average of the 10 sub-grids (5 realizations) and with a 5 cm 
running average taken down core subsequently. The calculated periodicity of 17 cm 
is in well agreement with the observation of a 14-18 cm periodic components from 
the core (figure 5.25 and 5.26).
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Near wellbore sedimentological model of lower Tilje Formation
This chapter has, based on the work of Martinius et al. (2001), described the lower 
part of the Tilje Formation in the Heidrun field and showed how realistic near well-
bore models of the lithofacies present can be made. The near wellbore models cre-
ated here, which contain information about the geometry and distribution of the 
major lithological components, will in the next chapter be populated with petro-
physical properties giving basis for evaluating the flow properties of these heteroli-
thic lithofacies. This chapter has also used time-series analysis methods on a ripple-
laminated lithofacies and suggested a depositional model that explains the tidal 
cyclicity observed.

Spectral analysis ACF analysis 

Frequency (f) Period (1/f) Lag

Realization 1 0.126 7.9 15-19

0.095 10.5 32-36

0.078 12.8 50-54

0.058 17.2 63

0.025 40

Realization 3 0.11 9.1 14-17

0.072 13.9 28-30

0.05-0.07 14.3-18.2 53-56

0.03 33.3 68-71

Realization 8 0.08 12.5 13-18

0.069 14.5 30-33

0.057 17.5 87-91

0.03 33.3

0.02 50

Realization 10 0.11-0.1 9-10 15-19

0.07 14.3 33-35

0.06-0.05 67-69

83-86

Sand fraction 0.00575 174 (17.4 cm) 173 (17.3 cm)
TABLE 5.6  Periodic components from ACF and spectral analysis of the 
simulated templates (compare with table 5.3).
163



Near wellbore sedimentological model of lower Tilje Formation
164



CHAPTER 6 Petrophysical distributions in tidal 
facies
In chapter 5, models of the sedimentological components, their geometry and distri-
bution in space were created for a specific interval of the lower Tilje Formation. In 
this chapter, these models are populated with petrophysical properties from core 
plugs. Besides suggesting a simple and practical iterative procedure to populate the 
models with core plug properties, an additional outcome of this work is that the 
petrophysical properties of the lamina can be evaluated and related to the facies it 
represents. The result is a better understanding of where and how the variability 
varies with measurement method. Correct population of the geometrical models 
with petrophysical properties is also an important step in creating a realistic numer-
ical model of the near wellbore region. All the petrophysical input distributions 
reported in this chapter are given in Appendix A.2.

The decrease in sample variance with increasing sample support is well known (e.g. 
Journel and Huijbregts, 1989; Armstrong, 1998). Haldorsen (1986), Ringrose et al. 
(1999a), Ball et al. (1997), Panda et al. (2001) and Worthington (2003a) amongst 
others, have shown this with well data from different sample volumes. This chapter 
will cover a short petrophysical description of the selected interval showing the 
high variability within lithofacies, the decrease in variance with increasing sample 
volume and some effects of biased sampling (section 6.1). An iterative procedure is 
described in section 6.2 that can be used to obtain input parameters for modelling 
(e.g. with SBED). The results are given in section 6.3.
165



Petrophysical distributions in tidal facies
The petrophysical input parameters for bedding modelling require lamina scale data 
(chapter 4). Ideally, one would then prefer measurements of the individual lamina. 
This can be obtained with a well-designed probe permeameter study. Probe per-
meameter data are not routinely taken, in contrast to core plug samples that are 
taken with regular spacing in most cored intervals. If, however, there is lithological 
variability below the core plug scale, these measurements represent an average of 
these components (see discussion in section 2.3.3). Further, the input permeability 
is usually given as a scalar value such that permeability anisotropy at the lamina 
scale is not included. Campbell (1967) defined a lamina to be uniform in composi-
tion and texture, which however implies that it can be anisotropic with respect to 
permeability. At present, in the SBED program, the input permeability variable 
must be given with the assumption that it is isotropic at the lamina scale and that 
anisotropy at the bedding scale arise because of contrast between lamina. 

Permeability values can span several orders of magnitude in value and the standard 
deviation usually increases as the mean increases. A useful measure of permeability 
dispersion, called the Coefficient of Variation (CV) is defined as (e.g. Jensen et al., 
1997):

 [6-1]

where Var (k) and E(k) is the variance and the expected value of k, respectively. An 
estimator for CV is:

[6-2]

where  is the estimate of standard deviation and  the arithmetic average of the 
samples. The coefficient takes into account that the mean and standard deviation 
tend to change together: the standard deviation usually increases as the mean 
increases. The CV can thus be used to compare variability between sample sets with 
different arithmetic average and standard deviation. For small samples (N<10) a 

correction factor of  needs to be multiplied to the CV estimate. Based 

on a large published data set, Corbett and Jensen (1992c) defined heterogeneity 
classes from the CV: 

CV
Var k( )
E k( )

---------------------=

CV
ˆ ŝ

kA
-----=

ŝ kA

1 1
4 N 1–( )
---------------------+
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When CV < 0.5 the permeability distribution is approximately normal and can be 
considered to be effectively homogeneous and not affecting the flow properties. As 
CV increases, the distribution becomes increasingly more skewed and thus more 
heterogeneous. The N0 method (Hurst and Rossvoll, 1991) can further be used to 
find the optimum number of samples to best describe the media: 

[6-3]

Corbett and Jensen (1992b), showed that this sample number gives an arithmetic 
average within 20% of the true value. When evaluating CV of media that constitute 
of several components it is important to bear in mind that this statistic is not an 
additive property (Jensen et al. 1997). The total CV for this mixture is not, in gen-
eral, the weighted average of the present CV’s. 

6.1 Petrophysical description of Lower Tilje Formation, Heidrun Field

Available petrophysical well data for this interval were horizontal and vertical core 
plugs and a suite of conventional wireline logs. In addition, a 10x10 cm grid with 
high-resolution probe permeameter data in LF7.1_WSF was available. The core 
plugs are Klinkenberg and overburden corrected (only horizontal core plugs). A 
Statoil wireline based estimator of permeability (KLOGH) and porosity were given. 
These estimates are based on several wireline logs along with a calibration to core 
data. Figure 6.1 shows both the core data and a selection of the wireline log curves 
in the interval with the lithofacies zonation defined by Martinius et al. (2001). It is 
clear from this figure that there is, in general, a mis-match between the core data 
and the wireline logs. It is also clear that there is a large variability within each 
lithofacies and, beside LF 7.1, the variability, or contrast, between the lithofacies is 
low. However, from the core description in chapter 5, it was evident that there were 
lithological variations affecting kv/kh both internally in each lithofacies and also 

0.0 < CV < 0.5 Homogeneous

0.5 < CV < 1.0 Heterogeneous

1.0 < CV Very heterogeneous

TABLE 6.1  Heterogeneity classes based on CV (Corbett and Jensen, 1992c).

N0 10CV( )2=
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between the lithofacies. This indicates that the lithofacies are not well characterized 
with the available well data. 

FIGURE 6.1 Core and wireline interpreted properties from the studied interval. Note 
that there is a large variability in the data in each lithofacies (right) and that the 
petrophysical contrast between the lithofacies is low. 
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To quantify the variability in petrophysical properties, the values for CV for the dif-
ferent lithofacies have been calculated from different data sources representing dif-
ferent sample support. Equation 6-3 has also been applied to see if there were a 
sufficient number of samples from the lithofacies. The results are reported in table 
6.2 to 6.6 (for the lithofacies code see section 5.1).

Interval/
lithofacies

N Arit. 
Avg.

Min Max Median StDev CV N0

T1.1-
2.1

65 169.6 0.04 3355.19 3.01 482.63 2.86 817

LF 7.2 6 8.98 0.54 45.15 2.27 17.75 2.08 431

LF 7.1 11 887.2 86.24 3355.19 609.48 893.04 1.03 107

LF 3 30 9.53 0.05 95.92 1.32 22.86 2.42 586

LF 4.2 8 80.36 0.15 196.85 65.58 83.13 1.07 115

LF 1 10 28.09 0.04 128.61 10.59 41.15 1.51 227
TABLE 6.2  Descriptive statistics for horizontal core plugs (KLHOB)

Interval/
lithofacies

N Arit. 
Avg.

Min Max Median StDev CV N0

T1.1-
2.1

56 45.44 0.01 576 0.78 124.31 2.75 756

LF 7.2 4 1.1 0.01 2.8 0.8 1.32 1.3 17

LF 7.1 10 231.5 0.06 576 249.5 215.52 0.96 92

LF 3 26 0.84 0.03 5.6 0.21 1.44 1.74 303

LF 4.2 7 21.95 0.02 80 2.6 33.24 1.58 249

LF 1 9 5.56 0.07 41.10 1.20 13.36 2.48 614
TABLE 6.3  Descriptive statistics for vertical core plugs (KLV)
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Interval/
lithofacies

N Arit. 
Avg.

Min Max Median StDev CV N0

T1.1-
2.1

69 0.2 0.02 0.35 0.19 0.08 0.37 14

LF 7.2 7 0.17 0.12 0.23 0.17 0.04 0.26 7

LF 7.1 11 0.31 0.21 0.35 0.33 0.04 0.14 2

LF 3 32 0.17 0.02 0.28 0.17 0.05 0.29 8

LF 4.2 9 0.22 0.08 0.33 0.21 0.09 0.40 17

LF 1 10 0.2 0.04 0.29 0.21 0.08 0.42 18
TABLE 6.4  Descriptive statistics for core porosity

N Arit Min Max Median StDev CV N0

T1.1-
2.1

16
0

300.2
3

0.04 3540.01 8.34 835.16 2.79 778

LF 7.2 17 3.26 0.04 14.57 1.06 5.04 1.57 247

LF 7.1 23 1903 15.7 3540.01 2246.99 1337.95 0.71 51

LF 3 74 40.32 0.58 1523.54 6.54 180.09 4.48 2010

LF 4.2 20 35.50 4.91 101.18 26.67 29.06 0.83 69

LF 1 26 19.25 0.37 127.37 3.70 38.19 2.00 402
TABLE 6.5  Descriptive statistics for wireline estimate of permeability 
(KLOGH)

N Arit Min Max Median StDev CV N0

T1.1-
2.1

156 0.22 0.01 0.39 0.21 0.08 0.37 14

LF 7.2 16 0.15 0.03 0.25 0.17 0.07 0.48 24

LF 7.1 23 0.33 0.15 0.39 0.35 0.07 0.20 4

LF 3 73 0.20 0.04 0.29 0.21 0.05 0.23 6

LF 4.2 19 0.23 0.01 0.32 0.24 0.08 0.36 14

LF 1 25 0.17 0.05 0.29 0.16 0.07 0.42 18
TABLE 6.6  Descriptive statistics for wireline estimated porosity (PHIF)
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Except for vertical core plug permeability in LF 7.1, all the core plug permeability 
data are very heterogeneous (> 1) and they are in general under sampled (using the 
N0 method). For KLHOB and KLV, the CV for the whole interval (T1.1-T2.1) is 
higher than for the individual components. Comparing CV for horizontal perme-
ability from core plug and the wireline estimate, there is a general decrease. One 
notability exception is in LF 3 where CV increases from 2.42 to 4.48. As discussed 
in section 2.3.3 and further below, there is a tendency for the core plugs to be taken 
from the more sand rich intervals, avoiding the mud layers giving a biased data set. 
The wireline log estimate, although often calibrated to the core plug measurements, 
is a less-biased data set since it is a continuous record against depth. The increase in 
CV with sample volume may thus be related to the under-sampling of the mud lay-
ers by the core plugs. If the core plugs are un-biased, the calibrated log should 
reproduce the core-sample mean (Jennings, 1999). For horizontal permeability this 
is in general not the case, further indicating that the core plugs are biased.There 
might also be some errors in the depth matching and the “shoulder effect” from 
over- and underlying facies, but this effect is assumed to be minor relative to the 
sampling bias. 

In contrast to the vertical and horizontal permeability core plug data, the porosity 
measurements from the core plugs data set are more homogeneous (CV<0.5). In 
addition, there is in general no large variation between the core plug and the wire-
line-estimated porosity indicating that there are not much bias in the core sample 
set (Jennings, 1999). It appears that although the samples have some bias with 
respect to permeability, porosity is less affected and that porosity measured at the 
core plug scale have almost the same mean and variance as the wireline based esti-
mate. This can in part be related to the additive property of porosity.

6.2 Method

Since only a limited number of probe-data were available in this interval, the core 
plug data were the only generally available measurements of porosity and perme-
ability. These measurements represent, however, an average of all the components 
present and cannot be used directly as input parameters to the modelling tool. A 
simple, straightforward procedure was therefore used in order to find the PDF’s for 
the individual lithological components present in the core plugs. The following 
numerical experiments can thus give some initial guidelines to the ‘true’ or under-
lying distribution for the lamina petrophysical properties. The assumptions and lim-
itations of the procedure are discussed in section 6.4. 
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6.2.1 Simulating the core plug process

Horizontal core plugs are conventionally taken every foot in cored sections while 
vertical core plugs usually are taken less frequently. Ideally, the sampling program 
should be adjusted according to the heterogeneity level of the lithofacies by using 
the N0-rule as guideline, but this is seldom done in the industry. To simulate the 
process of taking core plugs, 3 m long intervals of the models representing the dif-
ferent subfacies (chapter 5) were created. From the simulated model, a rectangular 
sub-model was extracted every 30 cm along the model. The sub-model had the 
dimension 3cm by 2 cm by 2 cm in the x, y and z-directions respectively. This sam-
ple volume (12 cm3) is approximately the same as a conventional core plug. In the 
following, these core plug sized sub-models will be called ‘simulated core plugs’. It 
is important to note that there is no bias in this sampling program. Due to time con-
straints, only core plugs with longest axis in the x-direction were simulated. The 
correlation lengths of the different components, especially the mud layers, are usu-
ally longer then the sub-model domain and it is therefore assumed that there will be 
no large variation for simulated core plugs with the longest axis in the y-direction. 
For the vertical direction, the correlation lengths of the mud layers are usually 
shorter than 2 cm and it is therefore assumed that calculating the effective vertical 
permeability of the simulated horizontal core plugs approximates an expression for 
the vertical permeability at the core plug scale. However, this is not strictly true, 
and if the procedure should be applied routinely, these assumptions should be 
checked further. 
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All the described subfacies in chapter 5 that had core plugs were subject to this pro-
cedure. The natural logarithm of the measured values from the core plugs was used 
as a starting point. By iterative adjustment of the input value, the upscaled simu-
lated core plugs were compared with the real core plug distribution. When a satis-
factory match was obtained between the two data set the input properties (porosity 
and permeability) were regarded as a property of the individual lithological compo-
nents present. The near wellbore model, the simulated core plugs and the iterative 
adjustment of the petrophysical input parameters are illustrated in figure 6.2.

6.3 Results: Simulated lamina properties and its relation to bedding 
type

Using the procedure described above, an attempt was made to determine the input 
porosity and permeability distributions that produced an upscaled distribution simi-

FIGURE 6.2 Method used for simulation of core plugs. The core plug sized sub-grids 
are upscaled and compared with the real core plug distribution. If a mis-match is 
present the input distribution is changed.Yellow and brown is sand (two types, 
representing contrasting lamina) and blue is mud.
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lar to the core plugs. Statistical similarity between these data sets would give, in 
part, a validation of the simulated near wellbore models for the different subfacies. 
In addition, it gives a possibility to evaluate if there is some relationship between 
the lamina properties and the upscaled (averaged) distribution at the core plug 
scale. 

Arithmetic and harmonic averages are often used to calculate horizontal and verti-
cal permeability for infinite layers. A first guess could then be that the respective 
average of the individual lithological components would approach the observed 
distribution at the core plug scale. The petrophysical properties of the components 
are given as a normal and log-normal distribution for porosity and permeability 
respectively, which are completely specified with the mean (µ) and standard devia-
tion (σ). Equations 6-4 and 6-5 give the expressions for these distributions. 

  Normal distribution [6-4]

  Log normal distribution [6-5]

As discussed previously, in the models made here there are three lithological com-

ponents each described with a random normal variable: sand ( ), silt 

( ) and mud ( ). Assuming that these components are 
independent, and with a sand fraction equal to b/2, silt fraction equal to b/2 and a 
mud fraction of (1-b), the arithmetic average is (see table 5.4 for values of b for the 
subfacies): 

[6-6]

which is normally distributed with the parameters

[6-7]
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Petrophysical distributions in tidal facies
Equations 6-7, 6-4 and 6-5 are thus used to calculate the arithmetic average of the 
input distributions for comparison with the upscaled distribution to see if the simu-
lated horizontal core plug distribution and porosity could be estimated with a sim-
ple linear combination of random variables. Harmonic average of random 
variables, to estimate the vertical permeability, cannot be done analytically, but can 
be found by e.g. Monte Carlo simulations. Such a simulation is not performed here. 

To compare the simulated and the observed core plug distributions, both t-test and 
F-test statistics were taken on the two data sets. The t-test is used to test the hypoth-
esis that the means of the two distributions are similar at a certain confidence level. 
The F-test is used to test if the variances of the two distributions are statistically 
similar. A basic assumption is that the data are independent and normal distributed. 
For the permeability data a log-normal transformation is thus applied. The results 
from these tests are reported in the sections below. The p-value, which is the lowest 
level of significance at which the observed value of the test statistic is significant, is 
given for each test. For values larger than 0.05, the difference is insignificant (at 
this significance level). For further explanation of these statistical tests, see Jensen 
et al. (1997) or Walpole et al. (1998). 

The petrophysical properties, and especially the permeability of the mud compo-
nents is difficult to assess from a laboratory perspective. This thesis has used a con-
stant and low value for both porosity and permeability of mud using values of 0.05 
and 0.01 mD, respectively. The effect of varying the mud permeability at certain 
(critical) mud fractions will be presented in chapter 8.

Subfacies LF4.2_LTW has few core plugs. However, the bedding type, including 
the grain size, resembles subfacies LF3_LTW (see table 5.2 and table 5.4). It is 
assumed that the petrophysical properties of these two units are the same and they 
are combined in the further analysis. 

6.3.1 Horizontal Permeability

Figure 6.3 shows the results from the simulations and table 6.7 gives the mean and 
standard deviation of the log-transformed data sets in addition to the p-value from 
the t- and F-tests. 

The arithmetic means of the simulated core plugs are generally statistically equal to 
the observed core plug distribution. The variance is, however, in general not equal. 
This is true even though the visual fit between these two distributions is good. 
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The modelled facies have different bedding geometry and different mud fraction 
(see table 5.5). Figure 6.3 shows that there is a shift of the input distribution of the 
sand components towards lower values as the mud content increases. In figure 6.3 
(A) and 6.3 (D) the mud fraction is 0.45-0.5 and the sand and silt distributions are 
located around the mean horizontal permeability of the core plugs. As the mud con-
tent decreases (figure 6.3 E, C, B and F) the core plug values are gradually shifted 
to the upper tail of the sand and silt component distributions. In the HCS (figure 6.3 
F) there are however some cemented core plugs that disturb this trend. As the mud 
content decreases, the arithmetic average of the three (or two) components present 
approaches the distribution at the core plug scale. At high mud contents, the arith-
metic average is considerably below the core plug distribution and the variance is 
very low. One reason for this is that the mud permeability used is a low and con-
stant value giving a low variance also influencing the mean value. An additional 
cause can be that the horizontal permeability is less affected by the mud layers. In 
the case of the latter, the arithmetic average of the sand and silt components could 
have given a better match to the core plug distribution. This observation will be dis-
cussed in a broader context in section 8.4 were different flow-regimes will be quan-
tified.

In subfacies LF7.1_WSF there was available a grid of closely (2mm) spaced probe 
permeameter data. The absolute values of these measurements are higher than the 
Klinkenberg corrected and overburden corrected core plug data. In figure 6.3 (C), 
these data can be seen to be close to the mean input permeability and showing that 
the variance of the probe data are on the same order as the input variance at the lam-
ina scale. This observation shows the potential for using probe data as input param-
eter for near wellbore modelling.
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FIGURE 6.3 Horizontal permeability (kx). Comparison of observed and simulated 
core plugs. A: 7.2_WB, B: 7.1_PPL, C: 7.1_WSF, D: 3_4.2_LTW, E: 4.2_WSF, F: 
1.3_HCS. Note that the x-values for the probe-data is indicated on top in C.
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Although there are relatively few core plugs in some of the subfacies, it appears 
that there is a relationship between the permeability distribution of the lithological 
components (input distribution), the upscaled distribution (at the core plug scale) 
and the bedding type. At low mud contents, the permeability distribution at the core 
plug scale is mostly dominated by high permeability values (streaks) since the 
observed core plug distribution is located in the upper tail of the input distribution. 
At higher mud contents, the geometry and property of the mud layers also influence 
on the core plug distribution. This will be further discussed in section 6.4. 

6.3.2 Vertical Permeability

The results from the simulation of vertical permeability (kz) are reported graphi-
cally in figure 6.4 and summarized in table 6.8. There are in general fewer vertical 
core plugs than horizontal giving the iterative process few values to condition on. 
The t-test results indicate that the mean of the two distributions are similar for all 
the models but that the variance (as for horizontal core plugs) is more difficult to 
match. 

In contrast to permeability in the x-direction, there is no clear relation between the 
input distribution for the lithological components, the distribution at the core plug 
scale and the bedding type. The input permeabilities for the sand and silt compo-
nents in the more mud-rich models have higher mean values than the upscaled per-

Core plug SBED simulated core 
plug

F-test t-test

SBED 
model

N A.Avg 
(ln)

Var 
(ln)

N A.Avg 
(ln)

Var 
(ln)

P P

7.2_WB 6 0.91 2.55 171 0.72 0.30 3.4E-7 0.79

7.1_WSF 8 6.25 1.31 171 6.38 0.25 1.6E-5 0.76

7.1_PPL 3 6.76 0.09 171 6.7 0.03 0.05 0.78

LTW 17 -0.02 1.97 171 -0.25 0.40 2.5E-8 0.50

4.2_WSF 2 6.76 0.09 171 6.70 0.03 0.002 0.71

HCS 9 2.75 6.17 171 3.86 0.32 1.5E-20 0.22
TABLE 6.7  Descriptive statistics and results from F and t-test comparing 
horizontal permeability for core plugs from the different subfacies with the 
simulated core plugs for the same subfacies. Bold values indicate that the two 
data sets are statistically similar (larger or equal to 0.05).
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meabilities at the core plug scale (figure 6.4 A and D). This indicates, as expected, 
that the vertical permeability is more dependent on the amount, geometry and

FIGURE 6.4 Comparison of simulated and observed core plugs for vertical 
permeability (kv). A: 7.2_WB, B: 7.1_PPL, C: 7.1_WSF, D: 3_4.2_LTW, E: 
4.2_WSF, F: 1.3_HCS.
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Petrophysical distributions in tidal facies
the petrophysical properties of the mud layers than the silt and sand components. 
From the core plug distribution we also see the effect of biased sampling. A large 
number of the observed vertical permeabilities are high and close to the sand and 
silt values even though the thickness of the sand layers are on average smaller than 
the length of the vertical core plugs. This indicates that the vertical core plugs are 
taken from the more sand-rich intervals and thereby represent a biased sample. In 
the iterative procedure that is used here, such core plugs are given less weight since 
they probably are unrepresentative. 

6.3.3 Porosity

The results from the simulation of the porosity core plugs are given in figure 6.5 
and table 6.9. The t-and F-test indicates that the simulated core plugs are statisti-
cally similar to the core plug distribution in all the facies except for subfacies LTW 
(6.9 D). 

The arithmetic average of the three (or two) components are, in all facies, close to 
the observed and simulated core plug distributions. This indicates that an additive 
property like porosity can be well estimated with a simple arithmetic average of the 
input distributions. The low, constant value of the mud porosity gives however a 
very low variance in the mud-rich models (A, D and E). The variance of the input 
distributions had to be set considerably larger then the core plug distribution, mean-

Core plug SBED simulated core 
plug

F-test t-test

SBED 
model

N A.Avg 
(ln)

Var 
(ln)

N A.Avg 
(ln)

Var 
(ln)

P P

7.2_WB 4 -1.37 6.62 171 -3.93 0.13 4.3E-23 0.14

7.1_WSF 7 3.16 11.8 171 4.05 1.70 1.3E-06 0.52

7.1_PPL 3 5.60 0.02 171 5.47 0.006 0.042 0.25

LTW 15 -1.98 2.07 171 -3.93 0.15 9.2E-22 1.3E-
4

4.2_WSF 2 3.25 1.36 171 -1.64 9.7 0.30 0.11

HCS 8 1.30 3.25 171 2.43 0.18 3.4E-18 0.12
TABLE 6.8  Descriptive statistics and results from F and t-test comparing vertical 
permeability for core plugs from the different subfacies with the simulated core 
plugs for the same subfacies. Bold values indicate that the two data sets are 
statistically similar (larger or equal to 0.05).
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ing that a large fraction of the variability in porosity at the lamina scale is removed 
at the core plug scale. 

FIGURE 6.5 Porosity (frac.). A: 7.2_WB, B: 7.1_PPL, C: 7.1_WSF, D: 3_4.2_LTW, 
E: 4.2_WSF, F: 1.3_HCS. See text for discussion.
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6.4 Discussion

The primary aim of this chapter was to obtain a set of input parameters describing 
the petrophysical properties of the subfacies in the interval hence giving a realistic 
as possible representation of the near wellbore region in the selected interval. Core 
plugs were the only direct source of porosity and permeability. Since these repre-
sent an average of several lithological components, an iterative procedure was used 
to find the distributions for the individual components. More core plugs from the 
same interval in nearby wells would give a better basis for finding the lamina scale 
petrophysical properties. The intention of this chapter was however not to produce 
a set of input parameters valid for the whole field, but to develop a general method 
applicable for using core plugs as input to a near wellbore model and to test the 
method on the available data set.

Although there were few core plugs from each subfacies, and the N0-rule generally 
indicate that permeability is under-sampled, it is assumed that the method can be 
used in general were core plugs are the primary source of petrophysical properties. 
It should be clear that probe data are favorable since they measure at a scale that 
approaches the lamina scale. Such measurements give however not porosity, and 
the method used by Flølo et al. (2000) where the porosity-permeability relationship 

Core plug SBED simulated core 
plug

F-test t-test

SBED 
model

N A.Avg 
(ln)

Var 
(ln)

N A.Avg 
(ln)

Var 
(ln)

P P

7.2_WB 7 0.17 0.002 171 0.15 0.001 0.31 0.22

7.1_WSF 8 0.304 0.002 171 0.32 0.002 0.33 0.34

7.1_PPL 3 0.34 4E-5 171 0.34 5.4E-5 0.53 0.79

LTW 18 0.17 0.001 171 0.15 0.002 0.03 0.02

4.2_WSF 2 0.28 3E-4 171 0.25 0.003 0.24 0.31

HCS 9 0.24 0.005 171 0.25 0.004 0.28 0.64
TABLE 6.9  Descriptive statistics and results from F and t-test comparing 
porosity for core plugs from the different subfacies with the simulated core 
plugs for the same subfacies.  Bold values indicate that the two data sets are 
statistically similar (larger or equal to 0.05).
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derived at the core plug scale is used to calculate a mini-porosity can be difficult to 
apply here due the biased sampling and sub-core plug heterogeneities. 

For horizontal permeability there were a possible relation between the input distri-
bution, the core plug distribution and the bedding geometry and the presence of 
higher than average permeability lamina is used as a possible explanation. Such 
laminae have been reported by Atkins and Bride (1992), Bryant et al. (1993) and 
Robertson and Caudle (1971). These studies found that larger pore throats often 
exists in adjacent pairs and that they are not distributed randomly. Such an organi-
zations of pore throats will then give lamina that can influence the flow properties 
significantly on the larger scale. From a geostatistical point of view, Isaaks and 
Srivastava (1989) showed that the degree of spatial continuity of the parameter of 
interest affected the averaging process. The effect of support on the averaging vol-
ume was greatest in un-correlated (homogeneous) data, while correlated (heteroge-
neous) data sets will be dominated by the extreme values. In SBED, a 2D 
variogram with a range on the order of 5 cm have been used to simulate a correla-
tion structure in permeability and porosity. As the results above indicate, when the 
sand part of the core plug dominates the flow, the core plug distribution is located 
in the upper, higher permeability tail of the input distribution. In these low mud 
content facies, the mud layers have a small influence on the horizontal permeabil-
ity. This influence will be further explored and discussed in section 8.3.3 and 8.4.

Vertical permeability in tidal deposits is more affected by the mud layers and their 
properties. The biased sampling along with the low and constant mud permeability 
that has been used, made a less good match between the simulated core plugs and 
the observed core plugs. An additional source to the mis-match is that permeability 
not always follows a perfect log-normal distribution as noted by Tidewell and Wil-
son (2000). At present only normal or log-normal distribution can be used as input 
to SBED. 

There was in general a better match between the simulated core plug porosity and 
the observed core plug porosity. In contrast to permeability, that has to be matched 
in two directions (vertical and horizontal), the scalar porosity is easier to adjust. 
The weakness is obviously that the solution is not unique. The same upscaled 
results can be obtained by simultaneously changing the three (two) input distribu-
tions. 

There are several subfacies described in chapter 5 that were not sampled with core 
plugs. These units are assumed to have the same petrophysical properties at the 
lamina scale as nearby subfacies. For example 7.2_LTW is assumed to have the 
same porosity and permeability distribution as 7.2_WB. The facies without core 
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plugs are volumetric less important than the subfacies that are modelled here, but 
they can still affect the near wellbore petrophysical properties. Further sampling, 
preferably with probe permeameter, must be done to assess the true lamina petro-
physical properties of these subfacies. 

The algorithm used to calculate the effective permeability (see chapter 4) produces 
only the diagonal elements of the permeability tensor. This means that an induced 
cross-flow is not satisfactorily taken into account. Pickup et al. (1994, 1995) have 
studied the amount of cross-flow in cross-laminated sedimentary structures. When 
the cross-terms are larger than 10%, a full tensor representation of permeability is 
needed. In cases where the angle of the lamina is small, the contrast between the 
lamina is low or the permeability of the bottomset laminae is low, cross-flow was 
found to be small and only the diagonal elements was needed. Further, in symmetri-
cal bedforms, as the hummocky cross-stratification can be, no cross-terms are 
needed. In the tide-influenced subfacies studied here, the mean contrast between 
the sand and silt lamina (the cross-laminated components), varies from 0.1 in 
7.1_PPL, 0.18 in 7.2_WB and between 0.3 and 0.37 for the remaining models (see 
Appendix A.2 for the petrophysical input parameters). According to Pickup et al. 
(1995), a contrast below 0.4 between the low and high permeability laminae give 
significantly (> 10%) cross-flow. Hence, some cross-flow is expected in the struc-
tures modelled here and an alternative algorithm with periodic boundary conditions 
(Durlofsky, 1991; Pickup et al., 1992) should be used. However, Ringrose et al. 
(1999) found that the amount of cross-flow was scale dependent. In a model with 
several ripple laminated sets (bed set), the off-diagonal terms were negligible since, 
at that scale, the flow pattern was dominated by the geometry of the laminasets and 
not the internal lamina structure.

As a final comment, the results from this chapter verifies that the geometrical and 
petrophysical near wellbore model created of the interval is relatively realistic and 
that it captures the main heterogeneities affecting the petrophysical properties. The 
models can thus be regarded as representative for some of the lithofacies encoun-
tered in the lower part of the Tilje Formation in the Heidrun field. This near well-
bore model will be used in chapter 9 to forward model porosity and permeability at 
various sample volumes giving a mean for comparison with the currently used esti-
mators.
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CHAPTER 7 Petrophysical variation and sample 
support
It was discussed in section 2.1 that calculation of permeability at the pore scale is 
challenging due to the complex pore geometry. A common approach is instead to 
evaluate the porous media in a statistical sense. Fundamental to this approach, the 
continuum approach, is to determine how much of the rock volume that needs to be 
statistically averaged to give a representative value. This chapter will evaluate 
numerically how the dispersion of porosity and permeability varies as a function of 
sample support. Moreover, focus will be on the influence of spatial distribution and 
correlations of the sedimentological components (connectivity of sand and shale). 
Evaluation of the petrophysical influence of contrasting lamina will be explored in 
chapter 8. The results will be used in chapter 9 to give a better and more accurate 
estimate of the kv/kh ratio in the selected interval. 

Since the studied interval contains only some of the possible tidal bedding types 
that can be encountered in a reservoir and since it is of interest to evaluate petro-
physical variability with sample support from a general point of view, published 
flume tank studies are used to create a range of realistic tidal bedding models. 

7.1 The continuum approach and representative elementary volume

The continuum approach has been described qualitatively in section 2.1. Essential 
to the concept of a continuum is the notation of a Representative Elementary Vol-
ume (REV). Bear (1972) was one of the first to thoroughly discuss the REV con-
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cept. Following the arguments of Bear (1972), a REV can be defined as follows: a 
mathematical point P is situated in a porous medium. A volume  much larger 
than the pores or grains has P as a centroid. For this volume the ratio

[7-1]

can be determined where  is the volume of pore space within . By gradu-

ally decreasing  around P ( ) a sequence of values 

 may be obtained. A schematic graph of the relationship 

between  and  is showed in figure 7.1. In an inhomogeneous medium,  

may undergo gradual changes as  decreases. Below a certain value of  these 

fluctuations are reduced leaving a near constant value of . Further reducing  

will lead to large fluctuations in  and as  converges on the mathematical 

point P,  will either take the value zero or one depending on whether P is inside a 
pore or a solid grain. Bear (1972) then defined the volumetric porosity as the limit 
of the ratio  as : 

. [7-2]

For volumes below  the individual pores must be considered and no single 

value can represent the porosity at P. Bear (1972) defined the volume  as the 
Representative Elementary Volume (REV) of the mathematical point P. Such a vol-
ume is characterized by the property that adding or subtracting a small number of 
pores will not change the porosity value. Stated qualitatively, a REV, if it exists, 
must be much smaller than the entire flow domain since it should represent the 
property at P, and it should include a sufficient number of pores to permit a mean-
ingful statistical average. By introduction of the REV concept, the actual porous 
medium is replaced by a fictitious continuum representing the property at the point 
P.

In an inhomogeneous medium, an upper limit of REV, in this case for porosity, can 
be defined with a characteristic length L 
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[7-3]

that in cartesian coordinates becomes

[7-4]

which indicate the rate at with changes in porosity take place. The volume  
then serves as the upper limit of the range from which we may choose the REV for 
porosity. The lower limit is given by . 

The upper and lower limits are closely related to the geostatistical terms local 
homogeneity and local stationarity (Anguy et al. 1994). Homogeneity is defined 
qualitative as a characteristic denoting that physical properties between elemental 
volumes of a material have the same value regardless of their locations (Olea, 
1991). Local homogeneity is attained at that scale where the local fabric or micro-
structure is either random or quasi-periodic. This is the same as the condition where 
a measured property is relatively insensitive to small changes in volume or loca-
tion. Local stationarity occurs when two or more mutually adjacent, locally homo-
geneous samples yield similar value of the property of interest. Strict stationarity 
requires that all the moments of the spatial distribution function are invariant under 

FIGURE 7.1 Schematic REV graph with the characteristic lengths defining the size 
of the REV. Modified from Bear (1972). 
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translation (Journel and Huijbregts, 1978, p. 32). Usually only a condition of weak 
stationarity is required where the first two moments are invariant. That is, that the 
mean is constant and that the variance between two samples is only are dependent 
on the distance between them. As pointed out by Anguy et al. (1994), without local 
(weak) stationarity the physical property of the sample has little bearing on the 
properties of the large volume of the porous medium. In fact, they define a lamina 
or bed as an interval in which local stationarity exists. It should be clear from this 
discussion, that a representative petrophysical value should be measured at a vol-
ume that is locally homogeneous and locally stationary. The volume of a measure-
ment is termed the sample support volume (section 2.3.3) and ideally this should be 
coincident with the REV. 

The same line of arguments can be made for other properties of the porous media 
(e.g. permeability) and Bear and Braester (1972) were one of the first to note that 
the REV can be different for different petrophysical properties. If different proper-
ties have different REV, then a common volume, if it exists, should be chosen as a 
representative volume. 

Bear (1972) focused mainly on the pore scale REV: how many pores and grains 
must be sampled to obtain a representative value at point P. In a natural sedimen-
tary depositional system, it can be assumed that there exist several REV’s related to 
the different scales (section 2.3.3 and 3.2). Norris and Lewis (1991) introduced the 
notation of “scale n REV” to extend the concept beyond the pore scale. The pore 
level REVn=1 will then be at the pore to the lamina scale. This chapter will focus on 
the lamina to bed scale REVn=2 (dm-m scale). Figure 7.2 shows conceptually how a 
nested structure of scales can give different REV’s. In the following, the n=2 nota-
tion is implied and not explicitly written. 

Another way of illustrating the variance reduction with volume is with the additive 
relation of Krige (e.g. Armstrong, 1998): 

[7-5]

where . This means that the variance of v within V´ is equal to the vari-
ance of v within V plus the variance of V within V´. Although a simple relation 
much used in the mining industry, it only applies to properties that can be averaged 
arithmetically (Isaaks and Srivastava, 1989). Hence, variance reduction of perme-
ability can not in general be estimated with this relation, but Dubrule and Haldorsen 
(1986) gave an approximation to equation 7-5 using a logarithmic transformation of 
permeability.
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The REV concept has been discussed in relation to calculation of effective petro-
physical properties in reservoir evaluation in many publications (e.g. Hassanizadeh 
and Gray, 1983; Haldorsen, 1986; Hurst, 1993; Nottinger, 1994). The operational 
significance of the continuum hypothesis has been reviewed by Bavey and Sposito 
(1984) who concluded that the REV concept was unnecessarily restrictive and that 
the application was difficult since experimental verification was challenging.

Experimental evaluation of the existence and size of the REV has been limited. 
Tidwell and Wilson (2000) and Corbett et al. (1999) have used a multi support 
probe (MSP) permeameter to investigate the pore scale REV. The first paper used a 
cross-stratified sandstone and found that the variance decreased with increasing 
sample support (increasing inner tip radius). Corbett et al. (1999) used both a 
homogeneous sandstone sample and heterogeneous carbonate samples. They found 
that in the homogeneous case the traditional averaging techniques (of the probe 
data) matched the larger scale measurements (Hassler cell), while for the anisotro-
pic sample the harmonic and arithmetic averages match the perpendicular and par-
allel permeabilities, respectively, adequately. They questioned however if the MSP 
gave sufficient sample support in the carbonate samples. Although not directly 
addressing the REV concept, Henriette et al. (1989) divided a sandstone and a lime-

FIGURE 7.2 A conceptual sketch of different possible scales (n=1,2,3) of REV 
related to sedimentological heterogeneities. Also indicated are the approximate 
measurement volumes of some well data types. MP = mini-permeameter, CP = core 
plug and WL = wireline log measurement.
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stone block (15*15*150 cm) successively into smaller samples measuring the per-
meability at each step both by flooding and numerically. Different averaging 
schemes were tried to upscale the smallest samples to the full block sample. The 
arithmetic average was found to give the best estimate in all cases. Jackson et al. 
(1999; 2003) divided two heterolithic rock cubes (~17000 cm3) with different sand 
fractions (0.93 and 0.445) with a serial sectioning technique and reconstructed the 
architecture of the samples. The effective permeability was then calculated numeri-
cally at different sample volumes. The REV concept was to some extent validated 
and they reported that the core plugs represented a volume considerably below the 
REV. The error introduced by using different averages (arithmetic, geometric and 
harmonic) of the core plug data were evaluated and they found that the error was 
negligible for horizontal permeability but that it could be significant for vertical 
permeability. Norris and Lewis (1991) investigated tidal heterolithic facies in 2D 
where they digitized a photo into binary values (sand and mud) and calculated the 
effective permeability with a renormalization technique. Consequently, they exam-
ined the two-dimensional sand (or mud) connectivity. The representative elemen-
tary area (REA) was found to be equally large (around 20000 cm2) for both vertical 
and horizontal permeability and for different fractions of mud (bedding types). The 
representative value was argued to be independent of location by observing that 
expansion of the averaging area with different starting points approached the same 
permeability value. They did not take into consideration that these areas eventually 
became overlapping (see discussion below).

The concept and existence of a REV at the bedding scale might seem intuitive and 
obvious. The references cited above have given some indications that there exists 
such a volume for different lithofacies. However, numerical experiments on a range 
of heterogeneous systems in three-dimensions have not been reported. The study 
presented here involving multiple simulations of heterolithic tidal deposits thus 
provides a new insight into REV.

7.2 Method

A range of flume-tank constrained numerical tidal bedding models were made and 
then upscaled to different support volumes. This will then form a basis for evalua-
tion of how porosity and permeability varies as a function of sample support and to 
the discussion of the REV and scaling issues in complex, heterolithic tidal facies.
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7.2.1 Flume tank constrained models

Relations between planform morphology, cross-section geometry and flow charac-
teristics have been discussed in section 2.2.2.2. Baas (1994) studied the develop-
ment of ripple morphology under unidirectional flow using flume tank 
experiments. He found that ripples approached an equilibrium size and shape with 
either increasing current velocity or depositional time. Given enough time, all rip-
ples will evolve into an equilibrium size (height and wavelength) with linguoid 
planform, but increasing current velocity reduces the time before equilibrium is 
reached. Figure 7.3 shows the development of ripple wavelength and amplitude for 
a given grain size (0.095 mm) and current velocity (0.7 m/s) as a function of time, 
while figure 7.4 shows the evolution of the plan form morphology.

In depositional environments where tidal currents are present, the current velocity 
is typical unsteady with a cyclic variation related to the flood and ebb periods (sec-
tion 3.2). Based on flume tank experiments, Oost and Baas (1994) observed that the 
ripple size and plan shape were related to the length and strength of the current. 
Figure 7.5 shows the flow velocity curves they used. Run T3 produced non-equilib-
rium ripples while run T1 created equilibrium ripples.

FIGURE 7.3 Experimental flume-tank data of the bedform amplitude and wavelength 
as a function of time. From Baas (1994)
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FIGURE 7.4 Development of plan form morphology as a function of time. From Baas 
(1994).

FIGURE 7.5 A figure from Oost and Baas (1994) showing the velocity variation in 
the flume-tank resembling one tidal period (flood or ebb current). Compare this 
with figure 3.4.
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The results from Baas (1994) and Oost and Baas (1994) are used with some 
assumptions to create a set of bedding models that range from mud-rich lenticular 
bedding to sand-rich flaser bedding. 

The following assumptions are used: 

 1)  It is the depositional time above the entrainment threshold that controls the 
amount of sand deposited with respect to mud. This means that the bedding type 
is assumed to be related to the area between the different runs in figure 7.5 and 
the threshold velocity (Allen, 1985) (see also section 3.2). 

2)  Current velocity is proportional to flow strength (see discussion in section 
2.2.2.1). 

3)   Increased flow strength does not increase erosion (out of the system) of sand 
significantly. This means that increasing the current velocity from below T3 to 
just above T1 in figure 7.5 will only increase the amount of sand deposited and 
the morphology and size of the deposited ripple. 

4)  Current velocity (and flow strength) are always in the lower flow regime. 

Based on these assumptions, the following arguments are used to suggest that the 
time-axis in figure 7.3 and 7.4 can be replaced with increasing sand fraction. The 
amount of sand with respect to mud deposited in one cycle (flood or ebb period) is 
related to the area between the flow velocity curve and the entrainment threshold. 
Significant amounts of mud are only deposited from suspension at velocities below 
the entrainment velocity for sand grains (see also figure 3.4). A hypothetical curve 
below T3 will give a short period with sand deposition and consequently a longer 
period with mud deposition. Curves at or above T1 will then give a more sand rich 
deposit where only a short time period was available for deposition of mud. The 
bedform wavelength and amplitude produced for velocity curves around T3 and 
lower are in non-equilibrium due to shorter depositional time (figure 7.3).

The input parameters describing the bedform shape (mainly bedform wavelength 
and bedform amplitude) should then be related to the bedding type: the more sand 
rich deposit, the more close to the equilibrium state the ripples become. The input 
parameters for bedform wavelength (figure 7.6) and amplitude (figure 7.7) can then 
be expressed as a function of sand fraction (pseudo-time variable). The solid line 
and the error bars in these figures denote the mean and one standard deviation on 
the input parameter respectively. The standard deviation specifies the stochastic 
variability that gives different realizations of the model. The numerical input 
parameters are given in Appendix A.3. The overall shape of these two curves 
resembles the curves in figure 7.3, but the time axis is replaced with a sand fraction 
axis. The equilibrium wavelength and amplitude of the simulated ripples are here 
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chosen to be 20 and 0.2 respectively. The absolute values are not to be compared 
with the numerical values in figure 7.3, since the input values in SBED are dimen-
sionless and only related to the number of cells in the model. The important aspect 
is thus the evolution of the mean and the variance with increasing sand fraction. 
However, these values will, together with the model-size, control correlation 
lengths of the individual components (sand and mud), as will be discussed below.

FIGURE 7.6 The bedding model input parameter describing the bedform 
wavelength. The solid line is the mean value and the error bars denote one 
standard deviation.

FIGURE 7.7 The bedding model input parameter describing the bedform amplitude. 
The solid line is the mean value and the error bars denote one standard deviation.
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The planform shape of the bedforms in SBED is mainly simulated with a wave-
length and an amplitude of the ripple crest (section 4.2.2). According to the argu-
ments above, ripples deposited in mud rich deposits (lenticular bedding) will be 
straighter than ripples deposited in a flaser bedding (since the latter ripples have 
been deposited during longer time and hence are closer to equilibrium shape). It is 
currently not possible to explicitly model linguoid planforms and consequently, an 
equilibrium planform shape is here simulated to be a sinuous crest with wavelength 
equal to 20 and amplitude equal to 5. Straighter ripples will then have a lower 
amplitude and longer wavelength. These input parameters are plotted as a function 
of sand fraction in figure 7.8 and can be compared to figure 7.4.

The simulated sand fraction is controlled by the depositional rate and length of both 
sand and mud (chapter 4). The input depositional rate and length for the two com-
ponents are given in figure 7.9 and 7.10. Some adjustments from linearity had to be 
made due to numerical limitations in the program. Using these input curves, sand 
fraction specific, realistic bedding models can easily be generated. Thus we have 
selected mean and variance input parameters in such a way as to mimic as closely 
as possible the observed geometries of flume tank experiments performed by Baas 
(1994) and Oost and Baas (1994).

FIGURE 7.8 The bedding model input parameters controlling the planform shape of 
the ripples. The solid lines are the mean values and the error bars denote one 
standard deviation of the input parameters.
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FIGURE 7.9 The bedding model input depositional rate for sand and mud for the 
different sand fraction templates. The solid lines are the mean values and the error 
bars denote one standard deviation of the input parameters.

FIGURE 7.10 The bedding model input parameters describing the depositional 
length for sand and mud for the different templates. The solid lines are the mean 
values and the error bars denote one standard deviation of the input parameters.
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Some of the assumptions regarding the use of the empirically observed data were 
outlined above. In addition, there are some limitations to this parameter set. 

1)  The curves found by Baas (1994) were valid for a specific grain size class (mean 
of 0.095 mm). It can, however, be assumed that the grain size in sand rich sedi-
ments are more coarse grained than in the mud rich deposits due to higher depo-
sitional energy in the former. This effect is not simulated in these bedding 
models but can to some extent be included in the petrophysical parameters (e.g. 
higher permeability for coarse-grained facies). 

2)  There is no simulated relation between the angle and shape of the lee side lam-
ina and the current speed as discussed in section 2.2.2.3. However, as shown is 
chapter 4, these parameters will not have a large influence on the sand/mud con-
nectivity. 

3)  Some adjustments to the depositional rate and length from linearity had to be 
made. This was particularly the case in the high mud fraction models since the 
numerical code tends to give long and continuous lamina even at a small deposi-
tional rate and length. The connectivity of the sand lenses would consequently 
have been too high if the adjustments not had been done. However, it was not 
possible to reduce the connectivity perpendicular to the depositional direction 
(y-direction) due to the straightness of the ripple crest (i.e. splitting and re-join-
ing of crests is not simulated). As a result, only the component parallel deposi-
tional direction is used in the following flow simulation analysis (x-direction).

In this chapter, twelve models representing a range of bedding types are used to 
evaluate the variation in porosity and permeability with sample volume. It is 
assumed that the petrophysical variance and spatial correlation structure will influ-
ence this relationship. Of more fundamental interest is to see the effect of the bed-
ding type. To isolate the effect of sand and mud connectivity, the petrophysical 
properties are set to constant values. Further, the petrophysical contrast between the 
two sand components (contrasting lamina) is set to one. In chapter 8, the effect of 
changing the contrast between these laminae and the effect of varying the petro-
physical properties of the mud component will be evaluated. Here, the sand poros-
ity is set to 0.25 and the mud porosity is set to 0.05. The permeability of the sand 
and mud are 100 mD and 0.01 mD. The permeability contrast is thus 104.

7.2.2 Serial upscaling of sub-grids

The sub-grid function (section 4.4.4) was used to create progressively larger sam-
ples of the same realization. The smallest number of cells used was 23 which corre-
sponds to 8 cm3 with the chosen units. A smaller cube was not possible to upscale 
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due to numerical limitations. The largest cube was 303 cm3 and consists of 0.6-
1.4*106 irregular cells. Ideally, the largest cube should have somewhat larger 
dimensions (see discussion in 7.4), but the size used was a compromise since larger 
grids are both time consuming to upscale and require large disc-space.

The subgrid size was increased in a cubic series (figure 7.11) to allow an even 
increment in the x, y and z direction. This ensures that the variability in each direc-
tion is captured in each volume step. 

 

No dependency was observed on the evolution of the upscaled values as a function 
of sample volume with the location of the centre point of the increasing cube. Fig-
ure 7.12 shows the result of five different starting points (denoted by the x, y and z 
coordinates of the centre point) in the same realization of a model with 20% mud 
fraction. The CV of the measured properties at each sub-grid volume is calculated 
for vertical and horizontal permeability, as well as the standard deviation for poros-
ity. It is assumed that the other models behave in a similar manner. This figure will 
be further discussed in section 7.4.

FIGURE 7.11 Graph showing how the sample volume is increased in a cubic series. 
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.

FIGURE 7.12 Figure showing the same realization (seed no.: 105489792) evaluated 
as a function of sub-grid size: Porosity (top), kx (center) and kz (base). The center-
point of the expansion is however varied (given by the x, y and z coordinates in the 
figure). The dashed line is the CV of the different starting-points. There appears to 
be no relation between the starting-point and the degree of variability.
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7.3 Results: Petrophysical properties as a function of sample support

Ten realizations of the 12 bedding models were made each with 29 subgrids which 
give 3480 subgrids in total. Each of these sub samples were upscaled numerically 
with the built-in algorithm giving single-phase permeability in x, y and z-direction. 
The seed numbers are given in Appendix A.4. The results are shown graphically in 
section 7.3.1 to 7.3.3. 

The aim in performing these experiments was to see if the variability in porosity 
and permeability changes with sample support. Each realization will thus express 
the variability as a function of sample volume and can be compared with figure 7.1. 
The ten realizations will approach an expression of the variability of a particular 
bedding type (i.e. sand or mud fraction). The coefficient of variation (CV) is used to 
describe the variability at a particular sample volume between the ten realizations. 
For permeability (horizontal and vertical) the CV is plotted as a function of sample 
support and the 0.5 level (upper limit for effectively homogeneous media) is indi-
cated. It is then assumed that when the CV remains in the homogeneous range, a 
representative effective property is calculated and that the corresponding sample 
volume approximates a Representative Elementary Volume (REV). This assump-
tion will be further discussed in section 7.4. Since porosity for sand and mud is set 
to a constant value, these curves follow the same trend as the sand fraction curves. 
The standard deviation for porosity is used as a measure on the variability at each 
sample support and different limits can be used to assign a volume were the mea-
sured bulk porosity is locally homogeneous and where the corresponding sample 
volume approximates a REV (see figure 7.33 and 7.34).

7.3.1 Vertical permeability

Figures 7.13 to 7.16 show the variability in vertical permeability (kv) for different 
bedding types (defined by sand fractions) in relation to sample volume. The solid 
lines represent the individual realizations while the dashed line represents the CV 
curve calculated from these realizations. In general, for all the bedding types, there 
is variability between the realizations for small sample volumes. This is indicative 
that local homogeneity is not achieved and this is reflected in the CV which in gen-
eral are higher in this region. At larger sample volumes, the variability between the 
realizations is minimized and the CV decreases and eventually remains in the 
homogeneous region. Vertical permeability is then less sensitive to small variations 
in sample volume and, in terms of the continuum theory, a (locally) homogeneous 
value is approached. Occasionally a low value of CV can be observed at several 
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smaller volumes, but only the volume where the CV remains below 0.5 for larger 
samples is relevant here. 

The CV curves from the 12 bedding models are plotted together in figure 7.17. 
There appears to be a relationship between the size of a locally homogeneous value 
and the bedding type. For low mud fraction models (mud fraction below approxi-
mately 0.35) there is a steady increase in this volume. Bedding types with higher 
mud fractions are nearly always in the homogeneous range which means that only 
small sample volumes are necessary in order to capture a representative amount of 
heterogeneity affecting the vertical permeability. The (volume) point where the CV 
curve remains in the homogeneous region is plotted against the sand fraction of the 
models in figure 7.18. It is proposed here that there is a relationship between the 
size of this locally homogeneous sample and the correlation length of the mud lay-
ers in the x and y directions. This can conceptually be expressed as

[7-6]

where λx,mud and λy,mud are the correlation lengths of mud in x and y direction and 
Dx and Dy are the model dimensions in those directions.  is a dimensionless 

correlation coefficient. When  and  then a continuous mud 

layer percolates through the model and the vertical permeability is drastically 
reduced. The trend seen in figure 7.18 is then a result of the increasing dimension-
less correlation lengths in x and y direction. Above approximately 35% mud con-
tent, the variability is reduced significantly since some mud layers percolate the 
model and in order to capture the vertical variability only one sand and one mud 
layer have to be sampled. As a result the volume where a locally homogeneous 
value is obtained is significantly lower.

This finding will be discussed in section 7.4 after the results of horizontal perme-
ability and porosity are presented.

VCV 0,5 kv,< f λx mud, Dx⁄ λy mud, Dy⁄( , )∼

λ D⁄

λx mud,
Dx

---------------- 1≥
λy mud,

Dy
---------------- 1≥
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FIGURE 7.13 Variation of vertical permeability with sample volume. A) Sand 
fraction =0.90, B) Sand fraction = 0.80 and C) Sand fraction = 0.75.
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FIGURE 7.14 Variation of vertical permeability with sample volume. A) Sand 
fraction =0.70, B) Sand fraction = 0.65 and C) Sand fraction = 0.60.
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FIGURE 7.15 Variation of vertical permeability with sample volume. A) Sand 
fraction =0.50, B) Sand fraction = 0.40 and C) Sand fraction = 0.30.
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FIGURE 7.16 Variation of vertical permeability with sample volume. A) Sand 
fraction =0.20, B) Sand fraction = 0.15 and C) Sand fraction = 0.10.
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FIGURE 7.17 All the CV -curves for vertical permeability (kz). Based on figure 7.13 
to 7.16
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7.3.2 Horizontal Permeability

While the size of a locally homogeneous sample for vertical permeability was 
dependent on the correlation length of the mud layers (in x and y-direction), the 
sand continuity is intuitively more important for horizontal permeability. Sedimen-
tologically, the continuity perpendicular to the bedform migration direction (y-
direction in the simulated models) is higher then parallel to it (x-direction in the 
simulated models). In addition, as discussed above, the code cannot for example  
simulate splitting or rejoining along the crest, which gives a higher then expected 
connectivity in the y-direction. To explore the percolating behaviour of the simu-
lated sand lamina-sets, only the effective permeability in the x-direction (kx) is con-
sidered below. As for vertical permeability, the evolution of kx with sample volume 
is studied. Figures 7.19 to 7.22 show the results for each sand fraction model (i.e. 
bedding types). The solid line in each plot represents one realization, and the 
dashed line is the CV curve based on these ten realizations. Figure 7.23 shows all 
the CV curves for horizontal permeability and figure 7.24 the point where the CV 

FIGURE 7.18 Experimental result of size of locally homogeneous sample for 
different sand fractions (bedding types). The data is based on figure 7.17. Note that 
there is a trend in the high sand fraction region (sand fraction > 0.75) that drops  to 
zero below a critical sand fraction (percolating threshold of a mud laminaset).
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curve remains in the homogeneous region similar to figure 7.18. Although the trend 
is less clear than for vertical permeability, there appears to be a relationship 
between the size of the sample that is locally homogeneous and the bedding type. 
At low and intermediate mud fractions, low CV values are obtained at small sample 
volumes. At higher mud fractions, where the sand lenses starts to disconnect in the 
plane, larger CV values are calculated. This can again be expressed conceptually in 
terms of the correlation lengths of the conducting (sand) component. 

[7-7]

where λx,sand and λy,sand are the correlation lengths of sand in x and y direction and 

Dx and Dy are the model dimensions in those directions. When  and 

 then a sand layer (plane) percolates through the model and the horizon-

tal permeability is increased significantly.

Alternatively, since the horizontal permeability has two components (kx and ky), 
the locally homogeneous sample volume may be expressed as a function of the mud 
correlation length:

 [7-8]

in the x-direction and

[7-9]

in the y-direction. 

These results will be discussed in more depth in section 7.4.

VCV 0,5 kx,< f λx sand, Dx⁄ λy sand, Dy⁄( , )∼

λx sand,
Dx

----------------- 1≥

λy sand,
Dy

----------------- 1≥

VCV 0,5 kx,< f λy mud, Dy⁄ λz mud, Dz⁄( , )∼

VCV 0,5 ky,< f λx mud, Dx⁄ λz mud, Dz⁄( , )∼
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FIGURE 7.19 Variation of horizontal permeability with sample volume. A) Sand 
fraction =0.90, B) Sand fraction = 0.80 and C) Sand fraction = 0.75.
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FIGURE 7.20 Variation of horizontal permeability with sample volume. A) Sand 
fraction =0.70, B) Sand fraction = 0.65 and C) Sand fraction = 0.60.
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FIGURE 7.21 Variation of horizontal permeability with sample volume. A) Sand 
fraction =0.50, B) Sand fraction = 0.40 and C) Sand fraction = 0.30.
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FIGURE 7.22 Variation of horizontal permeability with sample volume. A) Sand 
fraction =0.20, B) Sand fraction = 0.15 and C) Sand fraction = 0.10.
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FIGURE 7.23 All the CV -curves for horizontal permeability (kx). Based on figure 
7.19 to 7.22.
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7.3.3 Porosity and Sand/Mud fraction

Since each component is given a constant porosity value, the relation between 
porosity and sand fraction is linear. For completeness both the sand fraction (figure 
7.25 - 7.28) and porosity (figure 7.29 - 7.32) variability with sample volume are 
shown. If variable porosity fields were used for each laminaset more variability 
would be observed but this is not expected to be large as porosity does not typically 
vary much within laminasets.

The porosity (and sand/mud fraction) can be understood with simple mixture rules 
where their upscaled value is only dependent on the amount of each component and 
not on their distribution. The mean value for porosity decreases with increasing 
mud content (i.e. bedding model) while the standard deviation, calculated between 
the realizations, is approximately the same. As a result, the CV will not give a good 
picture of the variability in porosity with sample volume for different mud frac-
tions. The standard deviation is instead used alone. As for permeability, there is 
observed a decrease in the standard deviation with sample volume, consistent with 

FIGURE 7.24 Experimental result of size of locally homogeneous sample for 
different sand fraction (bedding types). Based on figure 7.23.
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the REV concept. There is however no observed difference between the different 
bedding models in contrast to permeability (figure 7.33 and 7.34).

. 

FIGURE 7.25 Variation of sand fraction with sample volume. A) Sand fraction = 
0.90, B) Sand fraction = 0.80 and C) Sand fraction = 0.75.
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FIGURE 7.26 Variation of sand fraction with sample volume. A) Sand fraction =0. 
70, B) Sand fraction = 0.65 and C) Sand fraction = 0.60.
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FIGURE 7.27 Variation of sand fraction with sample volume. A) Sand fraction = 
0.50, B) Sand fraction = 0.40 and C) Sand fraction = 0.30.
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FIGURE 7.28 Variation of sand fraction with sample volume. A) Sand fraction = 
0.20, B) Sand fraction = 0.15 and C) Sand fraction = 0.10.
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FIGURE 7.29 Variation of porosity with sample volume. A) Sand fraction = 0.90, B) 
Sand fraction = 0.80 and C) Sand fraction = 0.75.
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FIGURE 7.30 Variation of porosity with sample volume. A) Sand fraction = 0.70, B) 
Sand fraction = 0.65 and C) Sand fraction = 0.60.
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FIGURE 7.31 Variation of porosity with sample volume. A) Sand fraction = 0.50, B) 
Sand fraction = 0.40 and C) Sand fraction = 0.30.
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FIGURE 7.32 Variation of porosity with sample volume. A) Sand fraction = 0.20, B) 
Sand fraction = 0.15 and C) Sand fraction = 0.10.
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FIGURE 7.33 Standard deviation for porosity of the12 bedding models with 
increasing sub-grid volume. The standard deviation is based on 10 realizations. 
Based on figure 7.29 to 7.32. 

FIGURE 7.34 Variability of locally homogeneous sample in relation to cube size for 
porosity. Compare with figure 7.18 and 7.24 which shows a relation to the sand 
fraction. Two limits for determining the size of the locally homogenous sample are 
used: when the standard deviation is below 0.01 (white circles) and below 0.005 
(black circles)
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7.4 Discussion

In section 2.3.5 the difference between block permeability and effective permeabil-
ity was reviewed. Effective permeability was in contrast to block permeability 
shown to be independent of the boundary condition, and hence is an intrinsic prop-
erty of the medium. A basic requirement for an effective permeability to occur was 
that the correlation length was much smaller than the model domain. In the general 
tidal models described above, and in some of the models discussed in chapter 5, the 
scales of heterogeneity are on the same order as the model size although the petro-
physical properties for the individual components have a shorter correlation length 
(on the order of a few centimeters; see chapter 6). Figure 7.35 shows some exam-
ples of the tidal bedding models used here. It is clear that the correlation length of 
the mud layers varies and that, at some point, approaches (figure 7.35 C) and 
becomes larger (figure 7.35 D) than the model size. The numerical upscaling 
method used in this work, a sealed sided pressure solver, can produce non-unique 
results (i.e. depending of the boundary conditions applied) when the scale of the 
heterogeneity approaches the model size (e.g. Gomez-Hernandez and Journel, 
1990). A periodic boundary condition would give a better estimate of the effective 
permeability (Pickup et al., 1994; Durlofsky, 1991). Also, in the case of an imper-
meable component (e.g. zero mud permeability), the pressure solver algorithm has 
been shown to give incorrect result (Begg et al. 1987). In this thesis, finite mud per-
meability has been used (in general equal to 0.01 mD, but sensitivity to this param-
eter is considered in Chapter 8) to avoid this limitation.

Assuming that the calculated permeability tensor with diagonal terms only is 
approximately correct, the main aim of this chapter is to evaluate how the disper-
sion in porosity and permeability varies with sub-grid size, to find a representative 
value at an appropriate support and to relate this to bedding type (i.e. the correlation 
lengths of the components present). 
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.

If one takes one of the realizations in the figures in the previous sections (figures 
7.13 to 7.16, figures 7.19 to 7.22 or figures 7.25 to 7.32), it is clear that there are 
fluctuations at small model volumes and that these fluctuations are minimized at 
larger model volumes. This resembles the behaviour shown in figure 7.1 and sug-
gest, based on numerical experiments, that the tidal system modelled here shows a 
behaviour corresponding to the conceptual REV sketch. The challenge then is to 
decide if a REV exists according to certain published statistical criteria and how to 
estimate this volume from the numerical data presented above. It should be remem-

FIGURE 7.35 One realization of four different bedding models with different mud 
fractions showing visually the correlation structure for the sand (light) and mud 
(dark) components and its relation to the mud fraction (bedding type). Realization 
A, B, C and D have a mud fraction of 0.07, 0.25, 0.49 and 0.78 respectively. The 
headings for the different models indicate the flow regimes and will be explained 
further below.
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bered that the models above have constant petrophysical properties for the two 
components. This means that only the geometry (i.e. the spatial distribution of the 
components) is considered. If a REV is found, then this would represent a REV for 
connectivity (i.e. a ‘geometrical REV’) and it is further assumed that this will be a 
minimum REV since including petrophysical variability most likely will increase 
the representative volume (as also shown by Norris and Lewis, 1991, for two 
dimensions).

Theoretically, homogeneity and stationarity should be present to achieve a repre-
sentative property measured at a representative elementary volume (e.g. Baveye 
and Spositio, 1984). Local homogeneity is achieved, as described in section 7.1, 
when a measured property from different elemental volumes has the same value 
regardless of location (Olea, 1991). Corbett et al. (1999) stated that an appropriate 
sample volume is considered to be the volume where the measured property is rela-
tively insensitive to small changes in volume or location and that stationarity in the 
data can be evaluated by the observation of how the mean and variance vary with 
location. Anguy et al. (1994) used a Fourier transformation (at the pore-scale) to 
show that they had attained local homogeneity and that mutually adjacent samples 
gave the same measured value which they used to argue for the presence of local 
stationarity.

By evaluating the figures above, showing the evolution of the realizations with 
increasing sub-grid size (figures 7.13 to 7.16, figures 7.19 to 7.22 or figures 7.25 to 
7.32), the following observation can be made: 

1)   The individual realizations have relatively large fluctuations at small sub-grid 
sizes and the variation is reduced as the averaging volume increases 

2)   The variance between the ten realizations is large at small sub-grid sizes and 
become small at large sample volumes.

The variability between the ten realizations was, for permeability, expressed by the 
CV. When the variation for a single realization is minimized, this corresponds to a 
locally homogeneous sample according to the criteria above. Relatively similar 
mean values between different realizations suggests that the data are ergodic 
(Davis, 1986; Jensen et al., 1997; Olea, 1991). Dagan (1990) also assumed that the 
ergodic hypothesis was satisfied when the CV was negligible. Deciding whether 
stationarity is achieved is difficult to assess especially since some authors (Journel 
and Huijbregts, 1989; Olea, 1991) state that stationarity is a property of the model 
and not the data. However, by using the criteria of Anguy et al. (1994) where local 
stationarity occurs when two or more mutually adjacent, locally homogenous sam-
ples give the same value, the procedure used in figure 7.12 could have been used. 
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Using the same realization, and evaluating the measured properties between mutu-
ally adjacent sub-grids could have addressed the presence of local stationarity. 
Unfortunately, the model sizes (figure 7.12) were too small to give locally homoge-
neous samples without having overlapping sub-grids. To achieve this, the model 
would have needed to be at least twice as large in the x, y and z direction, and pref-
erentially larger than this to give more than two adjacent, locally homogeneous 
samples. Such a large model gives too many cells to be tractable with the available 
computer. However, at the largest support, the measured porosity and permeability 
values show a small variance (both individual realizations and between realiza-
tions) which implies a locally homogeneous value according to Anguy et al. (1994) 
and an ‘appropriate’ volume according to Corbett et al. (1999). Based on this and 
by using the CV as a measure of variability between realizations, the lower limit for 
a REV has been set as the corresponding (smallest) volume were the CV between 
the realizations remains below 0.5. Obviously, since only the bedding scale hetero-
geneity is simulated here, the upper limit of the REVn=2, cannot be found (see fig-
ure 7.1 and 7.2). It should further be noted that the REV found here is valid with the 
sealed sided pressure solver, and that the numerical value of REV and the represen-
tative property may be different with other boundary conditions. It should also be 
realized that calculation and even the existence of local homogeneity and stationar-
ity on this data set is difficult especially where the heterogeneity approaches the 
scale of the model domain. 

Before discussing the relation between the size of the REV and the bedding type, a 
comment on the correlation length, its relation to the bedding type and the size of 
the model domain is needed. The effects of block-size relative to scale of heteroge-
neity have been discussed by many authors (e.g. Begg et al. 1987; Desbarats, 1987; 
Deutsch, 1989; Rubin et al., 1991). In these references, the distribution of the mud 
was random and anisotropy invoked by using different correlation lengths in the 
vertical and horizontal plane. They then studied the effect of the model size (and 
grid size) on the effective properties for increasing mud content, keeping the anisot-
ropy ratio constant. Spatially correlated mud elements are added until the specified 
target volume of mud is met. In such a system, the percolation threshold is related 
to the anisotropy ratio where higher anisotropy gives a higher horizontal percolat-
ing threshold and a lower vertical percolating threshold (Deutsch, 1989). In the 
tidal bedding models simulated here the situation is more complex. First, the mud is 
not distributed randomly but its location and shape is determined by the bedform 
morphology (e.g. wavelength and amplitude of the migrating bedforms). Second, as 
the mud content increases so does its correlation length relative to the model size. 
Figure 7.35 shows visually how the correlation length of the mud increases as the 
mud content increases for some of the simulated tidal bedding models. 
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Increasing correlation length relative to the model domain clearly suggests that the 
system exhibits a percolating behaviour. To show this clearer, the experimental, 
effective permeability data from above (3480 points), representing different sub-
grid sizes are plotted against the mud fraction (figure 7.36). It is evident from this 
figure that there is a large scatter (more than 2 orders of magnitude) in certain 
ranges, namely between 40% to 20% mud content for vertical permeability and 
above 70% mud content for horizontal permeability. This indicates that the effec-
tive permeability is dependent, to a large extent, on the averaging volume in these 
regions. As suggested with equations 7-6 and 7-7, the size of the sample volume 
needed to give a representative value is dependent on the correlation length of both 
the sand and the mud component. As the correlation length approaches the size of 
the model (without taking the complicating and limiting factors already discussed 
into account) the size of a representative volume also increases.

In figure 7.36, the results of the whole model calculations are separated out (dark 
points), and there is apparently a functional relationship between the effective per-
meability and the mud content. Different equations will be fitted to these data 
points in chapter 8, where also the effect of contrasting sand lamina will be studied.

A relation between the size of the REV, based on the CV, and mud content (bedding 
type) was shown in figure 7.18 and 7.24 for vertical and horizontal permeability 
respectively. As the mud content increases from a pure sand model, the mud layers 
increase in size and, at some mud content, they extend throughout the model. This 
will correspond to the percolation threshold for vertical permeability. Increasing the 
mud content even more will eventually give isolated sand lenses and this denotes 
the percolation threshold for horizontal permeability. Based on figure 7.36 it is thus 
argued that the percolation threshold for vertical permeability is in the range 30-
50% mud while the percolating threshold for horizontal permeability is in the range 
70-90% mud.
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Jackson et al. (2003) noted that the vertical permeability increased with sample vol-
ume while the horizontal permeability generally decreased and explained this 
observation with reference to the correlation length of the sand and the mud. At 
small sample volumes both the sand and the mud layers were likely to be continu-
ous across the sample but became more discontinuous as the volume increased. The 
results presented here support those findings. Jackson et al. (2003) studied two real 
rock blocks with different bedding types (a flaser bedded model with a sand frac-
tion of 0.93 and a lenticular to wavy bedded model with a sand fraction of 0.445). 
In this chapter, a wide range of numerical bedding types have been used. From fig-
ure 7.13 to 7.16 and 7.19 to 7.22 it is clear that the vertical permeability generally 
increases with sample volume but that this effect is largest for low mud contents 

FIGURE 7.36 Plot of all the experimental data (3480 data points) representing 
different sample volumes and different mud fractions. Note that there is a large 
scatter in some regions and that there is a functional relation between the data 
measured on the whole model (dark squares) and the mud content and that this 
relation deviates from the arithmetic and harmonic averages. A few data points fall 
outside the theoretical upper (arithmetic) and lower (harmonic) limits and this is 
because of numerical errors in the upscaling code.
229



Petrophysical variation and sample support
while horizontal permeability in general is constant at low mud fractions and 
decreases as the mud fraction increases. The argument for this behaviour is the 
same as in Jackson et al. (2003), but with a wider range of models it was possible 
here to evaluate that trend as a function of mud content.

As discussed above, calculation of an affective permeability is dependent on the 
model size and the correlation length on the heterogeneity. Generally, for applying 
an effective medium theory for estimation of effective permeability, the size of het-
erogeneity should be much smaller than the model domain (this is discussed exten-
sively in relation to the REV theory in Bear, 1972). Deutsch (1989) found that the 
block size should be at least three times longer than the shale length to filter out the 
influence of the grid size. Other, more conservative estimates have been given by 
Ababou et al. (1989) who suggest a value of 5 times the longest correlation length. 
Due to this, the estimation of an effective permeability in these highly correlated 
bedding models must be divided into different regions that require different estima-
tion method for effective permeability. The flow regimes proposed by Ringrose et 
al. (2003) are used here and the results presented above support and extend their 
results. At low mud contents, the correlation length (both horizontal and vertical) of 
the mud is in general short with respect to the model size, and the vertical perme-
ability can be estimated with an effective medium approximation. Approaching the 
volume fraction of mud for the vertical permeability percolation threshold, a perco-
lation model should be used, since the assumptions in the effective medium theory 
breaks down. At mud contents above the percolation threshold, the vertical perme-
ability seems to follow the harmonic average that is theoretically correct for flow 
perpendicular to infinite plane layers. (It should be noted that using an average is 
also an effective medium approach. There is, however, a distinction between the 
regions where the correlations lengths are smaller than the model domain and 
where the traditional averages will, in general, give a wrong estimate of the effec-
tive properties and the regions which can be treated as a layered system.) For hori-
zontal permeability, the data are less clear, but the data suggest a horizontal 
percolation threshold around 70-90% mud content and that an effective medium 
approximation can be used above this content (sand correlation length in vertical 
and horizontal direction is smaller than the model size). Above the percolation 
threshold, most of the sand layers extend through the model and horizontal perme-
ability approaches the arithmetic average although with some deviation. Figure 
7.37 shows these domains superposed on the experimental data (figure 7.18 and 
figure 7.24). The flow regimes are also indicated in figure 7.35 which shows a 
SBED model for each of the flow regimes. Both the data and the conceptual equa-
tions (equation 7-6 and 7-7), suggest that a relation exists between the size of the 
REV and the bedding type which contradicts the findings in Norris and Lewis 
(1991). Based on the data, a linear trend between the size of the REV and the mud 
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content is assumed in the range where the effective medium theory is valid. 
Approaching the percolation threshold (both vertical and horizontal), this curve 
rises asymptotically to infinity. The exact shape of these curves are not known and 
it is possible that the assumed linear parts in fact are non-linear. Above the percola-
tion threshold, the size of the REV is constant and small only related to the thick-
ness of the components. Some of the points in figure 7.37 clearly fall off this 
pattern: 1) kz for a value slightly below a mud fraction of 0.3 and 2) kx for a value 
around a mud fraction 0.9. The first case is a result of a few mud layers present that 
do not percolate (in the x-y-plane) throughout the model while the latter represents 
a few isolated sand layers shorter than the horizontal model dimension. This high-
lights the difficulty in calculation of a representative volume in this critical, perco-
lating region.

This study is the first to thoroughly address these issues experimentally in 3D for a 
range of complex, heterolithic tidal bedding models. Furthermore, these numerical 
model are closely matched to flume tank experimental data on this sedimentary sys-
tem. More experiments that include an independent analysis of the percolation 
threshold, could give more insight into this relation. The presented results, possibly 
supported by additional experiments, can then guide the development of an analyti-
cal solution. Such a solution must in any case be cross-checked with numerical 
results.

Estimation of a REV for porosity (and for the sand/mud fraction) was based on the 
standard deviation, and a decreasing trend was observed for increasing sample vol-
ume. Following the same argumentation as for permeability, the data indicate that a 
representative value is approached that corresponds to a REV for porosity. The 
selection of a lower limit for the REV based only on the standard deviation can be 
somewhat arbitrary (in contrast to the limit based on CV<0.5). In figure 7.33, two 
limits have been used: below a standard deviation of 0.01 and 0.005. Porosity and 
sand/mud content is a scalar property and only the amount and not the spatial distri-
bution of the different components are important. As a consequence, there is no 
apparent relation between bedding type and the size of the REV. In addition, a 
locally homogeneous sample is obtained at a lower sample volume compared to 
permeability. 
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The existence of a REV and the fact that this volume in general appears to be larger 
than the core plug scale (~ 10-20 cm3) gives a way to quantify the error associated 
with traditional averaging schemes and for establishing relations between data with 
different sample support (e.g. core and wireline data). From figure 7.36, a large 
scatter was observed in certain regions indicating a high dependency on the sample 
volume. In these regions, the use of values derived from small sample volumes (e.g. 

FIGURE 7.37 Conceptual sketch of the relation between the mud fraction and the 
smallest size of a locally homogeneous sample. The experimental data (black and 
white markers) are the same as in figure 7.18 and 7.24. The solid lines are based on 
these data while the dashed lines are extrapolations into regions not possible to 
simulate correctly. The three flow regimes are indicated on the top of the figure: L = 
Layered system where the traditional averaging schemes are applicable, P = close 
to the percolation threshold (Pc,v and Pc,h is the vertical and horizontal percolation 
threshold, respectively) and E = discontinuous sand or mud layers that requires an 
effective medium approach. Figure 7.35 shows visually these flow regimes.
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core plugs) will vary greatly and give a high uncertainty for estimation of an effec-
tive permeability. Evaluating figure 7.13 to 7.16 in more detail shows that the effec-
tive vertical permeability tends to increase with increasing sample volume giving a 
general underestimation if an estimate is made on a small sample volume. This is 
also clear from figure 7.36, were the representative values (dark points) deviated 
from the traditional averaging schemes. Figure 7.38 shows the ratio between the 
effective (representative) permeability values and their respective, traditional aver-
aging methods (arithmetic average for horizontal permeability and harmonic aver-
age for vertical permeability). The use of these averages carries with them an 
assumption of plane and infinite layers that are not met in the tidal bedding models 
used here. This will consequently give an underestimation of vertical permeability 
and an overestimation of horizontal permeability, but the effect is largest for kv. 

FIGURE 7.38 The ratio between simulated permeability and the traditional average 
showing a large deviation in certain regions. See also figure 7.36. Note that the 
pure sand and mud models are excluded. These models have a kv/kh ratio close to 1. 
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CHAPTER 8 Effect of petrophysical contrast on 
effective properties
8.1 Introduction

A set of conceptual tidal bedding models was used to evaluate how porosity and 
permeability varied with sample support in chapter 7. At some sample volume all 
the realizations approached a constant value. The permeability measured at such a 
volume was regarded as a representative permeability value for that particular bed-
ding type. Figure 7.36 shows that these representative values follow a trend when 
plotted against the mud fraction. The trend occurs since there is apparently a rela-
tionship between the volume fraction of mud, and the effective permeability. Calcu-
lation of effective permeability in sand/mud system has been a focus in many 
previous studies (see section 2.3). Often these studies have focused on two compo-
nents (sand and mud), possibly with anisotropic shapes, distributed randomly in 
space. Less work has been done on the estimation of effective permeability in a 
three component system. 

In this chapter, the results from section 7.3 will be extended with 10 additional real-
izations at the locally homogeneous scale (CV<0.5). These results, representing a 
two component system, can then be compared with analytical methods for calculat-
ing the effective permeability. Next, by introducing contrasting sand laminae the 
system is made more complex, and the effect of anisotropy within sand lamina are 
taken into account. Finally, the petrophysical properties of the mud layers which 
are uncertain, are tested using different mud properties. Together, these more com-
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plex cases will give a better picture of how the effective permeability is dependent 
on the bedding type and how the permeability of the components influence the 
effective properties for different mud fractions.

8.2 Method

The same flume tank constrained models developed in chapter 7 are used here. Two 
additional models are included: one with no mud (only the two sand components) 
and one with approximately 5% mud. The latter bedding model is included since 
the vertical permeability trend in the low mud fraction regions is not linear in log-
linear space.

The SBED program can simulate five different laminasets: mud, flood sand and 
ebb sand, where the latter two can have alternating lamina with contrasting petro-
physical properties (sand type 1 and sand type 2). These two lamina types are often 
present in real sedimentary deposits as finer and coarser lamina and are in part the 
reason why we can observe inclined lamination in the laminaset. They may have 
different texture and fabric (as discussed in section 2.2.1) and consequently they 
can have different petrophysical properties. These properties are not easily resolved 
with core plugs, but they can, with some assumptions, be estimated (chapter 6). To 
simulate petrophysically contrasting lamina and their effect on the effective perme-
ability and porosity, the input parameters for the two sand components were varied 
systematically (table 8.1 and table 8.2). As in chapter 7, the porosity and permeabil-
ity values are constant. Furthermore, the porosity and permeability values were 
chosen to have a nearly linear relationship in log-linear space. From these models 
(same geometrical parameters but with different porosity and permeability values) 
20 realizations were made. All the models have a model size of 30*30*300 regular 
cells which in all the cases should produce a homogenous porosity and permeability 
value (chapter 7) with the exception of kx in the very high mud content region (fig-
ure 7.23). 
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8.3 Results

The results from the two component system (sand and mud with constant perme-
ability) are first compared with published studies and the relevant parameters are 
fitted to the numerical data (section 8.3.1). Then, the effect of varying the contrast 
between the two sand components is explored in section 8.3.2. Finally, the influ-
ence of mud permeability is evaluated in the two component system (section 8.3.3). 

8.3.1 Effective permeability in a two-component system

The results from chapter 7 are extended with ten additional realizations to get a bet-
ter data set at the scale where the effective permeability (kz and kx) is homogenized. 
Figure 8.1 shows a scatter plot of the simulation results. The arithmetic and har-
monic averages are shown for comparison. Note that ky and kx diverge at high mud 

Case
Sand 

component
Silt 

component
Mud 

component

Sand-Silt contrast 1:1 100 mD 100 mD 0.01 mD

Sand-Silt contrast 1:2 100 mD 50 mD 0.01 mD

Sand-Silt contrast 1:5 100 mD 20 mD 0.01 mD

Sand-Silt contrast 1:10 100 mD 10 mD 0.01 mD

Sand-Silt contrast 1:100 100 mD 1 mD 0.01 mD
TABLE 8.1  Input permeability values used to simulate contrast between sand 
lamina

Case
Sand 

component
Silt 

component
Mud 

component

Sand-Silt contrast 1:1 0.25 0.25 0.05

Sand-Silt contrast 1:2 0.25 0.225 0.05

Sand-Silt contrast 1:5 0.25 0.2 0.05

Sand-Silt contrast 1:10 0.25 0.175 0.05

Sand-Silt contrast 1:100 0.25 0.1 0.05
TABLE 8.2  Input porosity values used to simulate contrast between sand lamina
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fractions which is a result of the higher connectivity perpendicular the depositional 
direction. It is assumed that the connectivity in the y-direction is in general higher 
in the simulated models than in reality due to limitations in the code as discussed in 
section 4.5.2. Because of this and for consistency with the results from chapter 6 
and chapter 7, only kz and kx will be used in the following analysis. A degree of 
validation of the synthetic bedding models used here is achieved by comparing the 
simulations with the effective permeabilities obtained from two outcrop samples 
(Jackson et al., 2003)

From the numerical experiments, a clear functional relation is observed. A similar 
relation is reported in many other studies, and different methods have been used to 
fit curves through such data. Below, a selection of these proposed methods will be 
applied to the data in figure 8.1. Many of the reported relations have been limited to 
the low mud content region (e.g. Deutsch, 1989; Cuthiell et al., 1991; Begg and 
King, 1985). The various studies have also used different methods in the generation 
of the permeability field, giving implications for the relation between the correla-
tions length and the mud content (see the discussion on page 227). In the following, 
an arithmetic average is taken for each bedding model giving an average mud frac-
tion that corresponds to an average effective permeability. 

FIGURE 8.1 All the simulated results for vertical (kz), and horizontal (kx and ky) 
permeability and the effective permeability values derived from two outcrop 
samples (Jackson et al., 2003).
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An often used heuristic method is to take a power average of order p to get an esti-
mate for the effective permeability (see section 2.3.5.1 and equation 2-30). A power 
average is an empirical approach and makes no reference to the equations of conti-
nuity or motion governing fluid flow at the scale of the averaged quantity. Hence, 
the use of this equation requires a set of experimental data for the estimation of the 
exponent p. Although lacking a physical basis, the method has been used in many 
studies with success. Table 8.3 gives some of these published p-values for horizon-
tal and vertical flow. Using regression analysis, equation 2-31 was fitted to the data 
in figure 8.1. A p-value of 0.65 for horizontal permeability and -0.32 for vertical 
permeability gave a R2 > 0.99, and these curves are plotted in figure 8.2. For verti-
cal permeability at intermediate mud fractions (approximately between 0.1 and 0.4) 
there appears to be a linear relation in log-linear space which is indicated with the 
stippled line in figure 8.2. Extrapolating this trend to zero mud fraction, gives a too 
low vertical permeability. Although the power average method gives a correct esti-
mate at zero mud fraction and the correlation coefficient is high, the linear trend is 
not well captured.

FIGURE 8.2 Averaged experimental data and a fitted power average using equation 
2-31. The stippled lines denote the arithmetic (upper), geometric (middle) and 
harmonic (lower) averages, respectively.
239



Effect of petrophysical contrast on effective properties
Another heuristic method was proposed by Matheron (1967) (see section 2.3.5.1 
and equation 2-29) which is a weighted average of the Wiener bounds. For a statis-
tically homogeneous and isotropic medium, the exponent, α, is only dependent on 
the space dimension and for 3D it is 2/3. This equation was fitted to the simulation 
results and the best value of α was found to be 0.66 for kz and 0.984 for kx. Figure 
8.3 shows the equation with the best exponent for the experimental data. For mud 
fractions higher than 0.1 the fit to vertical permeability is clearly poor. The estima-
tor for horizontal permeability, being very close to the arithmetic average, fits the 
data reasonably well up to a mud fraction of 0.6.

Reference Phorizontal Pvertical Comment

Cuthiell et al. 
(1991)

0.574 0.260 Digitized shale clast geometry

2 D simulations

Contrast: 1:1000

Deutsch (1989) 0.73 0.17 Indicator simulation with vary-
ing correlation lengths

3 D simulations

Contrast 1:100 000

Journel et al. (1986) 0.57 0.12 Indicator simulation with vary-
ing correlation lengths

3D simulations

Contrast 1:1 000 000

Desbarats (1992) 0.59 -0.33 Indicator simulation with vary-
ing correlation lengths

2D and 3D simulations

Contrast vary from 1:10 to 
1:000

This study 0.650 -0.324 Process oriented modelling of 
tidal bedforms

3D simulations

Contrast 1:10000
TABLE 8.3  Published power-average exponents (p-values) for different sand/
mud model systems compared with the results in this thesis.
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Dagan (1979) used a self-consistent approach (effective medium theory) to derive 
an expression for effective permeability for a medium with spherical inclusions 
(equation 2-37). Analytical methods are intuitively appealing since they are quick 
to use and do not need experiments for calibration of empirical parameters. For a 
two-component system equation 2-37 reduces to equation 2-38 which was solved 
iteratively. The result is showed in figure 8.4. The equation does not contain any 
information regarding spatial correlation structure and thus gives the same results 
for isotropic permeability fields with zero and non-zero integral ranges. Desbarats 
(1987) showed, using numerical experiments, that in a permeability field with an 
isotropic spatial covariance structure, there was a good match when the mud con-
tent was below 0.6. Figure 8.4 shows that there is a reasonable fit between kx and 
the analytical model at mud contents below 0.5. This suggests that the shape of the 
mud component, which has a more complex geometry in the models used here, is of 
minor importance with respect to kx and that an approximation to spherical inclu-
sion is justifiable. At higher mud contents, the deviation is however large, which is 
a result of the correlated structure in the simulated models giving a higher horizon-
tal continuity deviating significantly from a spherical shape. 

FIGURE 8.3  Weighted average of the Wiener bounds as proposed by Matheron 
(1967) (see equation 2-29)
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Percolation theory was, in addition to the effective medium theory, classified as a 
deterministic method (Renard and Marsily, 1997) and the basic concept was 
reviewed in section 2.3.5.2. For effective permeability, equation 2-35 can be written 
as (Kirkpatrick, 1973; Deutsch, 1989):

        [8-1]

where ks is the sand permeability, Vm and Vm,c are the mud fraction and critical 
mud fraction respectively, and c and t are coefficients to be adjusted. Note that the 
mud permeability is not a factor in this equation since it is set to zero permeability 
and that only the connectivity of the conducting component is considered. Deutsch 
(1989) did a sensitivity analysis of the parameters as a function of the anisotropy 
ratio. He suggested that the exponent t was relatively constant around 1.71 for ver-
tical flow and varying from 1.71 to 1.25 for horizontal flow. The proportionality 
constant varied from 2.6 for vertical flow to 1.2 for horizontal flow for high anisot-

FIGURE 8.4 An analytical, effective medium method published by Dagan (1979) 
describes kx reasonably well at low mud fractions.

keff ks c Vm c, Vm–( )t⋅ ⋅= Vm Vm c,<
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ropy ratios. Deutsch (1989) gave no physical interpretation of these two parameters 
which might have given a better basis for adjusting the parameters.

The percolation threshold is a defined physical constant. For infinite grid-sizes and 
some special configurations, the critical threshold can be predicted with percolation 
theory. For finite-size models, the threshold tends to be smeared out into a transi-
tion zone (King, 1990) rather than a clearly defined mud fraction. Nevertheless, 
since the critical threshold is a physical quantity, this parameter must first be estab-
lished before regression analysis is used to fit the remaining two parameters. Esti-
mation of these parameters based on the experimental data is however complicated 
because the estimate of one parameter will influence on the choice of the other. Fig-
ure 8.5 shows the best fit of equation 8-1. Although Deutsch (1989) obtained a rea-
sonable match with vertical permeability in the presence of anisotropic shales, no 
such match could be done here since kz drops too quickly at very low mud frac-
tions. The critical mud fraction for horizontal permeability is not clearly defined in 
the simulated model, in part as a result of the limitations in the code. Based on fig-
ure 7.37 a mud fraction 0.8 was chosen and a good match was found (R2>0.99) for 
a t-value of 1.30 and c-value of 1.34. These values are in agreement with the find-
ings in Deutsch (1989; his figure 9) for large anisotropy ratios. 

FIGURE 8.5 Percolation model with adjusted parameters to fit the experimental 
data. Note that only horizontal permeability is calculated with this method.
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8.3.2 Effective permeability in a three component system

The porosity and permeability values were changed as specified in table 8.1 and 
8.2. For each of the 14 bedding model types, 20 realizations were made and 
upscaled numerically. The results are shown in figure 8.6 along with the traditional 
averages.

The first thing to notice is that the percolation behaviour of the system becomes 
clearer. At low mud fractions the effective permeability is dependent on the perme-
ability contrast between the sand components. As the mud content increases, the 
connectivity aspect of the sand layers become more critical. For vertical permeabil-
ity, the effect of permeability contrast between the sand components becomes 
insignificant at around a mud fraction of 0.5. For permeability in the x-direction, 
the trend is less clear, but above mud fraction 0.8 it is difficult to separate the differ-
ent cases, indicating that the kx is less dependent on the sand permeability contrast. 
These values indicate a percolation threshold for the kz and kx. 

FIGURE 8.6 Scatter plot of effective permeability (kz=filled symbols and kx=open 
symbols) with varying permeability contrast between the sand components. Note 
that only the arithmetic, geometric and harmonic averages for the two-component 
system are shown (dotted lines). 
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In chapter 7, the onset of a percolating regime (figure 7.37) was set to a mud frac-
tion of 0.35 for vertical permeability, which is somewhat lower than the threshold 
used here. Figure 7.37 was based on the size of the REV. The fact that the percola-
tion behaviour was controlled by the majority of the mud laminasets gave an 
increasing (to infinity) REV approaching the critical mud fraction. Even though the 
majority of the mud laminasets show a percolation behaviour, there will still be 
some vertical, although tortuous, paths that give an effective permeability depend-
ing on the permeability contrast between the sand lamina. When the mud fraction is 
increased further (from 0.35 towards 0.5), there will eventually be mud layers that 
cover the xy-plane completely at one or more levels in the model giving, as 
observed in figure 8.6, an independency of the permeability contrast between the 
sand lamina. This issue will be further elaborated in section 8.4. In the following, a 
critical mud fraction is set at 0.5 for vertical permeability and to 0.8 for horizontal 
permeability.

Introducing a contrast between the sand components makes the situation both more 
realistic and more complex to handle, since an anisotropy in the sand component 
will affect the horizontal and vertical permeability differently. Beside the power 
average, there are no published methods (e.g. percolation equations or effective 
medium theories) that explicitly take into account a three-component system. 
Assuming that there are equal amounts of the two sand components each with a 
volume fraction of  the power average equation becomes:

. [8-2]

The exponent p in equation 8-2 can be adjusted to give a best match. Figure 8.7 
shows the result of using equation 8-2 on the data from figure 8.6.
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As discussed above, the power average method is easy to match with only one 
parameter, but has no relation to the physical characteristics of the system and thus 
needs experimental data to find the exponent. Ringrose et al. (2003), using similar 
numerical models, proposed a modified geometric ( ) and arithmetic mean 
( ), for vertical and horizontal permeability respectively, to take into account 
the percolation threshold. Their equation for vertical permeability was

    [8-3]

where ks
* is the sand permeability modified by a factor to account for internal sand 

laminaset anisotropy (to be discussed below). Their expression for horizontal per-
meability was

FIGURE 8.7 The result of adjusting a three-component power average to the 
experimental data. The p-values are listed in the figure. 
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    [8-4]

Their argument for using the geometric mean as a basis for vertical flow was based 
on the log-linear trend in kz for mud fractions between 0.1 and 0.5. This trend is 
also evident here in figure 8.6 for different contrast cases. Changing the contrast 
between the sand components is thus expressed with the anisotropy factor in ks

*. 
As also noted by Ringrose et al. (2003), at very low mud fractions (Vm<0.05) the 
observed kz values deviate from the linear trend. Extrapolating the linear trend to 
Vm=0 will give a too low vertical permeability for a clean (two-component) sand 
model (the dashed line in figure 8.2). The exact reason for this behaviour is not 
understood but it can partly be a numerical effect or an additional flow effect of thin 
mud lenses at low mud fraction (Ringrose et al. 2003).

In contrast to the power average method, equation 8-3 and 8-4 contains two adjust-
able parameters (implicitly assuming that  for kz and  for kx): the criti-
cal mud content and the anisotropy factor. The critical mud fraction is a clearly 
defined physical quantity while the anisotropy ratio is based on the permeability 
contrast between the sand components that can be obtained by e.g. probe per-
meameter measurements. Ringrose et al. (2003) used an arithmetic average of the 
sand components in equation 8-4 and 0.3 times the harmonic average in equation 8-
3 to fit their data set. 

Figure 8.8 shows the experimental data from figure 8.6 and the estimators defined 
in equation 8-3 and 8-4. As a first approximation, the harmonic (for kz) and arith-
metic (for kx) averages of the sand permeabilities are used as an anisotropy factor 
and the percolation threshold is set at 0.5 for kz and 0.8 for kx. The correlation coef-
ficient is in all cases above 0.95 and highest for the 1:100 permeability contrast 
case. Given that the parameters used are based on properties that can be evaluated 
independently or based on knowledge of the system and not an arbitrary adjustment 
of a parameter, the correlation is good. The use the harmonic average as modifying 
factor in 8-3 was done deliberately since this is an estimate that can be found with-
out numerical experiments. It is likely that the match would have been better if the 
parameter was allowed to be adjusted.

To better reproduce the non-linear trend at low mud fractions, and base the expres-
sion on some physical measures, a modified power average can be used:
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    [8-5]

Although this equation, a heuristic extension of the power average, will honour the 
percolating behaviour it needs some experimental data to find the exponent and is 
thus, in essence, no better than the equations above. The best fit of equation 8-5 is 
shown in figure 8.9.

FIGURE 8.8  Re-scaled geometric average for vertical permeability and an 
accelerated arithmetic average for horizontal permeability. Based on the equations 
from Ringrose et al. (2003).
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Effect of petrophysical contrast on effective properties
Although the main focus here has been on permeability, the bulk porosity of the 
simulated models has also been calculated. The porosity values were changed 
according to table 8.2 to give a log-linear plot with permeability. Figure 8.10 shows 
the simulated porosity values as a function of the mud content. As expected, poros-
ity, being an additive property, is well estimated with a weighted arithmetic average 
of its constituent parts. 

FIGURE 8.9 Modified power average scaled to the percolation threshold. The p-
values that gave the best fit are listed in the figure. This figure can be compared 
with figure 8.7.
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8.3.3 Effect of petrophysical contrast between sand and mud

The petrophysical properties of the mud component are, as discussed earlier, uncer-
tain. A limited data set (Ringrose et al. 2004) suggests that the mud components on 
the Haltenbanken area have values in the range 10-6 to 10-3 mD. From visual 
inspection, some of the mud laminasets in the studied interval are silt-rich and can 
consequently have higher permeability and (effective) porosity. Table 8.4 gives the 
different mud permeabilities that were used in this section. 

FIGURE 8.10 Simulated bulk porosity estimated with a weighted arithmetic average 
of the three components.
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Based on the results above, a few selected bedding models were chosen for evalua-
tion on the influence of varying mud permeability. The first model is a sand rich 
bedding type with a mud fraction of approximately 0.1 and both the vertical and the 
horizontal permeability is assumed to be mostly dominated by the sand properties. 
The second model type has a mud content of 0.35 and is close to the percolation 
threshold for vertical permeability (see figure 7.37). The last bedding model is 
close to the percolation threshold for horizontal permeability (mud fraction of 
0.85). These three bedding models will thus reveal key characteristics of the flow 
properties and their dependency on the mud permeability. To complete the picture, 
the results from section 8.3.2 are inserted in the following figures. Figures 8.11 and 
8.12 show the results for vertical and horizontal permeability in the low mud con-
tent case. Figures 8.13 and 8.14 show the results for the case near the vertical per-
colating threshold, while figures 8.15 and 8.16 give the results for the case near the 
horizontal percolating threshold. 

Case
Sand 

component
Silt 

component
Mud 

component

Sand-Mud contrast 102 100 mD 100 mD 1 mD

Sand-Mud contrast 103 100 mD 100 mD 0.1 mD

Sand-Mud contrast 104 100 mD 100 mD 0.01 mD

Sand-Mud contrast 105 100 mD 100 mD 0.001 mD

Sand-Mud contrast 106 100 mD 100 mD 0.0001mD

Sand-Mud contrast 107 100 mD 100 mD 0.00001 mD

TABLE 8.4  Varying the mud permeability with a 1:1 contrast between the sand 
and the silt component to evaluate the influence of contrast between the sand 
laminasets and the mud laminasets.
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FIGURE 8.11 Variation in kz when the sand lamina contrast and the mud 
permeability are varied. The model has a mud fraction of 0.10.

FIGURE 8.12 Variation in kx when the sand lamina contrast and the mud 
permeability are varied. The model has a mud fraction of 0.10.
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FIGURE 8.13 Variation in kz when the sand lamina contrast and the mud 
permeability are varied. The model has a mud fraction of 0.35.

FIGURE 8.14 Variation in kx when the sand lamina contrast and the mud 
permeability are varied. The model has a mud fraction of 0.35.
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FIGURE 8.15 Variation in kz when the sand lamina contrast and the mud 
permeability are varied. The model has a mud fraction of 0.85.

FIGURE 8.16 Variation in kx when the sand lamina contrast and the mud 
permeability are varied. The model has a mud fraction of 0.85.
254



Effect of petrophysical contrast on effective properties
In the low mud fraction case (figure 8.11 and 8.12), both the horizontal and the ver-
tical permeability are dominated by the connectivity of the sand. Changing the per-
meability contrast between the sand components by 2 orders of magnitude gives 
about an order of magnitude difference in effective kz. The effect of changing the 
mud permeability by 5 orders of magnitude gives only a minor effect on the vertical 
permeability. The effect on horizontal permeability is minor in both cases and least 
when varying the mud properties. 

Near the critical mud fraction for vertical permeability (figure 8.13 and 8.14), 
changing the mud properties gives a larger effect with almost two orders of magni-
tude variation in kz. The effect of varying the sand permeability contrast on kz is 
slightly lower than for the sand rich case (figure 8.11). For kx, the effect of perme-
ability contrast between the sand components and the mud/sand permeability con-
trast are comparable with the low mud fraction case, indicating that kx is dominated 
by flow in the sand at this mud fraction. From figure 8.13 it is also clear the there is 
a large variability in kz for each mud permeability case, especially when km is 

below 10-3. The CV values in these cases are larger than 0.5 even though, as was 
shown in chapter 7, with a km equal to 0.01 the model is statistically homogeneous 
with a CV of 0.3. This may indicate: 

1)  the model is too small to produce a local homogeneous property with a very low 
km even though the REV is assumed to be related only to the spatial distribution 
of the sand and the mud,

2)  too few realizations were made and that more will give a CV<0.5 or

3)  a numerical error due to the low mud permeability not giving an accurate effec-
tive vertical permeability in these cases. 

At present, this inconsistency is not further exploited but figure 8.13 shows, never-
theless, that the vertical permeability close to the percolation threshold shows a 
high dependency on the mud permeability, meaning that the properties of the mud 
layers become increasingly important.

At very high mud fractions (figure 8.15 and 8.16), the sand starts to disconnect in 
the x-direction. The effect of varying the permeability contrast between the sand 
components has a small but noticeable effect on kx and no effect on kz. Since the 
vertical permeability is completely dependent on the mud properties, a linear rela-
tion between the mud permeability and kz is observed. As for kz at 35% mud frac-
tion, kx at 15% mud fraction shows an almost 2 orders of magnitude variation when 
increasing the mud permeability. As discussed above, it seems that the size of a 
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locally homogeneous sample increases with decreasing mud permeability. Whether 
this is an effect of the model size, number of realizations or numerical errors is 
unclear. A general decreasing trend in figure 8.16 is however present, suggesting as 
expected a dependency to the mud properties close the percolating threshold for kx.

8.4 Discussion

A clear functional relationship has been observed between the effective permeabil-
ity and the mud content (figure 8.2 and 8.6). Similar relations have been found by 
Desbarats (1987), Deutsch (1989), Cuthiell et al. (1991) and Norris and Lewis 
(1992) by using different types of models (i.e. different distribution of the compo-
nents). Ringrose et al. (1999b; 2003; 2004) and Martinius et al. (2001) used the 
same modelling method to generate tidal bedding models and found similar rela-
tions as here. Such trends are empirically observed and not analytically derived. As 
a result, it is of interest to describe this relation with models that can be used in the 
absence of experimental data. 

Some sort of power averaging scheme is intuitively appropriate since the effective 
permeability must be a value between the harmonic and arithmetic average. 
Although this method is heuristic, making no reference to geometric features like 
the percolation threshold, the p-value must contain some information about the spa-
tial distribution of the components. Deutsch (1989) showed that the p-value 
increased and decreased with increasing anisotropy ratio for horizontal and vertical 
flow respectively. However the correlation length of the mud was set independently 
of the mud fraction. In addition, as shown in figure 8.7, increasing the number of 
components with contrasting permeabilities also influences on the p-value. Figure 
8.17 shows the relation between the p-values and the permeability contrast, and it 
appears that for the bedding models and the upscaling method used here, increasing 
the contrast above 1:10 only has a minor influence on the power exponent.

A percolation-based model seems better since the system shows a percolation 
behaviour. The critical mud content can be found by independent measures, but the 
constant and the exponent in the equation need experimental data to be matched 
properly. Deutsch (1989) found no physical explanation for these parameters. To 
evaluate equation 8-1, figure 8.18 shows the case where the critical mud fraction 
and the exponent t are kept fixed and the constant c is varied. Figure 8.19 shows 
how the equation behaves as the exponent t is varied and the other parameters are 
kept constant. It is evident from these figures that the constant merely shifts the 
curve vertically (the overall shape of the curves are similar), while the exponent 
influences the behaviour (i.e. shape of the curve) for the intermediate mud frac-
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tions. In the system used above, the permeability of clean sand model (Vmud = 0) is 
known. As a result, the constant parameter can be used to adjust the curve to get 
correct effective permeability in the pure sand case, while the exponent can be used 
to change the shape of the curve to a best fit with the data. Figure 8.20 shows equa-
tion 8-1 with a fixed critical mud fraction of 0.75, varying the exponent (t) and 
adjusting the constant (c) to the known sand permeability. 

FIGURE 8.17 Variation of the p-exponent in the power average equation for different 
contrasts between the sand components. The data is based on figure 8.7. Although 
sparse data, the plot indicates that a contrast larger than 1:10 only has a minor 
influence on the p-value.
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FIGURE 8.18 The constant c (equation 8-1) is varied in equal steps of 0.1 from 0.9 to 
2.4. The percolation threshold is at Vm=0.75. Note that the constant only shifts the 
curves vertically.

FIGURE 8.19 The exponent t (equation 8-1) is varied in equal steps of 0.25 from 0.25 
to 4.0. The percolation threshold is at Vm=0.75. Note that the exponent mainly 
influences on the shape of the curve for intermediate mud fractions.
258



Effect of petrophysical contrast on effective properties
Although not explicitly stated in the in the method, the exponent t contains infor-
mation about the correlation structure (connectivity of the conductive component). 
If such information is available, a preliminary estimate of the exponent can made. 
The exact relation between the (dimension less) correlation length and the t-value is 
not clear, and requires further work. Care should however be taken since high val-
ues of the exponent can give an effective permeability larger than the arithmetic 
average. 

Much analysis, both theoretical and experimental, has been done on the percolating 
threshold. For 2D bond percolation on a square lattice, the exact percolation thresh-
old is equal to 0.5 (see Kirkpatrick, 1973 or Stauffer and Aharony, 1992). For more 
complex geometries (and lattices), numerical estimates have been obtained. The 
threshold, expressed as the amount of conducting component and not as mud frac-
tion as above, has been observed to decrease going from 2D to 3D (e.g. Desbarats, 
1987; Deutsch, 1989; Kirkpatrick, 1973). Introducing a correlation structure on one 
of the components significantly influences the critical threshold giving a lower 
threshold for horizontal flow and a higher for vertical flow. 

The thresholds above are found to be in agreement with other studies. The exact 
value is however difficult to define. From figure 7.37 a range was proposed based 
on the relation between the size of the REV and the mud content. From figure 8.6

FIGURE 8.20 The exponent t (equation 8-1) is varied in equal steps of 0.25 from 0.25 
to 4.0 while the constant is adjusted to match a keff=100 mD for Vm=0. The 
percolation threshold is at Vm=0.75. 
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the value for the vertical threshold appeared to be at a higher mud content based on 
a criterion of independency of the permeability contrast between the sand compo-
nents. In the latter case, this will correspond to a mud content that gives a persistent 
mud layer in the xy-plane. This should be the most restrictive critical threshold, and 
was used to calculate the parameters of the estimators in figure 8.8 and figure 8.9. 
From the point of view of analytically calculating the effective permeability on a 
finite model with correlation lengths approaching the model size, the range pro-
posed in figure 7.37 is more relevant. Above a mud fraction of 0.35, the effective 
medium methods will fail and the use of a percolation model is more correct. The 
estimates of the critical threshold from the models used here can be improved by an 
independent analysis of the connectivity of the conducting components. It should 
however be noted that there is a distinction between the connectivity and the con-
ductivity of this system, since not necessarily all the connected parts contribute to 
the conductivity (figure 2.17).

Ringrose et al. (2003) used the same modelling tool as in this thesis (although the 
input parameters describing the geometry of the sand and mud component were 
slightly different). Their results are similar to those shown in figure 8.1. They did 
not, however, consider explicitly how kx and kz varied with model size, so it is not 
possible to evaluate whether their models behave similarly at smaller sample vol-
umes. At the larger volume, the results are similar suggesting that the degree of 
detail as incorporated in the input parameters here (section 7.2.1) is of minor impor-
tance for single phase calculations. For multiphase flow, the effect can be larger. 
Equation 8-3 and 8-4 were proposed by Ringrose et al. (2003) to describe this type 
of system and the equations were fitted to the data in this thesis in figure 8.8. This 
equation is better than the power average method since the parameters are physi-
cally well defined and need, in theory, no numerical experiments for adjustment. 
Compared to the percolation model, this method gives a better expression for the 
vertical permeability, can be used for more than one component and does not 
require an impermeable mud. The implicit assumption in the equations is that a p-
value corresponding to the geometric and arithmetic averages can be used. In the 
low mud content region, a non-linear trend in simulated vertical permeability is not 
well captured. Based on this, a modified power average was proposed that fits the 
data better in this region (equation 8-5). The obvious disadvantage is that some 
numerical experiments must be performed to find the proper p-values. 

In section 3.2 the sedimentological terms flaser, wavy and lenticular were explained 
qualitatively. Ringrose et al. (2003) proposed that these terms can be quantified in 
terms of connectivity and defined three flow-regimes based on the mud fraction: 

1)  low mud fraction were the flow is dominated by flow through the sand and with 
a flow path distortion effect caused by the isolated mud lamina, 
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2)  intermediate mud fraction close to the percolation threshold for critical flow 
phenomena, and 

3)  high mud fraction regime were the flow is dominated by flow through mud with 
a flow distortion effect caused by isolated sand lamina. 

They stated further that regime 1 and 3 should be described by an effective media 
theory (e.g. self consistent), while regime 2 should be described with percolation 
theory. This classification scheme also appears to apply to the data presented in this 
thesis, and the division is here further supported by figure 7.37 (where the geometry 
of the sand and the mud component were considered) and figure 8.6 and figure 8.11
to 8.16 (where the permeability contrast between the sand components and the mud 
permeability were evaluated). 

Figure 8.6 shows that the effective permeabilities deviate from the traditional aver-
aging methods often used. To clearly see the difference, figure 8.21 shows the ratio 
between the respective traditional (weighted) averaging scheme and the calculated 
effective properties. For kz the effect is greatest in the low mud content region, but 
is reduced as the permeability contrast between the sand lamina increases. This is 
expected since the permeability of the second lamina type is decreased by two 
orders of magnitudes. For kx the effect is less, but the deviation is about one order 
of magnitude for high mud contents. The influence of the permeability contrast 
between the lamina is surprisingly not very large.

Varying the mud permeability was noted to have an influence as the mud content 
approached, and exceeded, the percolating threshold. Jackson et al. (2003), by anal-
ysing two real heterolithic rock cubes with a sand fractions of 0.93 and 0.445, 
found that the mud permeability influenced significantly the vertical permeability 
but that the effect on horizontal permeability was minor, supporting the results pre-
sented here. 

The results presented in this chapter suggest that the focus in data collection can be 
adjusted according to the mud content. In the low mud content region, the petro-
physical properties of the sand lamina are the most important parameter and the use 
of a probe permeameter device or thin sections, can provide the necessary data. 
This applies in particular for the estimation of vertical permeability since the hori-
zontal permeability appears to be less influenced. As the mud content increases, the 
mud property becomes naturally more important. However, since the percolation 
threshold is very different for kx and kz, the sand contrast is the most important 
parameter to consider when focusing on kx even for rather high mud fractions. In 
flow regime 2 (i.e. close to the percolation threshold), the mud properties are 
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important and figure 8.13 and 8.16 showed that the effective permeability can vary 
several orders of magnitude depending on the permeability value chosen. Espe-
cially for the vertical permeability at intermediate mud fractions, this can be impor-
tant since many of the reservoirs on the Haltenbanken consist of such lithofacies. 
The results presented here can also be helpful to better decide on a cut-off on the 
Vmud log. It should be clear from the above that such a cut-off depends on the prop-
erty of interest (e.g. vertical or horizontal permeability).

As also discussed at the end of chapter 6, the permeability contrast between the 
sand and between the sand and the mud influence the amount of cross-flow (the off-
diagonal terms in the permeability tensor). Pickup et al. (1995) showed that when 
the contrast between the low and the high permeable lamina became higher than 
0.4, the cross-terms became significant. In the models used here the contrast vary 
from 0.5 to 0.01 (calculated from table 8.1) suggesting that periodic boundary con-
ditions should have been used to estimate the effective permeability. However, the 
arrangement of several sand laminasets separated by the low permeability mud 

FIGURE 8.21 The ratio between the effective permeability and the respective 
conventional applied averaging schemes. Note the different effect on vertical and 
horizontal permeability of increasing the permeability contrast between the sand 
components.
262



Effect of petrophysical contrast on effective properties
laminaset can be used as an argument that the cross-flow is of less importance (Rin-
grose et al., 1999). 

It is hoped that the numerical results presented here have provided some insight 
into the factors controlling the effective permeability and that they can form the 
basis for the development of an analytical solution that can be used for calculation 
of effective permeability in these complex models. It is felt that an analytical 
method describing this system probably needs some form of expression of the cor-
relations lengths of the components and that the permeability of the mud compo-
nent should be taken into account explicitly.
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CHAPTER 9 Application of results
One of the practical goals of this thesis was to give a better estimate for horizontal 
and vertical permeability that better takes into account the sedimentological and 
petrophysical variability present in the interval. As described in the preceding chap-
ters, there have been made fine-scale sedimentological and petrophysical models of 
the interval, and the petrophysical variability with sample support and the effect of 
permeability contrast between the lithological components has been evaluated. 
These results will be used here to give a rescaled estimate of porosity and perme-
ability that integrates core and wireline data better and gives an opportunity to 
address the uncertainty associated with estimators based on traditional core-log 
integration. Some of these results have also been reported in Nordahl et al. (2003; 
2004, see Appendix B and Appendix D) and Ringrose et al. (2004).

9.1 Introduction

The general challenge with estimation of porosity and permeability from core and 
wireline data is that the two data sources measure different physical parameters and 
that they represent different sample volumes. The former is a subject of cross-scal-
ing while the latter is an upscaling issue (Corbett et al. 1997). In heterolithic units, 
the sampling bias can also be an important issue. It should nevertheless be clear that 
the measurements themselves, whether measured in the laboratory or by a down-
hole device, would, under favorable conditions and experimental experience, pro-
duce an accurate measure (Lovell et al. 1998) of the parameter the device was 
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designed to measure (e.g. flow rate in a Hassler cell or the attenuation of gamma-
rays in the density tool). The wireline tools do not record the parameters porosity 
and permeability directly but have to be interpreted (see section 2.3.4) and the 
degree to which the interpreted values are accurate (close to the true value) is more 
difficult to quantify. The basic question then is what is the uncertainty or error asso-
ciated with 1) the use of the measured wireline recorded parameter(s) as surrogates 
for the parameters of interest and 2) the dependency of the parameters on differ-
ences in sample support. 

In this chapter, two different methods will be used to give a better, more reliable 
estimate of porosity and permeability based on the core data (both sedimentological 
and petrophysical). The first method (section 9.2), being the most time consuming, 
uses the results from chapter 4 to 6 to forward model the porosity and permeability 
values. Using this method, the individual lithofacies models can be studied and a 
moving window averaging technique can be used to forward model a continuous 
porosity and permeability log-curve for comparison with the currently used inter-
pretations. The second method (section 9.3) uses the results from chapter 7 and 8 
and estimates effective permeability based on the apparent relation between the 
volume fraction of mud and the effective permeability. Porosity will not be esti-
mated with this method since there is a 1:1 relation between the mud fraction and 
the porosity (figure 8.10).

9.2 Method 1: Forward modelling of porosity and permeability.

The numerical near wellbore model, created in chapter 5 and 6, will be used in the 
following to forward model porosity and permeability. This model, based on sedi-
mentological and petrophysical core data, is then used to give re-scaled properties 
that can be compared with the wireline based estimators. This method is the most 
time consuming to perform on regular basis since detailed core analysis is neces-
sary. It is assumed that this method will give the most accurate estimate, but as the 
results will show, capturing all the natural variability is nevertheless challenging.

First an evaluation of the individual lithofacies models is done. With this method, 
biased core data, variance reduction with sample volume and comparison with a 
value measured at the REV can be addressed. Three of the models from chapter 5 
and 6 are used as examples: LF7.2_WB, LF7.1_WSF and LF3_LTW. These models 
represent different bedding types and mud fractions, and are relatively thick com-
pared to the vertical resolution of conventional wireline tools. The latter is impor-
tant to measure a value that is less affected by the over- and underlying lithofacies. 
Some ‘shoulder-effects’ will however be present in the wireline data set. 
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Figures 9.1, 9.3 and 9.2 show the results for horizontal permeability, the kz/kx-ratio 
and porosity for each of the three bedding models. These figures show the results 
from chapter 6 compared to the wireline log interpretation (from the Statoil data-
base) and a value measured on the synthetic bedding models at a representative vol-
ume (labeled “REV” in the figures). 

If the core plug data were unbiased, a reduction in the variance would be expected 
when comparing with measures taken on a larger sample. This tendency will be 
dependent on the degree of bias in the core data, as discussed in chapter 6. For hor-
izontal permeability (figure 9.1) a similarity between the simulated core plug data 
and the real core plug data is observed and there is in general a decrease in variance 
when the property is estimated from the wireline log. Since the simulated core 
plugs are un-biased (section 6.2.1), this indicates that either 1) the measured core 
plug data is not very biased or 2) that the bias in the core plug data is of minor 
importance when estimating horizontal permeability. Based on the detailed analysis 
of the core plugs in chapter 6, it was shown that there was some bias in the data. 
However, as shown in chapter 7 and 8, for mud fractions below the percolation 
threshold for horizontal flow (pc,h), the connectivity of the sand layers and the per-
meability properties of the sand and silt components influence more on horizontal 
permeability than the mud permeability. The three bedding models used here have 
mud fractions below pc,h. The independency of mud permeability on horizontal 
permeability for similar bedding types was also observed by Jackson et al. (2003). 
The evaluation of variation in porosity with measurement volume is given in figure 
9.2. As discussed in chapter 6, there is a fairly good match between the simulated 
and measured core plug data although the effect of biased sampling become evident 
as the mud fraction increases (see also table 6.9 and figure 9.1C). 

Comparing with the wireline based estimates of porosity and horizontal permeabil-
ity there are, in general, a decrease in variance because of the larger measurement 
volume. Note, however, that the large variance in the wireline data seen in figure 
9.1 B and 9.2 B most likely is a result of the ‘shoulder-bed’ effect. Comparing with 
the value of kx (or porosity) calculated at the REV there is a clear reduction in vari-
ance and in most cases the mean of the core plug data and the wireline data matches 
the REV value quite well. Where a mis-match is found, for example in figure 9.1 C 
or figure 9.2 C, this can, in part, be related to the fact that not all the features affect-
ing the porosity or horizontal permeability are satisfactory included in the model 
(e.g. diagenetic features and bioturbation) as will be further discussed below. 
267



Application of results
FIGURE 9.1 Comparison of kx derived from different sources and sample 
volumes.The lower and upper limit of the box indicate the 25th and the 75th 
percentile while the whiskers represent the 10th and 90th percentile. The solid line 
is the median and the black dots are the outliers. A: Model LF7.1_WSF, B: Model 
LF7.2_WB and C: Model LF3_LTW.
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FIGURE 9.2 Comparison of porosity derived from different sources and sample 
volumes.The lower and upper limit of the box indicate the 25th and the 75th 
percentile while the whiskers represent the 10th and 90th percentile. The solid line 
is the median and the black dots are the outliers. A: Model LF7.1_WSF, B: Model 
LF7.2_WB and C: Model LF3_LTW.
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FIGURE 9.3 Comparison of kv/kx-ratio derived from different sources and sample 
volumes.The lower and upper limit of the box indicate the 25th and the 75th 
percentile while the whiskers represent the 10th and 90th percentile. The solid line 
is the median and the black dots are the outliers. A: Model LF7.1_WSF, B: Model 
LF7.2_WB and C: Model LF3_LTW.
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For the kz/kx-ratio there exists currently no wireline based estimate in this interval. 
As shown in chapter 6, statistical similarity between the simulated and measured 
core plugs is difficult to obtain especially because the vertical core plugs are very 
biased often taken from the more sand rich intervals. As a result the kv/kh -ratio 
based on the core plugs will be significantly larger than the simulated kz/kx, partic-
ularly for intermediate mud fractions (figure 9.3 B and C). For these mud fractions 
the properties of the mud component becomes increasingly important (section 
8.3.3). Going to a value calculated at the REV, the variance is clearly reduced and it 
is observed that the value for the intermediate mud fractions (figure 9.3 B and C) 
show a slightly higher value than the simulated plug mean. This is consistent with 
the results on the conceptual bedding models (section 7.3 and the discussion on 
page 229) and indicates that the connectivity issue in 3D is of importance and can 
result in higher kv than observed from the core plugs (Yoshida et al., 2001; Jackson 
et al., 2003). 

The method described above is useful where a particular lithofacies is important for 
the overall flow properties and needs to be evaluated in detail, especially when 
biased core data is assumed to be present. In other cases, a continuous estimate of a 
sequence of lithofacies models resembling the wireline recording is more interest-
ing. In this case the forward modelled curves can be used to evaluate the interpreted 
wireline estimate of porosity and permeability. The models described in chapter 5 
and 6 are stacked (in the model) according to the observed stacking pattern in the 
interval (figure 5.9) and ten realizations were created. On this stacked model, a por-
tion specified by a window length is upscaled. Then the centre of the window is 
moved upward, according to the step length, before an upscaled value again is cal-
culated. Figure 9.4 shows one realization of a stacked model and the window and 
step lengths.

The window length corresponds to the vertical resolution of the wireline tool. This 
parameter should be chosen based on the tool that is used to interpret the porosity or 
permeability. The density tool is the primary source for the interpretation of poros-
ity and permeability in the selected interval. The vertical resolution for this tool is 
commonly set to 1 foot (approximately 30 cm) and a measurement is recorded 
every 6 inch (approximately 15 cm) (figure 2.12). The depth of investigation varies 
according to lithology and fluid properties but can be assumed to be around 10-15 
cm. With the chosen cell dimension, each cell has a length of one centimeter in x- 
and y-direction (section 4.2.1). To approach the depth of investigation of the den-
sity tool, the number of cells in the plane is set to 10*10 giving a 3000 cm3 volume 
of investigation. In addition, a model set is created with a 30*30 cm2 area in the 
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plane for which a representative upscaled value can be calculated (a volume of 
27000 cm3). 

Figure 9.5 to 9.8 show the result of forward modelling the permeability, porosity 
and sand fraction from 10 realizations of the near wellbore model. The error bars 
denote one standard deviation and are calculated from the ten realizations of the 
stacked model. 

FIGURE 9.4 One realization of a stacked model (the interval between 2611.2 m and 
2615.25 m).Left stack is the geometry grid and the right stack is the permeability 
realization (white indicate high permeability and dark color indicate low 
permeability). The brackets and arrows indicate the window length and the step 
length.
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In addition to the detailed (2 mm-resolution) measurements of sand/mud content 
reported in chapter 5, a visual estimate (at approximately 30 cm resolution to match 
the density tool vertical resolution) was made of the sand fraction in the core. This 
semi-quantitative curve is compared with the forward modelled sand fraction curve 
(in figure 9.5) for which input parameters were based on the detailed measurements 
of selected parts of the individual lithofacies. It is evident that the two curves are 
fairly similar and some of the difference can be explained by the 2D-3D effect, dis-
cussed in chapter 5. The visual estimate is used in the following since it is per-
formed over the whole core length and has the same vertical resolution as the 
density log recording. Figure 9.6 shows the forward modelled vertical permeability 
in addition to the vertical core plugs. Also plotted is the visual estimate of the sand 
fraction (there exists no wireline based estimate for this property). It is evident that 
the biased core plugs give a mis-leading picture of the vertical permeability espe-
cially for lower sand fractions. It is also noted that the largest error-bars are present 
in the upper, sand rich part of the interval. The horizontal permeability (figure 9.7) 
shows, in contrast, slightly higher variability in the high mud content intervals 
although the overall variability is significantly lower than the variations seen in the 
interpreted wireline based estimate (KLOGH). The general pattern is, however, 
quite similar with high permeability recorded in Tilje 2.1, lower permeability in 
Tilje 1.2 and variable in Tilje 1.1. The forward modelled porosity (figure 9.8), 
shows lower variability compared to both the core plug data and the wireline based 
estimates although the general trend is similar.

To evaluate this more in detail where the simulated variability is largest and the 
effect of sample volume is most significant, figure 9.9 shows the calculated CV 
from the stacked model with 10x10 cells and 30x30 cells in the xy-plane along with 
the visual estimate of sand fraction. The CV is based on the upscaled values taken at 
each depth from the ten realizations. The vertical permeability shows the highest 
variation in the most sand rich intervals (mud fraction below 0.2) as in the upper 
interval between 2596 m and 2600 m. This is in agreement with the results from 
chapter 7 (figure 7.37). Also in agreement with those results, is the observation that 
the horizontal permeability shows largest variability in the mud rich models (e.g. 
between 2601 m and 2611 m). It should be noted that a high CV also could arise at 
the boundary between two petrophysical contrasting lithofacies. Contrasting bed-
ding types will affect the REV as also noted by Bear and Bachmat (1990, p.232-
236). For porosity there is, as expected (see figure 7.34), no clear relation between 
the degree of variability and the bedding type, and the occasionally larger standard 
deviation can be attributed to the shoulder effect. Also as expected, the variability is 
reduced going from the smallest (10x10) to the largest model (30x30) for both kx, 
kz and porosity. 
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The construction of a detailed near wellbore model, based on quantities measured 
at the lamina scale, organized in a sedimentological reasonable way and validated 
at the scale where the measurements were taken, is assumed to give a better basis 
for estimation of porosity and permeability compared to the available wireline 
based estimate. There are, however, several factors that are not included in the 
model and that could significantly affect the petrophysical properties. Most impor-
tant are diagenetic effects, bioturbation and fractures. It is thus assumed that the 
variability in the model would be larger if these effects were included. The same 
was noted in chapter 6 where the simulated variance at the core plug scale was 
found to be lower than the observed variance, although some of the discrepancy 
was attributed to the biased sampling. The Heidrun field is, however, relatively 
unaffected by diagnesis compared to other more deeply buried field in the Halten-
banken region. Using this method in those more complex fields will thus require a 
model that can capture the diagenetic issues. If some other independent in situ mea-
sure of permeability had been available (e.g. well test or MDT measurements), 
these could be used to quantify the influence from the different factors. In a similar 
study on a different formation, Elfenbein et al. (2003) used the results from a well 
test and a similar near wellbore model to differentiate between the effect of primary 
sedimentary structures and calcite cementation. More recently, Zhang et al. (2004), 
compared models developed in this thesis to another Heidrun well where well test 
permeability estimates were available and obtained a good match with the near 
wellbore model.
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FIGURE 9.5 Comparison between simulated and measured sand fraction.The error 
bars represent one standard deviation calculated from the 10 realizations.
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FIGURE 9.6 Comparison between simulated vertical permeability (using the 
10x10x30 cm3 model) and measured vertical permeability from core plugs. The 
error bars represent one standard deviation calculated from the 10 realizations
276



Application of results
FIGURE 9.7 Comparison between simulated horizontal permeability (using the 
10x10x30 cm3 model), the standard wireline based permeability estimator 
(KLOGH) and permeability from horizontal core plugs. The error bars represent 
one standard deviation calculated from the 10 realizations
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FIGURE 9.8 Comparison between simulated porosity (using the 10x10x30 cm3 
model), wireline based porosity estimate and core plug porosity data. The error 
bars represent one standard deviation calculated from the 10 realizations
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FIGURE 9.9 Comparison of the CV calculated from the smallest scale (10x10x30 
cm3) and the largest scale (30x30x30 cm3) numerical models; for A) kz, B) kx and 
C) porosity. The kz varies most in the sand-rich intervals while kx varies most in the 
mud-rich intervals. Variation in porosity is independent of bedding type. See top 
figure for stratigraphy.
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9.3 Method 2: Functional relation between mud fraction and effective 
permeability

The results from chapter 7 and 8 will be used in this section to give a continuous 
estimate of horizontal and vertical permeability. It was found that there was a func-
tional relation between the mud fraction and the effective permeability and several 
different curves were fitted to the experimental data. Similar relations are also 
found in earlier work (e.g. Journel et al., 1986; Deutsch, 1989; Cuthiell et al., 1991) 
for sand-mud systems with other characteristics than the models used here. Martin-
ius et al. (1999) and Ringrose et al. (1999) have used results from SBED simula-
tions to estimate an expression, denoted a ”type curve”, for the relation between the 
bedding type and the effective permeability. In contrast to simulation of the full 
near wellbore model, the petrophysical variability in the different lithological com-
ponents are not taken explicitly into account. Only the variation in effective perme-
ability related to the spatial distribution of the lithological components is 
considered. 

Commonly, a combination of neutron and/or density log curves, calibrated to the 
core plugs, is used to give a wireline based estimate of the porosity. At the core plug 
scale a relation is found between porosity and horizontal permeability. This relation 
is then used to predict horizontal permeability from the wireline based porosity esti-
mate, implicitly assuming that the relation from the core plug scale is valid at the 
wireline scale (section 2.3.4). It has been shown in chapter 7 that there can be sig-
nificantly variation, especially for horizontal and vertical permeability, at volume 
supports larger than the core plug. Appreciating that the core plugs also can be 
biased, the relation is further weakened. 

The relation observed in figure 8.1 and 8.6 is between data measured (numerically) 
at a representative sample volume. To estimate the effective vertical or horizontal 
permeability along the wellbore, a continuous estimate of a mud fraction is needed. 
Whether or not this estimate is representative will be discussed below. By evaluat-
ing the available log curves, it appeared that in this particular interval the density 
log could be used as a sand fraction estimator. In other intervals, different wireline 
tools may provide a better estimate of the mud fraction (e.g. the gamma ray tool). 
The following relation was used to calibrate the density curve to the visual estimate 
of sand fraction,

[9-1]SandFraction
ρmud ρb–

ρmud ρsand–
-------------------------------=
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where ρb is the wireline recorded density. Since the grain size varies between the 
facies associations in the interval, different values were used for ρsand and ρmud in 
the different zones (table 9.1). These values are within expected limits (Serra, 1986; 
Rider, 1996), although the mud density and sand density appears to be quite high 
and low, respectively. The values may be changed after more detailed analysis, but 
for practical purposes here they are satisfactory.

Figure 9.10 shows the visual estimate of the core sand fraction and the calibrated 
density curve. Except for the lower 5 m where the hummocky cross-stratified units 
often are partly cemented, the density-log estimated sand fraction matches the 
visual sand fraction estimate quite well. The next step is the choice of which equa-
tion to use from the selection presented in chapter 8 and to assign permeability val-
ues to the end-members (lithologically clean sand and mud). The core plug values 
were used as guidelines for assigning the clean sand permeability while the mud 
permeability was assumed to be low and constant for all the facies (and equal to the 
value used in chapter 7). Because of the lithological differences between the facies 
associations, different values were chosen for the different zones (see table 9.1). 
For the upper interval (FA 7), a small probe-permeameter data set was available and 
used as a guideline for the value of ksand. The probe-permeameter measurements 
are in general seen as favourable compared to the core plugs as they approach the 
lamina-scale permeability value. Again, the value of the mud permeability is uncer-
tain, but the results from chapter 8 can be used as an indication of which parameter 
is critical for which lithofacies. Figures 9.11 and 9.12 show the vertical and hori-
zontal permeability, respectively, calculated with three different equations. The 
solid line represents an estimate based on equation 2-30 which is the two-compo-
nent power average and with the p-values from table 8.3. The two other curves 
shows equation 8-5 which is a power law equation modified with an anisotropy fac-
tor and re-scaled to the percolating threshold. In one case the permeability contrast 
between the sand components was set to 1:10 and in the other case it was 1:1 imply-
ing a two-component system resembling equation 2-30 but with the percolating 

Facies association (FA) ρmud (g/cm3) ρsand (g/cm3) kmud (mD) ksand (mD)

FA 7 2.70 2.10 0.01 3500

FA 3 and FA 4 2.70 2.05 0.01 50

FA 1 2.80 2.25 0.01 100
TABLE 9.1  Density values used in equation 9-1 to calibrate the density curve to 
the core derived sand fraction and the end-member permeabilities used to 
constrain the functional relations (see below). Note that the densities for “sand” 
and “mud” include porosity.
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threshold. The percolating threshold used here is the same as in chapter 8 (Vm=0.5 
for kz and Vm=0.8 for kx) and the p-values for the relevant permeability contrasts 
are given in figure 8.9. Ringrose et al. (2004) using the same mud fraction estima-
282



Application of results
tors as here, used equation 8-3 and 8-4 to give a continuous expression of the kv/kh-
ratio.

FIGURE 9.10 RHOB estimate of sand fraction (mud content) and the core measured 
sand fraction (the same curve as in figure 9.5). A fairly good match indicates that 
the density log can be used as a Vmud-log in this particular interval.
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FIGURE 9.11 Continuos estimate of vertical permeability in the selected interval. 
The core plugs show an overall higher permeability than the continuos estimate 
mainly due to biased sampling.
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FIGURE 9.12 Continuos estimate of horizontal permeability. The KLOGH-curve is 
the estimator based on traditional integration of core and wireline data.
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As expected from the results in chapter 8, the two-component vertical and horizon-
tal permeability estimators are similar at low mud contents and deviate more 
approaching and exceeding the respective percolating thresholds. The effect of per-
meability contrast expressed as an anisotropy factor is, in contrast, largest at low 
mud fractions since the flow is dominated by flow through the sand component. 
Note that the term “low mud fraction” denotes a mud fraction less than the critical 
mud fraction and is significantly different for vertical and horizontal flow. 

Method 2 (using type curves) clearly differs from the more traditional approach 
since a relation between the variables (mud fraction and permeability) is expressed 
at a representative sample volume. One then needs a representative measure of the 
mud fraction, and an estimate based on the density log was used here. The exact 
volume of investigation for this tool will always be uncertain, but a volume of 
about 3-10*103 cm3 is a common assumption (see figure 2.12). It was found in 
chapter 7 that a representative value for mud fraction was measured at or below this 
sample volume for all the bedding types indicating that the density estimate of mud 
fraction can be regarded as close to representative. In contrast, the representative 
volume for horizontal and vertical permeability is dependent on the bedding type 
and in some cases it is larger than the representative volume for mud fraction and 
the volume of investigation for the density tool. The following line of argument is 
therefore used to validate the use of the type curve as a permeability estimator. The 
type curve used is based on data measured at a representative volume. Assume that 
the bedding type under consideration is larger than the REV for kz and kx. Let us 
further assume that the sample volume of the density tool is approximately fixed 
and larger than the REV for mud fraction but smaller than the REV for kz and kx. In 
this situation (assumed to be common), a representative permeability value can still 
be estimated from the type curve since the independent parameter (mud fraction) is 
representative. The converse is, however, not true (although using permeability as a 
regressor variable may be regarded as a hypothetical case).

Defining a REV and the corresponding representative value across contrasting units 
(e.g. permeability contrast between bedding types) is challenging since the require-
ment of linear variation in the macroscopic quantity over the REV is not satisfied 
(Bear and Bachmat, 1990, p. 232-236). Figure 9.13 illustrates this problem were the 
actual variation in the property in every region of transition must be replaced by an 
idealized boundary in the form of a surface across which an abrupt change in that 
property takes place. The continuum approach is thus applicable to each sub-
domain up to the boundary surface. In the case were a particular unit (bedding type) 
is smaller than the REV for permeability but a representative mud fraction estimate 
is made, the estimated permeability from the type-curve will not be representative. 
For thin units, below the vertical resolution of the density tool, a true density value 
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will not be recorded and consequently the conditions for representative measure-
ments are not satisfied. From a continuous estimated mud fraction in an interval 
with rapidly alternating, contrasting bedding types, the estimation of representative 
values will be difficult with the approach outlined here. On the other hand, the 
results from chapter 7 and 8 can in these instances be used to give an uncertainty 
band around the mean estimate (e.g. based on the CV). Both the uncertainty related 
to the bedding thickness and to the uncertainty related to the volume of investiga-
tion of the wireline measurement can, with these results, be quantified. As noted 
earlier, the REV found in chapter 7 was only related to the spatial distribution of 
sand and mud and did not take into account that the variability in the petrophysical 
properties. The uncertainty in the estimated permeability value is thus the minimum 
variability. The assumptions and limitations with Method 2 will be further dis-
cussed in the next section.

FIGURE 9.13 Principal sketch for a situation with contrasting units (with respect to 
property p) where the conditions for defining a REV (U0) is not met. Modified from 
Bear and Bachmat (1990). See text for discussion.
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9.4 Discussion

This chapter has described two different methods based on the results from chapter 
4 to 8 to estimate permeability in the studied interval. Method 1 used a very 
detailed near wellbore model and forward modelled directly porosity and perme-
ability at any scale. The input data was, as far as possible, validated at the scale they 
were taken ensuring that a rescaled estimate honoured the underlying variability. 
Two cases were evaluated where a realization of the stacked model was upscaled at 
approximately the volume of investigation equivalent to the density tool (10x10x30 
cm3) while the other to a volume approaching a representative elementary volume 
(30x30x30 cm3). Estimating porosity, being the most straightforward from the den-
sity recording, was then expected to have the same mean and variance as the for-
ward modelled porosity curve with the smallest upscaling volume. As figure 9.8 
shows, the simulated porosity curve shows a smaller variability than the wireline 
estimate, and there are several possible reasons that can explain this. The shape of 
the sample volume of the density tool is not known exactly but it is commonly 
assumed to be hemispherical. Using a rectangular shaped volume as we have done 
here will thus give a larger upscaling volume, reducing the variance with an 
unknown factor. Comparing the forward modelled horizontal permeability (kx) and 
the wireline estimate (KLOGH) the difference can also be attributed to this factor. 
In addition, KLOGH is predicted from the porosity estimate using a regression 
equation established at the core plug scale. A linear expression relating porosity to 
the logarithm of permeability at the core plug scale is not likely the same at the 
wireline log scale. Equally important is the fact that capturing all the features influ-
encing the density tool in the near wellbore model is challenging. As indicated ear-
lier, diagenesis and bioturbation are both present in the studied interval but it was 
not possible to include these aspects in the stacked model. By using core plugs 
measured in the laboratory, that need to be corrected to in situ conditions, errors can 
be introduced to the input parameters. In addition, the geometrical model is only 
validated in 2D and there is a possibility that the true 3D variability is not properly 
simulated. Finally, there are limitations in the code making it difficult to simulate 
large variability without losing the realism in the models as discussed in section 
4.5. In this respect, there exists no measure here that can be used to evaluate how 
good the simulated horizontal permeability is. Other, independent and preferably in 
situ measures should be used for such an evaluation. Elfenbein et al. (2003) and 
Zhang et al. (2004) considered well test results and found that carefully calibrated 
SBED models did indeed reproduce these in situ measurements.

The advantage of Method 2 compared to Method 1 is that once the type curve is 
established, it can easily be adjusted to other intervals with similar bedding types 
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given that there is a reliable estimate of mud fraction, potentially including non-
cored wells. In contrast to simulation of the full near wellbore model, the petro-
physical variability in the sand components is not taken explicit into account. Only 
the variation in effective permeability related to the spatial distribution of the two 
components is considered. Although the bedding models used to find the type curve 
were conceptual, the input parameters were based on flume tank experiments and 
thus assumed to be realistic. 

Porosity is commonly used as a regressor variable to predict permeability, but a 
large variation in permeability for individual porosity values are often observed. In 
the heterolithic, tide-influenced deposits studied here, the amount and arrangement 
of the sand and mud components are more important. One can initially assume that 
a static, additive property like mud fraction is less useful for prediction of a non-
additive, tensorial property like permeability. However, because of the close corre-
spondence between the amount of mud and how it is organized in the lithofacies, 
the static mud fraction contains information that influences permeability. This can 
be one of the reasons why mud fraction is a better regressor variable than porosity 
in these deposits.

The type curve then gives a relation between the mud fraction and permeability at a 
volume where both the properties were shown to be representative. This method 
then clearly differs from the more traditional approach since a relation is expressed 
directly at the representative volume avoiding the necessary upscaling of a relation 
found at the core plug scale. The type-curve approach has also been used in other 
deposits that, although tide-influenced, represents larger scale bed forms. Elfenbein 
et al. (2003) found that larger migrating shallow marine bars also could be analysed 
with Method 2. This indicates that there is potential for a wider application of this 
method at least in lithofacies where the spatial distribution of contrasting litholo-
gies is the dominant factor controlling effective permeability. It is however essen-
tial to be aware of the limitations caused by the presence of thin (relative to the 
vertical resolution of the wireline estimator of mud fraction) units and the proxim-
ity of boundaries between petrophysically contrasting bedding types.

The density log calibrated to match a visual estimate of mud fraction was used here 
as a Vmud-log. Using core plugs as calibration points will necessarily introduce the 
problem of biased sampling. Likewise, the use of the density log directly to find the 
values in table 9.1 will give a value that represents the average of several compo-
nents. It is however assumed that estimation of mud fraction is more practicable 
than the direct estimation of permeability from the wireline logs, and there was no 
intention here to propose general method estimating Vmud from the wireline logs. 
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There exits of course many other published methods that have been used to esti-
mate permeability and porosity from well data. Some of these have been mentioned 
in section 2.3.4 but it would be impossible to evaluate all these methods to see if 
they perform any better then the two methods used here. However, one of the meth-
ods, Hydraulic (Flow) Units (HU’s) originally described by Amaefule et al. (1993), 
is based on fundamental concepts and is easy to use (see section 2.3.4 and equations 
2-24 to 2-26). Following the approach of Corbett et al. (2003), equation 2-26 was 
rearranged with respect to permeability and by varying systematically the FZI-
value, boundaries separating the different HU’s were calculated. Although the val-
ues for FZI were chosen arbitrarily, Corbett et al. (2003) assumed that there can be 
a relation between the grain size classes and HU’s. Figure 9.14 shows the calculated 
boundaries and the core plug data from the intervals. 

The core data was sorted according to the bedding types that have been used here. 
Except for facies LF7.1_PPL and LF7.1_WSF which follows the line with an FZI 
equal to 3, the other bedding types are scattered and can not be described suffi-
ciently with a constant FZI (i.e. does not represent the same HU). This can indicate 
that the detailed subdivision into different bedding types is less important or that 
the subdivision is incorrect with respect to the flow properties. However, it is 
assumed that the defined bedding types represent different flow properties and that 
the main reason for the scatter is the inadequacy of the core plugs to capture the het-

FIGURE 9.14 Scatter plot of core plug porosity and horizontal permeability sorted 
on the subfacies modelled in this study. The solid lines represents constant FZI-
values giving the boundaries between the HU’s.
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erogeneity (dominantly below the core plug scale in these deposits) and the general 
high degree of bias in the data that disrupt the trend.

In similar reservoir types the two methods have potential to be applied more gener-
ally. The near wellbore model (method 1) can be used for detailed calibration to the 
core and for better understanding of what is the net reservoir and quantification of 
the effect of different cut-offs in reservoir description (Worthington et al., 2003b). 
This is a critical issue often difficult to address with conventional methods. Another 
application of the near wellbore model is to better understand the wireline tool 
responses in these heterolithic reservoir types. Simulation of tool responses (e.g. 
resistivity, acoustic) can then form a better basis for interpreting these wireline logs 
and is topic for further research. The type-curve approach (method 2), has a large 
potential for systematic mapping of horizontal and vertical permeability into the 
reservoir volume as outlined by Elfenbein et al. (2003). Extending this method to 
other depositional environments is also a topic for further research. In general, the 
introduction of an integrated near wellbore model, common to both the sedimentol-
ogist, petrophysicist and the reservoir engineer will be an important step towards 
better characterization of the reservoir, particularly in those reservoirs where tradi-
tional methods become uncertain.
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CHAPTER 10 Summary and conclusions
The material presented in chapter 4 to chapter 9 is summarized below along with 
the main conclusions from this thesis. At the end, some recommendations for fur-
ther work are given.

1. A process-oriented geomodeling tool is used to simulate clastic, sedimentary 
bedding types. Based on a sensitivity study of the input parameters and their 
effect on the resulting bedding model, a workflow is proposed that translates 
core observations into a set of input parameters that can be used in a modelling 
study.

2. The selected interval of the Tilje Formation was described, based upon the inter-
pretation given by Martinius et al. (2001). These lithofacies were further 
divided into subfacies that were assumed to influence the petrophysical proper-
ties in the near wellbore volume. A method was used that parameterized the 
core giving a data set describing the distribution of the sand and the mud com-
ponents. The proposed workflow was shown to give good match between the 
core and the simulated bedding models. The validation procedure did in part 
take into consideration the dimensionality problem in these data sets. It is thus 
concluded that for heterolithic deposits, as studied here, it is possible to create 
realistic near wellbore models based on core information with this modelling 
approach .
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3. The Tilje Formation has been interpreted to be influenced by tidal processes but 
time series analysis has only occasionally been performed to reveal the degree 
of influence. In addition, quantitative detection of cyclicity in ripple laminated 
heterolithic deposits has been reported less frequent in the literature. Due to the 
need for relatively long intervals for time series analysis, only one of the lithofa-
cies could be analysed in detail: LF3 (Laminated Delta Front facies). The auto-
correlation method (time domain) and the spectral analysis method (frequency 
domain) revealed two orders of cyclicity: one with approximately 11-16 sand 
laminaset per cycle and one with approximately 50-60 sand laminaset per cycle. 
Equally important was that the internal stratification suggested that these were 
similar to the Type II ripple of Tessier (1993) and that many of the sand lami-
naset showed a sharp lower boundary and a transitional upper boundary to the 
preceding and succeeding mud laminaset. Furthermore, the thickness of the 
mudlayers in general opposes deposition during only one slack water period. A 
depositional model was proposed that explained these sedimentary structures. 
The shortest cycle observed was then related to a semi-annual cycle implying 
that a sand laminaset and the succeeding mud laminaset was deposited during a 
fortnightly period. The observed 11-16 period was then attributed to the semi-
annual constructively interference of the synodic, anomalistic and tropical 
cycles with a small component from the semi-annual tidal solar period. The 
longest cycle would in this setting denote an approximately two-yearly cycle. 
Other non-tidal, but possible periodic components like seasonal driven mud-
flows, hyperpycnal plumes and storms can also influence on the observed vari-
ability. Incorporating vertical, periodic variation in mud fraction will have 
implications on the reservoir properties and is thus important to incorporate in 
the near wellbore model.

4. The porosity and permeability from core and wireline estimates shows that the 
lower part of the Tilje Formation is heterogeneous and in general under-sam-
pled. By a iterative procedure, the lamina petrophysical properties (porosity and 
permeability) were found from the core plugs. The procedure was verified by a 
probe permeameter data set. There is, as expected, a general decrease in vari-
ance between the input distribution and the upscaled distribution at the core 
plug scale. For horizontal permeability there was a possible relation between the 
input distribution, the core plug distribution and the bedding geometry. For ver-
tical permeability, the amount and geometry of the mud layers was important. 
The effect of biased sampling was quantified by comparing the observed core 
plugs with the un-biased simulated core plugs. It is concluded that in the 
absence of high-resolution (at the lamina scale) measurements of porosity and 
permeability, the proposed iterative procedure can be used to estimate lamina-
scale properties using the more generally available core plugs. 
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5. A set of general tidal bedding models with a wide range of mud fractions have 
been developed based on published flume tank studies. The original time axis 
was replaced by a pseudo-sandfraction axis. This study shows that the amount 
of mud deposited is correlated with the correlationlength of the sand and the 
mud component: as the mud component increases, the correlation length of the 
mud laminaset increases. 

6. The numerical models have been upscaled at several sample supports. The 
results showed that the upscaled property varied with the sample volume and 
that the variability was dependent on the property and bedding type. To some 
extent, the concept of Representative Elementary Volume (REV) has been 
experimentally verified in these synthetic bedding models. Single realizations 
show a large variability at small sample volumes but the variability is reduced 
as the sample volume increases. Published criteria for defining REV have been 
reviewed. The variability between different realizations, expressed with the CV, 
decreases with increasing model size (sample support). An REV is defined here 
by plotting the CV as a function of sample volume and determining the volume 
where the CV remains in the homogeneous regions (CV<0.5).  
 
For horizontal and vertical permeability, the size of the REV depends on the 
bedding type. The relation was explained by the correlation lengths relative to 
the model size of the two components present. The amount and geometry of the 
mud layers control the vertical permeability while the amount and geometry of 
the sand layers control the horizontal permeability. The conceptual equations 
(eq. 7-6 and eq. 7-7) were verified by the experiments and summarized in figure 
7.37. Based on these results, three flow-regimes were identified that each 
require a different method to estimate effective permeability: 1) Layered system 
where the arithmetic and harmonic averages are appropriate, 2) Close to the per-
colation threshold where a percolation model should be used and 3) Discontinu-
ous system where an effective medium method provides the best estimate of 
permeability. The division into flow-regimes are different for vertical and hori-
zontal permeability. The critical mud content for vertical flow is found to be 
between 0.35 and 0.5 while for horizontal flow around 0.8. It is appreciated that 
calculation of effective permeability in highly correlated systems where the cor-
relation lengths approache the model size, inherently is difficult. It is however 
concluded that at the bedding scale there exist a volume that is necessary for 
capturing a representative amount of heterogeneity, and that this volume is 
dependent on the property of interest and the bedding type. As long as the corre-
lation lengths at the bedding scale are larger than a few centimetres, the use of 
core plugs for estimation of permeability will, in general, be incorrect. These 
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results are then used to quantify the error in the core to log integration process. 

7. Additional models and realizations were used to improve the functional relation 
between effective permeability and mud fraction at a representative sample vol-
ume. The permeability contrast between the sand lamina was varied, giving a 
three-component system. The functional relation was quantified by fitting equa-
tions (denoted type curves) to the two- and three-component systems. Several of 
the equations gave a good fit to the experimental data, but it is felt that incorpo-
rating some physical constraints, like the percolation threshold, strengthen the 
use of such curves by making them more general and less dependent on numeri-
cal experiments. The most challenging region to describe is the non-linear part 
in kz for low mud fractions. Depending on the region of interest (i.e. bedding 
types), time available and initial knowledge about the system, different type 
curves can be used.  
 
Using the type curve as means to estimate permeability differs from the tradi-
tional core-log integration method since a relation is found at the representative 
volume and mud fraction is used as a regressor variable. The mud fraction, 
although scalar, contains in these particular deposits some information about the 
spatial distribution of mud, which is a major control on the effective permeabil-
ity. 

8. The effect of changing the petrophysical contrast between the two sand compo-
nents and between the sand and the mud was explored for selected models that 
represented different flow regimes. At a mud fraction below the critical thresh-
old for vertical flow, the sand properties have most influence on kz and to some 
extent on kx. The mud property has only a minor influence on kz and an insig-
nificant influence on kx. Close to Pc,v, the mud property becomes increasingly 
important for calculation of kz which at the same time shows a reducing depen-
dency on the sand contrast. The horizontal permeability shows similar behav-
iour as in the low mud fraction case since the system still behaves as a layered 
system with respect to this parameter. Close to Pc,h, kz is controlled exclusively 
by the mud property and independent on the sand contrast. The horizontal per-
meability is dependent on both the mud property and the sand contrast (similar 
to the situation for kz close to Pc,v). These results give guidelines for data collec-
tion that depends on the bedding type under consideration. The sand contrast is 
important below the percolation threshold, while the mud properties become 
important approaching and exceeding the percolation threshold. 
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Summary and conclusions
9. The results are applied to a 25 m interval of the Lower Tilje Formation on the 
Haltenbanken. Two methods are used. 1) Direct simulation of permeability and 
porosity on the near wellbore model created in chapter 5 and 6 and 2) by the use 
of the results from chapter 7 and 8 (type curves). The first method, being the 
most time consuming, gives the possibility to study individual subfacies in the 
well and, through upscaling to different sample volumes with a moving window 
averaging, to compare with the current wireline-based estimates. It seems that it 
is difficult to incorporate all the natural variability in the near wellbore model, 
but the earth model provides a better basis for integration of available welldata. 
The second method utilizing a functional relation between mud fraction and 
effective permeability is potentially a simple and powerful method to be applied 
on routine basis, also in un-cored wells. The advantage of this method is that it 
is fairly general in tidal influenced deposits and can applied to other (un-cored) 
wells with only local adjustment of sand and mud permeability values. The 
method also has the ability to quantify the errors associated with traditional 
core-log integration methods.

This thesis has only considered some of the many aspects of the general objective 
of reconciliation of well data for better estimation of reservoir performance and use 
of the possibilities that a shared earth model can provide. In the future, the follow-
ing tasks are considered to be important for further developments in this area:

• There could be improvements in the construction of synthetic bedding models 
of these tidal bedding types. The three-dimensionality of the sedimentary struc-
tures, influencing on the spatial distribution and continuity of the mud layers, 
could be better understood through detailed analysis of outcrops or from recent 
depositional environments. A further development of the simulation code that 
gives a better ability to model more complex bedforms, will be an improvement 
(e.g. splitting and rejoining of crests, isolated ripples and catenary and linguiod 
crest lines).

• The same analysis as here, should be performed on bedding types with different 
characteristics. The extension to bedding types where the distribution of mud 
fraction is a critical parameter is natural, but also to sedimentary bedding types 
where other factors are more important. Development of type curves for differ-
ent sedimentary environment can greatly improve the understanding of the sys-
tem and the estimation of reservoir performance. These curves are, however, 
scale-dependent and should be established at a representative volume.

• The analysis of scaling issues of the bedding models can be improved by an 
independent evaluation of connectivity of both the conducting and non-conduct-
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ing components. Such an evaluation can be used to develop analytical models 
for calculation of effective permeability, establishing the percolation threshold 
quantitatively and evaluate scaling issues around the percolation threshold, 
which is difficult. 

• In un-cored intervals, a type curve method is the most suitable. We see, how-
ever, the potential in using image logs for obtaining critical input parameters. 
This data type can also give additional information about the correlation struc-
ture wider than the core (across the borehole).

• A significant step forward would be to use the near wellbore model to simulate 
various tool responses, as for example resistivity and acoustics. The results 
could then help improving the understanding of the wireline recordings in these 
heterolithic deposits, and to improve the petrophysical interpretation models 
giving better reconciliation of core and wireline data. Such an approach would 
require that the simulation code could incorporate the relevant physical parame-
ters. 

• Only single-phase permeability has been calculated in this thesis. Evaluation of 
multiphase flow on such realistic bedding models should also be a topic for fur-
ther research. In addition, since there have been indications that cross-flow can 
be significant, calculation of effective permeability with other boundary condi-
tions will provide a more correct estimate of the permeability field. The out-
come of such a calculation can be an improved estimate of the REV, although it 
is assumed that the dependency to the correlation lengths in the sedimentary 
structure found in this thesis will be approximately the same.
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Appendix A Reference Parameters
The following tables list the control parameters that were used to create the near well-
bore models in this thesis.
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A.1     Geometrical reference parameters

FIGURE A.1 Control parameters describing the geometry of the bedforms of the selected 
interval.
A-ii



FIGURE A.2 Control parameters describing the geometry of the bedforms of the selected 
interval.
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A.2     Petrophysical reference parameters

FIGURE A.3 Porosity and permeability input data obtained in chapter 6. Note that the 
permeability values are given as log normal values.
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A.3     Geometrical reference parameterts for conceptual tidal bedding 
models

FIGURE A.4 Control parameters for the concetual tidal bedding models. The petrophysical 
properties are listen in table 8.1 and 8.2.
A-v



A.4     Seed numbers

FIGURE A.5 Seed number for realization 1 to 10 of the conceptual tidal bedding models used in 
chapter 8. The seed numbers in italic were used in chapter 7.
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FIGURE A.6 Seed number for realization 11 to 20 of the conceptual tidal bedding models used 
in chapter 8. 
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Appendix B Paper 1 
Extended abstract presented at the 65th EAGE Conference & Exhibition - Stavanger, 
Norway, 2-5 June, 2003. 
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Abstract

We have used a process oriented modelling tool, SBED , to evaluate how petrophysical

properties vary as a function of scale in the near well-bore region of a highly heterogeneous

reservoir interval. A 25 m interval of the Tilje formation, offshore mid-Norway, is studied in

detail and core parameters are extracted which can be used to create a realistic

sedimentological and petrophysical model of the near well-bore region. When integrating core

and wireline data there is usually a problem with sample support, and we show how the core

plug distribution is related to the “true” petrophysical distributions. By using the concept of

representative element volume we give an estimate of the error related to traditional upscaling

or averaging techniques.

Introduction

Petrophysical characterisation of heterogeneous reservoirs involves challenges. Many of the

parameters measured or estimated are scale dependent and this will affect the integration and

subsequent upscaling of the data. In tide-influenced deposits, like the Tilje formation offshore

mid-Norway, the main scale of heterogeneity affecting the reservoir performance is at the

mm-cm scale. At this scale, intercalations of sand, silt and mud, which is the result of

fluctuating hydrodynamic conditions during deposition gives variability in petrophysical

properties below the core plug scale. To model this heterogeneous interval, we used the

SBED  tool, which simulates the depositional process through migration of sine curves in

space and time (forward modelling) (Wen et al. 1998). The petrophysical properties are

distributed stochastically for each lamina, but linked to the simulated bedform. The result is a

detailed (sub-mm) model with a realistic sedimentological geometry and small-scale

petrophysical properties. The simulated cubes can be evaluated at different volume scales. 

Representative Element Volume

The concept of Representative Element Volume (REV) (Bear, 1988) can be used to evaluate

how the petrophysical properties vary with sample volume. In heterogeneous media, a

measured property will depend on the scale the property was measured. Mud layers that

appear continuous at the core width may be discontinuous at some larger scale, and a measure

of porosity and permeability will most likely be different. Figure 1 shows a plot of an

example facies with 20 % mud content and the variation of horizontal permeability as a

function of volume scale is clear. At small sample volumes, the measured property varies

greatly since its value strongly depends on sample position. At some scale, the REV, the

variation is minimized and the sample is effective homogeneous. In the studied formation

F-25 Petrophysical variation as a function of scale
and implications for core-log integration
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there is, in addition to the clear

difference between sand and

mud, a variation within the

sand; one relatively clean

lamina and one silty. The core

plug values are therefore an

average of these three

components. Since the plug

scale is below the

representative element volume,

the plug samples are generally

un-representative. This

highlights the uncertainty

associated with using the

petrophysical distribution

obtained directly from core

plugs in upscaling and log integration. 

Results

From the studied interval, we selected two facies. Facies 1 is a wavy to flaser bedded unit (3

components) where the cm thick mud-layers are spaced with 10’s of centimetre. Facies 2 is a

hummocky cross-stratified unit where the sand lamina has varying degree of contrast (2

components). By varying the distribution of the components present in each facies, we

simulated core plug samples that matched the core plug distribution from the well. In figure 2

(facies 1) and figure 3 (facies 2) the distribution of the different components in these two

facies is plotted along with the resulting simulated and observed core plug distribution. A

match with the measured core plug distribution is a validation of the model, in addition to

showing how the underlying distributions of the components are changed with increasing

scale. We also made models at the REV scale in order to estimate the error associated with

upscaling based on core plugs. In both facies, the observed porosity distribution can be

obtained by a larger than observed variance on the different components and the mean is a

result of simple volume averaging. This is the case because porosity is an additive property.

Even so, we see that the representative value in facies 1 is lower than the core plug average

(figure 2). The core plugs often do not sample the thin mud layers and this results in an

overestimation of porosity. At a larger scale these layers are included in the sample volume

and a lower effective porosity is measured. Permeability however, is more complex since it is

non-additive property. Thin, high permeability streaks may affect the overall permeability. As

a result, the underling distributions are skewed towards lower values with tails into the high

permeability regions. Using the core plug values directly will, in this case, give an

overestimation of the horizontal permeability. In facies 2 there is a mis-match between the

core plug average and the representative value of horizontal permeability (figure 3). This unit

consists of both high and low contrast sand sets and biased sampling has given an

underestimation of the overall permeability field. 

Conclusion

The relationship between the petrophysical variability at the lamina scale and the core plug

scale are explored by using a process oriented modelling tool. In these systems, the variability

is a function of scale and assuming that the core plug distribution is a representative measure

may be misleading. The increased variance and shift of the mean towards lower values for the

Figure 1: Variation of horizontal permeability as a function

of sample scale. Note that both the core plug and the wireline

log measures at an inappropriate scale to give a

representative value.
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individual components can be used to give a better estimate of the representative value at a

larger scale through upscaling. These detailed analysis of a heterogeneous well interval

provide basis for improved calibration of wireline logs, well test, and production data in

intervals that often show major inconsistency between data types. 
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Figure 2. Wavy to flaser bedded facies. Left: Porosity (top) and permeability (base) distribution of the individual

components (laminas) and the corresponding distribution at the core plug scale. Right: Box-plot of the variation

of the simulated and measured core plugs along with the effective (representative) value measured at the REV.

Note the difference between the core plug average and the representative value for porosity and the shift of the

underlying permeability distributions towards lower permeability values.
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Figure 3. Hummocky cross-stratified facies. Left: Porosity (top) and permeability (base) distribution of the

individual components (laminas) and the corresponding distribution at the core plug scale. Right: Box-plot of the

variation of the simulated and measured core plugs along with the effective (representative) value measured at

the REV. Note the difference between core plug average and the representative value for horizontal permeability.
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Introduction

The late Pliensbachian to early Toarcian Tilje Formation is found on the Halten terrace 

offshore mid-Norway and contains several large hydrocarbon fields. The lower part of the 

Tilje Formation has been interpreted to be deposited in an estuarine system influenced by tidal 

processes (Martinius et al., 2001). One of the few diagnostic criteria for recognizing tidal 

deposits is the presence of different orders of cyclicities (Nio and Yang, 1991). Time series 

analysis to reveal tidal cyclicities have mainly been carried out on either large-scale cross-

bedding or on finely laminated successions of sand and silt/mud often referred to as 

rhythmites. Considerable fewer studies are published on heterolithic, ripple laminated flaser-, 

wavy- or lenticular bedding (but see Martino and Sanderson, 1993). Here, focus will be on a 

ripple laminated wavy-bedded heterolithic lithofacies interpreted to be a laminated shallow

water deltafront deposit underlaying the estuarine deposits. These are of considerable lateral

extent (up to 10 km at least). Two time series techniques have been used on data describing 

the sand and mud lamina set thickness and the mud-fraction at each depth. The lithofacies is

chosen because 1) it is preserved in a long section in the selected well (a request for using 

time series analysis), 2) the tidal influence on this lithofacies is not proven, and 3) a vertical 

variation in mud fraction as a result of tidal influence is important to take into account when 

analyzing well data for hydrocarbon flow studies. 

Method

On a selected 3.28 m long core interval (~2600 m depth), the thickness of sand and mud

lamina sets was measured with 2 mm resolution. The measurements were performed on three 

parallel lines along the core; left, center and right. The recorded binary data gave two different 

data sets: 1) sand and mud layer thickness along each line and 2) the sand or mud fraction at 

each depth. The first data set was used to evaluate the number of layers per cycle for

interpretation of the tidal influence. The second data set, obtained by taking the arithmetic

average of the measurements at each depth and then taking a running average down the core,

made it possible to validate the vertical variation in mud fraction which will influence on the

vertical variability in bulk petrophysical properties. On these two data sets, the autocorrelation 

function (ACF) and the periodogram is calculated. 

Description and Interpretation 

The lithofacies is characterized by persistent wavy to lenticular bedding, with fine-grained 

sandstone interbedded with approximately equal thick mud layers. The sand lamina sets can 

either be form-sets, sets or co-sets, but are dominated by the first. They are bounded above 

and below by mud layers that can show faint lamination in the upper part at the transition to 
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the overlying mud layer and commonly have a sharp lower boundary. Each sand layer can be 

interpreted to be a result of one current stage (flood or ebb) and the overlying mud layer a 

result of deposition during the following slack-water period. However, two problems appear:

1) The majority of the mud lamina sets are too thick to have been formed in just one slack

water period, 2) the internal

stratification of the sand lamina

set and the transition between the

sand and the mud lamina indicate 

deposition over longer time

intervals than one flood or ebb 

current. McCave (1970) and 

Terwindt and Breusers (1972) 

have indicated that a freshly 

deposited mud layer thicker than

5-10 mm seems unlikely to result 

from one slack water period and 

it is thus assumed that a

measured mud layer thickness of

more than 4 mm could not have 

been deposited from suspension 

during one tidal slack period. In 

the measured section, c. 55% of 

the mud layers are more than 4

mm thick. The internal

stratification of the sand lamina

sets resembles the Type II ripple 

of Tessier (1993) (figure 1). It is 

composed of 3D small-scale

climbing ripples where the 

laminations at the base mould the 

underlying ripple morphology.

Upwards, the laminae thicken,

the slope angel of the lee side increases and the mud content decreases, before, towards the 

top, the angel again decreases and the mud content increases.

Figure 1: Top and Middle: Examples of Type II ripples from

the studied interval showing a characteristic internal

stratification and a sharp base and transitional top (n=neap

and s=spring). Base: A schematic sketch of the Type II ripple

(Tessier, 1993).

A depositional model for the observed ripple laminated deposits is proposed (Figure 2). It is 

assumed that the entrainment velocity of the sand (Uces) is higher than the threshold velocity 

where mud starts to fall out of suspension (Ucdm). As the tidal range varies through a spring-

neap-spring cycle, the current velocity and the time the current is above Uces and below Ucdm

varies with the same period. It is proposed that both the dominant and subordinate (if present) 

maximum current speed are below Uces, around neap time. The (semi-) continuous deposition 

of mud around neap time creates an amalgamation of thin mud lamina that after settlement

undergoes initial consolidation. As the tidal range and maximum current speed increases 

towards spring, the threshold for sand movement is passed. Some of the most recently

deposited mud laminae can be removed if the current speed exceeds that required for mud

erosion, but the deposited sand laminae will in general have a sharp boundary to the

underlying, initially consolidated mud. Small, three-dimensional bedforms develop equal to 

the type II climbing ripples. Around spring time, the current velocity is largest and the 
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thickest sand/silt laminae are deposited. As the tidal range decreases towards the following

neap, successive smaller

components of the current 

velocity are above the 

threshold for sand

movement. This results in a 

faint lamination between

traction deposited sand and 

suspension deposited mud 

in a transitional zone to the

overlying neap-deposited, 

amalgamated mud.

Figure 3 shows a bar plot of 

the sand lamina set 

thickness and the ACF and 

spectral analysis results.

Prior to the analysis, the

raw data was smoothed

with a three-point running

average. Although the data 

are noisy, a few prominent

periodicities are recorded

both in the time domain and 
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ond
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iod

n

n (1997)

the frequency domain: 10-1

spring deposits corresp

declination to the earth a

synodic month has a per

respectively. Similar semi-a

Miller and Eriksso

sand layers and approximately 50 sand layers per cycle. The 13 

to the shortest period recorded in the data. Both the sun’s 

the constructive interference of the tropical, anomalistic and 

at the semi-annual time scale with 182.62 days and 183.29 days, 

nual periods are observed by for example Kvale et al. (1999), 

 and Stupples (2002). 

Figure 2: Proposed depositional process for the wave to lenticular

bedded lithofacies. Periodic variation on current strength and the

slack-water period. Uces=critical threshold for sand movement and

Ucdm=the critical threshold for mud deposition from suspension.

Figure 3: Left: Bar plot of the sand lamina set thickness (smoothed with a three-point running average).

Middle: Spectral analysis of the smoothed data set showing two prominent periodic components. Right:

The ACF function of the same data set.

In summary, the high m

during overall low ene

ud content and the presence of small scale ripples suggest deposition

rgy conditions. A weak current, dominantly tidal but with a possible

small wave component, combined with the interpreted low ripple migration speed suggest that 

the depositional area was relatively starved of bedload sediment. Fine-grained sediments can 

have been brought into the pro-delta area by hyperpycnal plumes or by longshore currents that 

subsequently were modified by the weak currents into the observed rippled bedforms. The
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apparent low wave energy conditions favoured 1) a stronger imprint from the tidal current and

2) recording of the semi-annual tidal cyclicity. 

Reservoir Modelling 

In addition to the sand and mud lamina set thickness data, a continuous, vertical record of 

mud fraction is obtained. Figure 4 shows how the mud fraction varies along the core and the 

results from the ACF and spectral analysis. Important for reservoir modelling is also that

periodic variation in the mud fraction will influence petrophysical properties. For example,

Ringrose et al. (2003) have shown how the effective permeability in the vertical and

horizontal direction is related to the mud content in tidal deposits. To model this observation

we have used a process-oriented modelling tool, SBED (Wen et al., 1998) that creates near 

wellbore numerical models that subsequently are populated with petrophysical properties. A 

common Earth model that has the ability to incorporate detailed sedimentological information

and that is used by the sedimentologist, petrophysicist and reservoir engineer has proven 

particularly valuable for reconciling well data with different sample support (Elfenbein et al.,

2003).

Figure 4: Left: A continuous record of mud fraction along the analysed lithofacies (smoothed with a 5 c

running average). Middle and Right shows respectively the spectral and

m

ACF results on the same data set

indicating a few prominent periodic components.
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Abstract

Heterolithic lithofacies in the Jurassic Tilje Formation, offshore mid-Norway, consist of three components: sand,
silt and mud intercalated at the cm scale, and are generally difficult to characterise petrophysically with core and
wireline data. A near well-bore model of the lower part of the Tilje Formation in the Heidrun field is constructed
to illustrate the application of these results to formation evaluation studies. The sedimentological model is 
developed by detailed parameterisation of a cored well interval and the petrophysical properties are based on
core plug data, taking into account sampling bias and length scale. The variation in petrophysical properties as a 
function of sample volume is examined by calculating the representative elementary volume. The sensitivity of 
the representative permeability values to the contrast between the three components is studied and gives a better
understanding of the flow behaviour of this system. These results are used to rescale the core plug data to a 
representative value and thereby quantify the uncertainty associated with the wireline-based estimates of porosity
and horizontal permeability and to given an improved estimate of the kv/kh ratio.

Key words: petrophysics, permeability, porosity, heterolithic sandstone.

Introduction

Sedimentary architecture causes heterogeneity at many scales, which can affect reservoir performance

(e.g. Haldorsen, 1986). At the bedding (sub-metre) scale, primary sedimentary structures can

significantly influence the flow properties, as has been shown for a range of sedimentary systems

(Weber, 1982; Corbett and Jensen, 1993; Hartkamp-Bakker and Donselaar, 1993; Hurst and Rosvoll, 

1991). These studies show that porosity and permeability are strongly controlled by depositional

processes through their influence on grain size, sorting, and fabric. Because of computational limits on

the number of grid-cells in reservoir simulation, small-scale sedimentary structures cannot be included 

explicitly, but have to be represented by effective or representative values.

The problem of integrating data with different sample support in heterogeneous reservoirs has also 

been widely appreciated (Haldorsen, 1986; Enderlin et al., 1991; Worthington, 1994; Corbett et al.,
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1998). In particular, the integration between core data (usually represented by discrete core plugs) with

continuous wireline data is challenging since heterogeneities are often on the same scale as the

measurement resolution. To integrate the two data sets, the normal approach is to upscale the

measurements with the smallest sample support to the scale of the larger.

Methods for generating numerical models of the subsurface domain are reviewed by Koltermann and 

Gorelick (1996). Population of these models with petrophysical properties and calculating the 

effective flow properties at a larger scale can be done in a variety of ways (Renard and Marsily, 1997).

For simple geometries (e.g. a stratified medium) exact analytical solutions can be found. In more

complex cases, numerical methods can be used to estimate effective properties. Usually, only two

component systems (sand and mud) are evaluated (Begg and King, 1985; Desbarats, 1987; Deutsch, 

1989; Durlofsky and Chung, 1990).

Regardless of the upscaling technique, the question remains as to what scale the measurements should

be rescaled to. Bear (1972) introduced the concept of Representative Elementary Volume (REV). This 

is based on effective medium theory, which assumes that the correlation lengths are shorter than the 

model domain. If the sample support is small compared to the length scale of the heterogeneity, the

measured value will vary with a change in the support since varying degree of heterogeneity is 

included in the sample volume. At some scale (the REV), the fluctuations are minimized and a

representative amount of heterogeneity can be measured (Figure 1).

The tidal deltaic Tilje formation (Martinius et al., this volume), is particularly heterogeneous and 

exhibits variability at many scales. Brandsæter et al. (2001) showed that the ratio between vertical and 

horizontal permeability (kv/kh ratio) was one of the most important parameters influencing oil recovery

in this formation. At the bedding scale, thin intercalations of mudstone and sandstone layers have a

strong influence on the flow properties (these two lithological components are hereafter referred to as

sand and mud). These facies are dominated by heterolithic current ripple bedforms which have been 

described as flaser, wavy or lenticular bedding (Reineck and Wunderlich, 1968). Flaser and lenticular
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bedding represent end-members of a range of tidal bedding types, with discontinuous mud lamina and 

discontinuous sand ripples, respectively. Wavy bedding describes more regular interbedding with 

approximately equal amounts of sand and mud.  These mm to cm scale heterogeneities are not well 

characterised by the core plug or the wireline log measurements. Core plug measurements are at a

volume scale below the characteristic length scale of the heterogeneity and the wireline logs tend to 

average out the responses from the different lithological components present. Integration between

these two data sets is thus problematic. Figure 2 shows the studied interval of well H1 from the lower 

part of the Tilje formation in the Heidrun Field. This figure shows that the petrophysical variability is 

high, both within and between the different facies associations, such that there is in general a mis-

match between the core and the wireline values.

This paper considers these problems using a process-based stochastic modelling tool (SBED ) (Wen

et al., 1998). With this method, a realistic near wellbore model is created. The near wellbore model is 

defined here as a numerical representation of the sedimentological components and petrophysical

properties in a rectangular shaped volume along the wellbore with a lateral dimension on the scale of

the conventional wireline tool resolution. This also approximately corresponds to the lateral 

correlation lengths of the sedimentological and petrophysical elements in tidal facies. To be able to

evaluate the tidal bedding system in general, a range of bedding models with different mud contents

were created. Permeability is shown to vary with the sample volume and the REV can be calculated on 

these models. Furthermore, the sensitivity of flow behaviour to the permeability contrast between the 

different lithological components is explored. Finally, the near wellbore model is used to quantify the 

uncertainty associated with traditional averaging of core and wireline data to give improved estimates

of the petrophysical properties in the studied interval.

The near wellbore model

Modelling of small-scale (cm-dm) sedimentological bedforms has been widely studied, and pioneering 

work on synthetic bedform modelling was published by Rubin (1988). The SBED  method was
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developed by Wen et al. (1998) and makes a significant step towards a petrophysically useful method

by extending the approach of Rubin (1988) to include stochastic elements and 3D property modelling.

The method used in SBED is based on manipulation of the following surface function:

yxg
L

y
B

L

x
Ayxz y

y
x

x

t ,sinsin,  (1) 

where x and y are spatial coordinates, t is a nominal time increment, A and B are amplitudes of the

bedform in the current (x) and crest (y) directions, Lx and Ly are wavelengths of the bedform in the

current and crest directions, x and y are initial phase angels (radians) and g(x,y) is a 2D gaussian 

random function. The input parameters to the program describe the bedform morphology in cross-

section and plan-view (by a sine-function) and also how the surfaces move in space and time by

vectors to mimic bedform migration (Figure 3A). The displacement creates a 3D volume separated by

the surfaces giving a simulated lamina (Figure 3B). After a sequence of surfaces representing a lamina

set, z(x,y)t=n, a hiatus is simulated and erosion by a new time series is initiated (i.e. a new lamina set).

The migration of bedforms, that in nature is a result of periodic avalanching and suspension fallout on 

the bedform lee- and stoss-side, is here simulated by displacement of successive sine curves. This is a

simpler approach than process-based methods in which grain deposition is simulated. The input

parameter set comprises a set of values to give a particular type of sedimentary bedform. The 

stochastic elements of the code reflect the natural variability in the deposits and ensure that a number

of equiprobable realizations of the bedform model can be generated. Figure 3C shows an example of a 

realization of a geometry model. Statistical parameterisation of the sedimentological observations 

from core gives us the opportunity to determine the mean value of the deterministic part of the code 

while allowing the natural variability to be included in the stochastic elements. Table 1 gives some of 

the sedimentological parameters considered for this interval. The key parameters are the geometry, 

thickness variation and frequency of the mud layers, since these will have a strong influence on the 

vertical and horizontal permeability. Also listed in Table 1 are the main input parameter groups that 

are used to mimic the depositional process.
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Within this geometrical bedding framework, petrophysical properties (porosity and permeability) are 

simulated using correlated 2D gaussian random fields. On the resulting permeability grid (Figure 3D), 

directional flow is simulated numerically by imposing a constant head gradient between opposite sides 

of the model and no-flow boundaries on the perpendicular sides. The single-phase steady state flow

equation is then solved by a finite-difference method (described by Warren and Price 1961, White and 

Horne 1987, and Renard and Marsily 1997). By rotating the boundary condition setup, and repeating 

the flow simulation, the diagonal elements of the permeability tensor are found (denoted here as kx, ky

and kz,). Since porosity is an additive property (Narasimhan, 1983), the bulk porosity of the bedding 

model is simply found by taking the arithmetic average of the individual grid-cell values.

In this study only single-phase flow has been considered. However, where sedimentary structures have

a significant effect on single-phase permeability, the multiphase effect on permeability is likely to be

even greater. Multiphase flow aspects also need to be considered in reservoir studies and Pickup et al. 

(2000) performed two-phase upscaling on similar synthetic tidal bedding models as used here.

Bedding geometry model

The geometrical model represents the sedimentological features observed in the core such as the

lamina and lamina set characteristics (Table 1). After dividing the core into lithofacies, a detailed log 

of mud content and lamina set thickness distribution within the cored interval was made, and these

statistics were then used to develop the bedding models. To illustrate the modelling method,

lithofacies 7.1 from the upper part of Figure 2 was selected. Ringrose et al. (this volume) consider the

entire interval in Figure 2 for estimation of vertical permeability. The selected lithofacies is interpreted 

as an accretionary channel bank deposit (Martinius et al. 2001) and is dominated by flaser bedded 

deposits separated by thicker mud layers. The number and thickness of the mud and sand lamina sets

(Table 2) were considered to have an important control on effective permeability.  In order to ensure 
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that the near wellbore model of this lithofacies is realistic, the same parameters were measured on the

numerical model. A realistic model is obtained when the two data sets are statistically similar (Table 

2). Figure 4 shows part of this interval with one realization of the near wellbore model. Table 4 gives 

the geometrical input parameters while Table 3 gives the petrophysical parameters for this specific 

facies.

The petrophysical model 

Each grid-cell in the model has a constant lateral dimension (1 by 1 cm) and a vertical dimension 

related to the lamina thickness (usually on the mm-scale, see Figure 3), and is by definition an

isotropic and homogeneous petrophysical element. The model dimensions are 0.3 m by 0.3 m by 0.3 m 

and consist of c. one million cells. The grid cell scale is approximately the scale of the probe-

permeameter device, c. 2-5mm (Halvorsen and Hurst, 1990, Ringrose et al., this volume). One detailed 

probe-permeability grid was available in the selected lithofacies. The main direct measurement of

porosity and permeability are however the core plugs. In order to constrain the petrophysical model to

data, we simulated the process of taking core plugs with 30cm spacing from the SBED  model. The

input petrophysical properties were then adjusted until a match was obtained between the real core 

plug data set and the simulated core plug data set. The simulated core plugs have the same dimension

and orientation as the real core plugs and consist of approximately 600-800 grid-cells depending on

the lamina thickness. There are limitations to this approach. Firstly, there should be a sufficient

number of real core plugs from each facies to produce a stable histogram. Secondly, the real core plugs

are often taken from the more sand rich zones avoiding the mud layers (see Figure 4), but the

simulated core plugs are unbiased. Thirdly, several solutions are possible by changing the mean or 

variance of the input distribution (i.e. the solution is not unique). This is especially the case for 

porosity. The input permeability has to match both the upscaled vertical and horizontal core plug

distributions giving a better constraint to the options available. Figure 5A and 5B show the results of 

this method for horizontal permeability and porosity, respectively, for the selected facies in the 

interval. There is a good match between the simulated and the real core plug data set, both validating
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the petrophysical model and giving the three-component distribution of porosity and (isotropic)

permeability. Figure 5A also show the available probe permeameter data and the distribution is similar

to the distribution to the sand and silt components. Table 3 gives the petrophysical parameters for 

these curves and Figure 4 shows a realization of the final bedding model for the selected facies.

Even though there is an acceptable match between the core plug values and the model results, the

latter tend to have slightly lower variability than the former. This is mainly because it is not possible to 

include all natural variability in geometry and petrophysics. For example, diagenetic features and

fractures are not included in the synthetic bedding models. Although the Tilje Formation in the

Heidrun Field is not severely affected by diagenesis, in other cases diagenesis could be equally

important as the influence of the primary sedimentary structures. However, it is considered that the

near wellbore model created here captures the most important features affecting the bedding-scale

petrophysical properties.

There are few reported measurements on the mud component from these intercalated bedding types,

but Ringrose et al. (this volume) discuss plausible values for mud permeability. A constant value of 

0.01 mD is chosen here and then the sensitivity to this parameter on effective vertical and horizontal 

permeability is evaluated. Although 0.01 mD may be a rather high permeability for mud, for single-

phase simulation, it is the contrast between the lithological elements that is most important.

Petrophysical variability with sample support

Several theories have been developed to estimate effective properties of heterogeneous media. In

simple geometrical cases exact solutions exist, and for infinite, continuous parallel layers the 

horizontal and vertical effective permeability is given by the arithmetic and harmonic averages, 

respectively. In the case of a random, uncorrelated, isotropic lognormal permeability distribution, the 

geometric average has been shown to give a good estimate (Warren and Price, 1961). Although these 

estimates are useful, they do not generally apply to real sedimentary deposits, which often show more
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complex geometry and variability. Effective media theories assume that the heterogeneity can be 

modelled as an inclusion embedded in a homogeneous matrix. If the inclusion has a simple form,

analytical expressions for permeability can be calculated (e.g. Dagan, 1979). In percolation theory,

assuming two components where one is non-permeable and the components are distributed randomly

in space, the threshold for flow can be evaluated as a function of the conducting component (e.g. Begg

and King, 1985). Randomly dispersed shales in a sandstone medium were evaluated numerically by

Desbarats (1987), who showed that the effective permeability depends on the shale volume fraction,

the spatial correlation structure and the dimensionality of the flow system. Deterministic modelling of 

sedimentary structures has also been performed (e.g. Corbett et al., 1992; Pickup et al., 1995; Ringrose

et al., 1999), where the main focus was on fluvial and aeolian deposits. In these previous studies, only

two components (sand and shale or two types of sand) were considered. The assumption of a two-

component system is a simplification of tidal deposits since the sand lamina set consists of both sand 

and silt sized particles organized as cross-stratification in addition to the mud component. In addition,

both the sand and the mud components are highly spatial correlated in these tidal deposits.

When the correlation lengths of the different components are smaller than the model domain, a 

property measured on a sub domain will depend on the size, position and orientation of this sub 

domain. Bear (1972) showed that at some sample support (the REV), the variability is minimized and

a representative property could be measured (Figure 1). Norris and Lewis (1991) calculated in 2D the

representative elementary area (REA) for a range of tidal facies based on binary images of an outcrop 

sample and found that for horizontal permeability the same REA applied regardless of the mud

content. Jackson et al. (2003), dividing heterolithic rock cubes into smaller samples, showed that the 

effective property in 3D could be estimated with simple averaging schemes and that the choice of

estimator depended on bedding type.

In order to evaluate the fundamental properties of the heterolithic bedding system, a set of models with 

different mud fraction was developed ranging from sand-dominated flaser bedding to mud-dominated

lenticular bedding. Baas (1994) studied the development of ripple morphology in unidirectional flow 
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using flume tank experiments and found that ripples approached an equilibrium size and shape with 

either increasing current velocity or depositional time. Oost and Baas (1994) also evaluated the effect 

of unsteady flow (common with tidal currents) in the bedform morphology development. These 

experimental results have been used to constrain the input parameters for our numerical model thereby

obtaining realistic geometries. The geometrical input parameters for these general tidal bedforms are

found in Table 4.

Firstly, to evaluate how the petrophysical properties vary with sample support, and to isolate the effect

of geometry and mud fraction, a two-component system (sand and mud) was used where the 

petrophysical contrast between the components was constant and equal to 104 (sand permeability of

100 mD and mud permeability of 0.01 mD). Smaller sub-models were then extracted from the larger 

scale model in a systematic manner, where the sub-grid size (i.e. sample volume) is increased in a

cubic series (in 30 steps) from the smallest sample in the centre of the realization to the full size (0.33

m3). There was no observed dependency on the location of the centre point of the sub grids. The 

effective permeability for each sub grid was then calculated for the vertical direction (kz) and in the 

horizontal direction along the migration direction for the ripples (kx). A total of 12 different bedding

models (with 10 realizations of each) with varying mud content were used and Figure 6 shows all the

results from the simulation where each square represents a specific mud content and sample volume.

Note that there is a larger spread in upscaled permeability (more than 2 orders of magnitude) for 

certain ranges, namely below 40% mud fraction for vertical permeability and above 70% mud fraction 

for horizontal permeability. This indicates that the effective permeability is dependent on the sample

size in these mud fraction ranges. Figure 7 shows the effective vertical permeability vs. sample 

volume for one of these models; a flaser bedded model with 10% mud fraction where the mud occurs

as isolated lenses between the sand lamina sets. Each solid line represents one realization. This 

example clearly shows that the largest variability occurs at small sample volumes and that the 

fluctuations are minimized at large scales, consistent with the REV concept outlined above. For each 

sub-gird size, the coefficient of variation (Cv) was calculated between the realizations (see Jensen et

al., 1997, for fuller discussion of use of Cv for petrophysical analysis). As proposed by Corbett and
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Jensen (1992), a Cv below 0.5 indicates a statistically homogenous medium, while above 1 the samples

can be considered very heterogeneous. It is observed (Figure 7) that the Cv decreases as the sample

size (sub-grid size) increases, indicating that the effective property approaches the REV. Note that this

REV is related only to geometrical heterogeneity and that spatial correlation in permeability will be

likely to increase the absolute size of the representative volume. Similar curves as in Figure 7 were

obtained for all the other 11 tidal bedding models and the results for vertical permeability are shown in

Figure 8, where it can be seen that the sample volume (for Cv < 0.5) varies with mud content (this is in 

contrast to conclusion of Norris and Lewis, 1991). For vertical permeability (figure 8) there is a steady

increase of this inflection point with increasing mud content, but above 40% mud, all the Cv curves 

lies in the homogeneous region. This behaviour is related to percolation theory, which predicts the

point at which one component will start to connect across the model domain. The change in variability

expressed with the Cv curve is related to the change in correlation lengths of sand and mud lenses with 

respect to the model domain. Further analysis of porosity and horizontal permeability is given in 

Nordahl (2004) where the issues of stationarity, correlation lengths, percolating thresholds and how to 

define REV on these bedding models are discussed. The permeability values measured at the REV are 

indicated in Figure 6 by black squares. It is clear that the representative effective permeability trends 

deviate significantly from the commonly used arithmetic and harmonic averages, which only are 

correct in the case of a perfectly stratified medium. The effective permeability of the more realistic and

complex models used here can thus not be properly estimated with these estimates. Ringrose et al.

(2003; this volume) discuss different methods that can be used to describe this trend. 

Effect of petrophysical contrast in a three-component system

The previous results were for a two-component system (sand and mud), and the variability observed as 

a function of sample support was a result only of the geometry of the two components. As mentioned

above, most of the sand lamina sets in the Tilje Formation consists of (at least) two different grain size 

classes. Petrophysically, these facies can then be treated as a three-component system. In this section, 
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the effect of changing the petrophysical contrast between the two sand components (contrasting 

lamina) is evaluated and then, keeping this contrast constant, the effect of different permeability of the 

mud layers is assessed.

Effect of contrast between sand components 

The effect of varying the petrophysical contrast within each sand lamina set (Table 3) is evaluated by 

keeping the permeability of one of the sand components constant and equal to 100 mD and decreasing 

the permeability of the other component (the silty component). In this case the largest sample volume

for each realization was used, such that in all cases the REV has been reached (Cv < 0.5). In Figure 9, 

the effective vertical and horizontal permeability is plotted against the mud fraction for the different

contrast cases. In the low mud range, effective permeability is closely related to mud fraction and 

follows clear separate trends for each contrast case. For vertical permeability there is a change at

around 40-50% mud content where the different cases merge towards one curve. The data for 

horizontal permeability have similar characteristics; however, the convergence of the five contrast

cases occurs at around 80% mud fraction. This is again related to the percolation threshold and will be

discussed below. Desbarats (1987) found similar threshold values using a markedly different two-

component model.

Effect of contrast between sand and mud

The petrophysical properties of the mud layers, and especially the permeability, are difficult to 

measure and represent a large uncertainty. To evaluate this uncertainty we kept the contrast between 

the sand and silt component constant (and equal to 1) and varied the mud permeability from 10-5 to 100

in six steps (Table 3). The models with mud content of 10%, 35% and 85% are used to evaluate the 

effects in different flow regimes. The results are plotted in Figure 10 A-D, along with a summary of

the study of varying the contrast within sand lamina set (from Figure 9). In the case with only 10%

mud, the vertical permeability is dominated by the magnitude of the contrast between the sand

components and almost unaffected by varying the mud permeability (Figure 10A) meaning that the 
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mud lenses only act as weak baffles to the vertical flow. The same was found for horizontal 

permeability (not shown). Near the percolation threshold for vertical flow (35% mud), vertical 

permeability shows a strong dependency on the mud permeability (Figure 10B), while horizontal 

permeability is only weakly affected by the contrast between the sand components (Figure 10C).

However, at higher mud contents (85%, Figure 10D), the sand ripples start to disconnect in the

horizontal plane meaning that the percolation threshold for horizontal flow is reached. This gives a 

higher sensitivity to mud properties and less to the variation in permeability contrast within sand 

lamina set. The results above clearly show how effective permeability in complex, heterolithic 

deposits can be understood with respect to connectivity of sand and mud laminasets. That is, concepts 

from both effective medium theory and percolation theory must be used to properly assess this system.

These results also indicate that the data collection should be linked with the bedding type. For 

example, close to and below the percolation thresholds, which are very different for vertical and 

horizontal flow, mud properties have most influence on effective permeability while the contrast 

between the cross-stratified components are more important above the percolating threshold.

Error associated with wireline estimates

An important application of these results is that the uncertainty associated with the wireline estimates

of porosity and horizontal permeability can be evaluated. Porosity is usually estimated by using a 

neutron or density wireline log with a calibration to the core porosity. Although porosity is not an

extensive property, it is volume-normalised and consequently additive (Narasimhan, 1983). Since the 

wireline tool physically measures quantities closely related to the total porosity (e.g. Hook, 2003), the

integration between core porosity and the wireline tools often is quite reliable. However, in 

heterolithic deposits, the core plugs tend to be a biased sample (see Figure 4) since the mud layers are 

only occasionally sampled and this may adversely influence the integration. A traditional method to

estimate horizontal permeability is to establish a regression equation between core porosity and core 

permeability and use this to estimate wireline permeability from the wireline estimate of porosity or by 

the use of some semi-empirical equations (e.g. Kozeny-Carman). Permeability being an intensive, 
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non-additive property will, in general, not be predictable with respect to porosity. This is especially the 

case when the sample support is very different, as in the case of core plugs and wireline tools, and

when the scale of heterogeneity is between these two volume scales.  With the SBED  tool, porosity

and permeability input distributions are taken directly from core plugs, probe permeameter

measurements or thin sections, and assigned for each lamina and then rescaled to the scale of interest

with a realistic bedding model. We thus have a method to address the uncertainty in the wireline

estimate.

To illustrate this, models of lithofacies 7.1 have been used. This facies is from the upper part of the 

studied interval, which is a dominantly flaser-bedded facies with some thicker mud layers separating 

the different sets (see also Figure 2 and 4 and Table 2). The near wellbore model of this facies was

evaluated at a scale large enough for representative properties to be obtained (in this case 106 cm3).

Figure 4 shows the core photo with the positions of the core plugs and the thicker mud layers

characteristic of this facies indicated. Note that the core plugs in general miss the mud layers giving a 

biased dataset.

Although porosity is an easier parameter to estimate, the bias in the core plug data set towards sand

properties will influence on the calibration process with the wireline tool. Figure 11A shows the 

distribution of the core plugs, the wireline estimate and a data set measured on a representative scale 

from the near wellbore model. In accordance with the REV concept, a reduction in the variance is 

observed when going from the measures representing the smallest volume to the largest. However, due 

to under-sampling of the mud layers, the correct and representative porosity value is somewhat lower. 

In this case, the error is not large compared to the wireline estimate, but it illustrates well the problem

with biased sampling.

Figure 11B shows the result for horizontal permeability. In such a low-mud content facies, the 

dependency of the mud properties on horizontal permeability is small (see also figure 10C). However,
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by using the estimate made at a representative scale we see that the variance in the data set is reduced,

thereby giving a less uncertain estimate of this property.

The ratio between vertical and horizontal permeability (kv/kh) is both a difficult property to measure

and an important property in reservoir simulation (Brandsæter et al., 2001). This parameter is 

particular sensitive to the geometry and the petrophysical properties of the mud layers. There is no 

wireline estimate for this property, and estimates from production data are often uncertain. However,

by using the near wellbore model, a representative value for kv/kh for this facies can be found. Figure 

11C shows that this estimate is lower than the estimate from core plug data, which is expected because 

of the bias in this data set. The minimum value of the simulated kv/kh ratio is higher than the minimum

value from core plugs. This is because the few mud layers sampled (by the core plugs) are continuous 

in the sample but are discontinuous at the scale of the model. This difference in mud layer continuity 

from core plugs to a larger-scale 3D model has also been noted by Jackson et al. (2003). The kv/kh

ratio will be very dependent on the chosen mud permeability, but even with the rather high value used 

here (0.01 mD), the difference to the core plug estimate is significant.

There are still issues that have to be addressed in the future to further reduce uncertainty. The true

properties of the different components and especially the mud properties will be critical, and the probe 

permeameter data can play an important role to assess the sand lamina set variability. To be able to 

directly simulate the wireline tool responses on the near wellbore model would greatly advance the 

basis for an improved integration. Since some of the sedimentological elements models have 

correlation lengths that approach the model size, it would be useful to use more advanced upscaling 

techniques (e.g. periodic boundary conditions; Durlofsky, 1991) to calculate the effective properties. 

In addition, the effect of multiphase flow in this heterogeneous system is not considered here and 

should be investigated. As a result, much more work is still required to properly characterise these

heterolithic deposits. However, the introduction of the near wellbore model, common to the 
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sedimentologist, the petrophysicist and the reservoir engineer, is an important step towards a better 

and fully integrated characterisation of these reservoirs.

Conclusion

Estimation of petrophysical properties in reservoirs where there are large petrophysical variations at 

the scale of core plugs and wireline logs is challenging. A key element of this paper is that in these 

heterogeneous reservoir intervals, the core plug values cannot be used directly in calibration and 

integration with wireline data since they represent measurements from a different sample support and

a biased sample.

A process-based numerical modelling tool has been used to evaluate the near wellbore region of a tide 

influenced and heterogeneous reservoir interval in the Heidrun field in the Haltenbanken area, offshore 

mid-Norway. A method for parameterisation of the core data useful for this modelling tool has been

proposed and successfully used to create realistic facies models from the interval. Also a method to 

establish the underlying distributions of a three-component sedimentary system from simulation of

core plugs is outlined. The near wellbore model is used to rescale the core plug data to the scale of

interest giving a better basis for comparing with other well data. 

The variation of effective properties as a function of sample support has been evaluated. It is found

that the variability is reduced at some sample volume and that the size of this volume was dependent 

on the mud content. The trends observed between representative permeability values and mud fraction 

are related to the percolation thresholds. By changing the contrast between the sand components and 

between the sand and the mud, different sensitivity to these contrasts were identified and this should 

guide the data collection in the well.

The results were also used to evaluate the uncertainty associated with the wireline estimates. The kv/kh

ratio is often the most difficult parameter to estimate from available well data, and we have shown
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how a better and less uncertain estimate can be made. Ringrose et al. (this volume) discuss the

estimation of vertical permeability both in the Heidrun field and in the deeper buried and more

complex Smørbukk field.
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Figure 1:  Concept of Representative Elementary Volume (REV). In this paper, the microscopic domain refers to the scale
from lamina to bed set, while the macroscopic domain to a scale larger than the lithofacies.  Modified after Bear (1972).

Figure 2: Core data and wireline estimate from the studied interval in the Tilje Formation. The facies associations are from
Martinius et al. (2001).

Figure 3: A: Schematic sketch of the generation of lamina surfaces in SBED between the t=1 and t=2 in the time series of 
equation 1. The grey area is the preserved lamina and the arrow indicates the vector that displaces the surface to mimic
bedform migration. Note that the y-direction is not shown and that the preserved lamina is a 3D volume. B: Simulated 3D 
sand and mud laminaset in SBED. C: A realization of a sedimentological model. The three different lithological components
present in the geometrical model can be clearly seen; sand (grey), silt (dark grey) and mud (black).  D: A realization of a
permeability model. The model size in C and D is 30 by 30 by 10 cm.

Figure 4: Core photo and 3D near wellbore model of the selected lithofacies 7.1 (see Figure 2 and Table 4). The cylinders
indicate the positions of the vertical and horizontal core plugs and the arrows indicate the thick mud layers. Note that the core
plugs do not generally sample the mud layers (biased samples).

Figure 5: Comparison between the core plug data (black bars) and the simulated core plugs (crosshatched bars) for horizontal
permeability (A) and porosity (B). The solid (silt) and dashed (sand) curves show the input distributions that were used to 
obtain the simulated core plug distribution. The input porosity distribution was truncated at 50% porosity. The mud 
component was given a low and constant value (grey bar). Inserted in Figure 5A is also the probe-permeameter distribution, 
which has approximately the same variability as the input sand and silt curves.

Figure 6: Simulated horizontal (kx, white circles) and vertical (kz, white squares) permeability representing different sample
volumes and mud contents (total of 3600 data points). The values measured at the REV are marked by black squares (kz) and 
circles (kx). The solid lines represent the harmonic, geometric and arithmetic averages.

Figure 7: Example of variation in vertical permeability with sample volume in a low mud content (10%) flaser bedded model.
Each solid line represents one realization and the dashed line is the CV curve calculated between the ten realizations at each
volume step. At volumes larger than about 2000 cm3, the CV value becomes lower than 0.5.

Figure 8: The CV curve for vertical permeability for 12 different tidal bedding models with varying mud fraction. Each CV -
line is based on similar calculations as Figure 7. 

Figure 9: Effective vertical (white) and horizontal (grey) permeability with varying contrast between the sand and silt
component (constant mud permeability). The plot is based on 240 realizations all at a REV scale. See table 3 for 
petrophysical input parameters.

Figure 10: Effect of changing the mud permeability. Inserted are also the relevant results from Figure 9.Three mud fraction
models are used: A) low mud content case (10%), B) and C) near the percolating threshold for vertical flow (35%), and D) a
high mud content (85%) lenticular bedded model near the percolation threshold for horizontal flow. See table 3 for
petrophysical input parameters.

Figure 11: Comparison of porosity (A), horizontal permeability (B) and kv/kh-ratio (C) estimated or measured from different
sources and sample volumes. The lower and upper limits of the box indicate the 25th and the 75th percentile while the
whiskers represent the 10th and the 90th percentile. The solid line is the median and the black dots are the outliers. The
values at the REV are measured on the bedding model at a representative scale and the distribution is based on ten
realizations. There exist no wireline estimate for the kv/kh-ratio.
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Table 1: Recorded sedimentological core data (left) and main input parameter groups in SBED  (right).

Core Parameters Geometrical input parameters 
Lamina thickness (mean and standard deviation) Bedform morphology (plan form and cross-

section)
Sand/Mud laminaset thickness (mean and
standard deviation) 

Migration speed and direction 

Periodic components (wavelength and amplitude) Depositional rate and length for sand and mud
Bedding type (i.e. geometry of mud layers)

Table 2: Core statistics for of sand and mud lamina set thickness in the selected lithofacies 7.1.

Component Parameter Core Simulation
Sand lamina set n 11 117

Arithmetic average 20.14 21.1
Standard deviation 18.64 1.98

Median 15.9 21
Mode N/A 21

Minimum 2 20.5
Maximum 59.2 42.2
Total cm 221.5 2468.4

Mud lamina set n 11 117
Arithmetic average 0.68 0.421
Standard deviation 0.35 0.18

Median 0.8 0.4
Mode 0.8 0.5

Minimum 0.1 0.1
Maximum 1.2 0.9
Total cm 7.5 49.2

Sand fraction 0.967 0.98
Number of mud layers per meter 4.8 4.65
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Table 3: Petrophysical input parameters used; mean (standard deviation). The upper part relates to
Figure 6-10.

Sand Component Silt Component Mud Component 
Sand-Silt Contrast 1:1 100 mD 100 mD 0.01 mD
Sand-Silt Contrast 1:2 100 mD   50 mD 0.01 mD
Sand-Silt Contrast 1:5 100 mD   20 mD 0.01 mD
Sand-Silt Contrast 1:10 100 mD   10 mD 0.01 mD
Sand-Silt Contrast 1:100 100 mD 1 mD 0.01 mD
Sand-Mud Contrast 100 100 mD 100 mD 1 mD
Sand-Mud Contrast 10-1 100 mD 100 mD 0.1 mD
Sand-Mud Contrast 10-2 100 mD 100 mD 0.01 mD
Sand-Mud Contrast 10-3 100 mD 100 mD 0.001 mD
Sand-Mud Contrast 10-4 100 mD 100 mD 0.0001 mD
Sand-Mud Contrast 10-5 100 mD 100 mD 0.00001 mD

Lithofacies 7.1 (fig. 4, 5 and 11)
Mean ln 6 (0.2) 
StDev ln 1.2 (0)

Mean ln 4.5 (0.2)
StDev ln 1 (0)

0.01 mD (0)
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Abstract

Heterolithic lithofacies in the Jurassic Tilje Formation, offshore mid-Norway, consist of three components: sand,
silt and mud intercalated at the cm scale, and are generally difficult to characterise petrophysically with core and
wireline data. A near well-bore model of the lower part of the Tilje Formation in the Heidrun field is constructed
to illustrate the application of these results to formation evaluation studies. The sedimentological model is 
developed by detailed parameterisation of a cored well interval and the petrophysical properties are based on
core plug data, taking into account sampling bias and length scale. The variation in petrophysical properties as a 
function of sample volume is examined by calculating the representative elementary volume. The sensitivity of 
the representative permeability values to the contrast between the three components is studied and gives a better
understanding of the flow behaviour of this system. These results are used to rescale the core plug data to a 
representative value and thereby quantify the uncertainty associated with the wireline-based estimates of porosity
and horizontal permeability and to given an improved estimate of the kv/kh ratio.

Key words: petrophysics, permeability, porosity, heterolithic sandstone.

Introduction

Sedimentary architecture causes heterogeneity at many scales, which can affect reservoir performance

(e.g. Haldorsen, 1986). At the bedding (sub-metre) scale, primary sedimentary structures can

significantly influence the flow properties, as has been shown for a range of sedimentary systems

(Weber, 1982; Corbett and Jensen, 1993; Hartkamp-Bakker and Donselaar, 1993; Hurst and Rosvoll, 

1991). These studies show that porosity and permeability are strongly controlled by depositional

processes through their influence on grain size, sorting, and fabric. Because of computational limits on

the number of grid-cells in reservoir simulation, small-scale sedimentary structures cannot be included 

explicitly, but have to be represented by effective or representative values.

The problem of integrating data with different sample support in heterogeneous reservoirs has also 

been widely appreciated (Haldorsen, 1986; Enderlin et al., 1991; Worthington, 1994; Corbett et al.,
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1998). In particular, the integration between core data (usually represented by discrete core plugs) with

continuous wireline data is challenging since heterogeneities are often on the same scale as the

measurement resolution. To integrate the two data sets, the normal approach is to upscale the

measurements with the smallest sample support to the scale of the larger.

Methods for generating numerical models of the subsurface domain are reviewed by Koltermann and 

Gorelick (1996). Population of these models with petrophysical properties and calculating the 

effective flow properties at a larger scale can be done in a variety of ways (Renard and Marsily, 1997).

For simple geometries (e.g. a stratified medium) exact analytical solutions can be found. In more

complex cases, numerical methods can be used to estimate effective properties. Usually, only two

component systems (sand and mud) are evaluated (Begg and King, 1985; Desbarats, 1987; Deutsch, 

1989; Durlofsky and Chung, 1990).

Regardless of the upscaling technique, the question remains as to what scale the measurements should

be rescaled to. Bear (1972) introduced the concept of Representative Elementary Volume (REV). This 

is based on effective medium theory, which assumes that the correlation lengths are shorter than the 

model domain. If the sample support is small compared to the length scale of the heterogeneity, the

measured value will vary with a change in the support since varying degree of heterogeneity is 

included in the sample volume. At some scale (the REV), the fluctuations are minimized and a

representative amount of heterogeneity can be measured (Figure 1).

The tidal deltaic Tilje formation (Martinius et al., this volume), is particularly heterogeneous and 

exhibits variability at many scales. Brandsæter et al. (2001) showed that the ratio between vertical and 

horizontal permeability (kv/kh ratio) was one of the most important parameters influencing oil recovery

in this formation. At the bedding scale, thin intercalations of mudstone and sandstone layers have a

strong influence on the flow properties (these two lithological components are hereafter referred to as

sand and mud). These facies are dominated by heterolithic current ripple bedforms which have been 

described as flaser, wavy or lenticular bedding (Reineck and Wunderlich, 1968). Flaser and lenticular

2
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bedding represent end-members of a range of tidal bedding types, with discontinuous mud lamina and 

discontinuous sand ripples, respectively. Wavy bedding describes more regular interbedding with 

approximately equal amounts of sand and mud.  These mm to cm scale heterogeneities are not well 

characterised by the core plug or the wireline log measurements. Core plug measurements are at a

volume scale below the characteristic length scale of the heterogeneity and the wireline logs tend to 

average out the responses from the different lithological components present. Integration between

these two data sets is thus problematic. Figure 2 shows the studied interval of well H1 from the lower 

part of the Tilje formation in the Heidrun Field. This figure shows that the petrophysical variability is 

high, both within and between the different facies associations, such that there is in general a mis-

match between the core and the wireline values.

This paper considers these problems using a process-based stochastic modelling tool (SBED ) (Wen

et al., 1998). With this method, a realistic near wellbore model is created. The near wellbore model is 

defined here as a numerical representation of the sedimentological components and petrophysical

properties in a rectangular shaped volume along the wellbore with a lateral dimension on the scale of

the conventional wireline tool resolution. This also approximately corresponds to the lateral 

correlation lengths of the sedimentological and petrophysical elements in tidal facies. To be able to

evaluate the tidal bedding system in general, a range of bedding models with different mud contents

were created. Permeability is shown to vary with the sample volume and the REV can be calculated on 

these models. Furthermore, the sensitivity of flow behaviour to the permeability contrast between the 

different lithological components is explored. Finally, the near wellbore model is used to quantify the 

uncertainty associated with traditional averaging of core and wireline data to give improved estimates

of the petrophysical properties in the studied interval.

The near wellbore model

Modelling of small-scale (cm-dm) sedimentological bedforms has been widely studied, and pioneering 

work on synthetic bedform modelling was published by Rubin (1988). The SBED  method was

3

D-iii



Nordahl, K., Ringrose, P. S. and Wen, R. 
Accepted for publication in Petroleum Geoscience as of 19 September 2004

developed by Wen et al. (1998) and makes a significant step towards a petrophysically useful method

by extending the approach of Rubin (1988) to include stochastic elements and 3D property modelling.

The method used in SBED is based on manipulation of the following surface function:

yxg
L

y
B

L

x
Ayxz y

y
x

x

t ,sinsin,  (1) 

where x and y are spatial coordinates, t is a nominal time increment, A and B are amplitudes of the

bedform in the current (x) and crest (y) directions, Lx and Ly are wavelengths of the bedform in the

current and crest directions, x and y are initial phase angels (radians) and g(x,y) is a 2D gaussian 

random function. The input parameters to the program describe the bedform morphology in cross-

section and plan-view (by a sine-function) and also how the surfaces move in space and time by

vectors to mimic bedform migration (Figure 3A). The displacement creates a 3D volume separated by

the surfaces giving a simulated lamina (Figure 3B). After a sequence of surfaces representing a lamina

set, z(x,y)t=n, a hiatus is simulated and erosion by a new time series is initiated (i.e. a new lamina set).

The migration of bedforms, that in nature is a result of periodic avalanching and suspension fallout on 

the bedform lee- and stoss-side, is here simulated by displacement of successive sine curves. This is a

simpler approach than process-based methods in which grain deposition is simulated. The input

parameter set comprises a set of values to give a particular type of sedimentary bedform. The 

stochastic elements of the code reflect the natural variability in the deposits and ensure that a number

of equiprobable realizations of the bedform model can be generated. Figure 3C shows an example of a 

realization of a geometry model. Statistical parameterisation of the sedimentological observations 

from core gives us the opportunity to determine the mean value of the deterministic part of the code 

while allowing the natural variability to be included in the stochastic elements. Table 1 gives some of 

the sedimentological parameters considered for this interval. The key parameters are the geometry, 

thickness variation and frequency of the mud layers, since these will have a strong influence on the 

vertical and horizontal permeability. Also listed in Table 1 are the main input parameter groups that 

are used to mimic the depositional process.
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Within this geometrical bedding framework, petrophysical properties (porosity and permeability) are 

simulated using correlated 2D gaussian random fields. On the resulting permeability grid (Figure 3D), 

directional flow is simulated numerically by imposing a constant head gradient between opposite sides 

of the model and no-flow boundaries on the perpendicular sides. The single-phase steady state flow

equation is then solved by a finite-difference method (described by Warren and Price 1961, White and 

Horne 1987, and Renard and Marsily 1997). By rotating the boundary condition setup, and repeating 

the flow simulation, the diagonal elements of the permeability tensor are found (denoted here as kx, ky

and kz,). Since porosity is an additive property (Narasimhan, 1983), the bulk porosity of the bedding 

model is simply found by taking the arithmetic average of the individual grid-cell values.

In this study only single-phase flow has been considered. However, where sedimentary structures have

a significant effect on single-phase permeability, the multiphase effect on permeability is likely to be

even greater. Multiphase flow aspects also need to be considered in reservoir studies and Pickup et al. 

(2000) performed two-phase upscaling on similar synthetic tidal bedding models as used here.

Bedding geometry model

The geometrical model represents the sedimentological features observed in the core such as the

lamina and lamina set characteristics (Table 1). After dividing the core into lithofacies, a detailed log 

of mud content and lamina set thickness distribution within the cored interval was made, and these

statistics were then used to develop the bedding models. To illustrate the modelling method,

lithofacies 7.1 from the upper part of Figure 2 was selected. Ringrose et al. (this volume) consider the

entire interval in Figure 2 for estimation of vertical permeability. The selected lithofacies is interpreted 

as an accretionary channel bank deposit (Martinius et al. 2001) and is dominated by flaser bedded 

deposits separated by thicker mud layers. The number and thickness of the mud and sand lamina sets

(Table 2) were considered to have an important control on effective permeability.  In order to ensure 
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that the near wellbore model of this lithofacies is realistic, the same parameters were measured on the

numerical model. A realistic model is obtained when the two data sets are statistically similar (Table 

2). Figure 4 shows part of this interval with one realization of the near wellbore model. Table 4 gives 

the geometrical input parameters while Table 3 gives the petrophysical parameters for this specific 

facies.

The petrophysical model 

Each grid-cell in the model has a constant lateral dimension (1 by 1 cm) and a vertical dimension 

related to the lamina thickness (usually on the mm-scale, see Figure 3), and is by definition an

isotropic and homogeneous petrophysical element. The model dimensions are 0.3 m by 0.3 m by 0.3 m 

and consist of c. one million cells. The grid cell scale is approximately the scale of the probe-

permeameter device, c. 2-5mm (Halvorsen and Hurst, 1990, Ringrose et al., this volume). One detailed 

probe-permeability grid was available in the selected lithofacies. The main direct measurement of

porosity and permeability are however the core plugs. In order to constrain the petrophysical model to

data, we simulated the process of taking core plugs with 30cm spacing from the SBED  model. The

input petrophysical properties were then adjusted until a match was obtained between the real core 

plug data set and the simulated core plug data set. The simulated core plugs have the same dimension

and orientation as the real core plugs and consist of approximately 600-800 grid-cells depending on

the lamina thickness. There are limitations to this approach. Firstly, there should be a sufficient

number of real core plugs from each facies to produce a stable histogram. Secondly, the real core plugs

are often taken from the more sand rich zones avoiding the mud layers (see Figure 4), but the

simulated core plugs are unbiased. Thirdly, several solutions are possible by changing the mean or 

variance of the input distribution (i.e. the solution is not unique). This is especially the case for 

porosity. The input permeability has to match both the upscaled vertical and horizontal core plug

distributions giving a better constraint to the options available. Figure 5A and 5B show the results of 

this method for horizontal permeability and porosity, respectively, for the selected facies in the 

interval. There is a good match between the simulated and the real core plug data set, both validating
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the petrophysical model and giving the three-component distribution of porosity and (isotropic)

permeability. Figure 5A also show the available probe permeameter data and the distribution is similar

to the distribution to the sand and silt components. Table 3 gives the petrophysical parameters for 

these curves and Figure 4 shows a realization of the final bedding model for the selected facies.

Even though there is an acceptable match between the core plug values and the model results, the

latter tend to have slightly lower variability than the former. This is mainly because it is not possible to 

include all natural variability in geometry and petrophysics. For example, diagenetic features and

fractures are not included in the synthetic bedding models. Although the Tilje Formation in the

Heidrun Field is not severely affected by diagenesis, in other cases diagenesis could be equally

important as the influence of the primary sedimentary structures. However, it is considered that the

near wellbore model created here captures the most important features affecting the bedding-scale

petrophysical properties.

There are few reported measurements on the mud component from these intercalated bedding types,

but Ringrose et al. (this volume) discuss plausible values for mud permeability. A constant value of 

0.01 mD is chosen here and then the sensitivity to this parameter on effective vertical and horizontal 

permeability is evaluated. Although 0.01 mD may be a rather high permeability for mud, for single-

phase simulation, it is the contrast between the lithological elements that is most important.

Petrophysical variability with sample support

Several theories have been developed to estimate effective properties of heterogeneous media. In

simple geometrical cases exact solutions exist, and for infinite, continuous parallel layers the 

horizontal and vertical effective permeability is given by the arithmetic and harmonic averages, 

respectively. In the case of a random, uncorrelated, isotropic lognormal permeability distribution, the 

geometric average has been shown to give a good estimate (Warren and Price, 1961). Although these 

estimates are useful, they do not generally apply to real sedimentary deposits, which often show more
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complex geometry and variability. Effective media theories assume that the heterogeneity can be 

modelled as an inclusion embedded in a homogeneous matrix. If the inclusion has a simple form,

analytical expressions for permeability can be calculated (e.g. Dagan, 1979). In percolation theory,

assuming two components where one is non-permeable and the components are distributed randomly

in space, the threshold for flow can be evaluated as a function of the conducting component (e.g. Begg

and King, 1985). Randomly dispersed shales in a sandstone medium were evaluated numerically by

Desbarats (1987), who showed that the effective permeability depends on the shale volume fraction,

the spatial correlation structure and the dimensionality of the flow system. Deterministic modelling of 

sedimentary structures has also been performed (e.g. Corbett et al., 1992; Pickup et al., 1995; Ringrose

et al., 1999), where the main focus was on fluvial and aeolian deposits. In these previous studies, only

two components (sand and shale or two types of sand) were considered. The assumption of a two-

component system is a simplification of tidal deposits since the sand lamina set consists of both sand 

and silt sized particles organized as cross-stratification in addition to the mud component. In addition,

both the sand and the mud components are highly spatial correlated in these tidal deposits.

When the correlation lengths of the different components are smaller than the model domain, a 

property measured on a sub domain will depend on the size, position and orientation of this sub 

domain. Bear (1972) showed that at some sample support (the REV), the variability is minimized and

a representative property could be measured (Figure 1). Norris and Lewis (1991) calculated in 2D the

representative elementary area (REA) for a range of tidal facies based on binary images of an outcrop 

sample and found that for horizontal permeability the same REA applied regardless of the mud

content. Jackson et al. (2003), dividing heterolithic rock cubes into smaller samples, showed that the 

effective property in 3D could be estimated with simple averaging schemes and that the choice of

estimator depended on bedding type.

In order to evaluate the fundamental properties of the heterolithic bedding system, a set of models with 

different mud fraction was developed ranging from sand-dominated flaser bedding to mud-dominated

lenticular bedding. Baas (1994) studied the development of ripple morphology in unidirectional flow 
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using flume tank experiments and found that ripples approached an equilibrium size and shape with 

either increasing current velocity or depositional time. Oost and Baas (1994) also evaluated the effect 

of unsteady flow (common with tidal currents) in the bedform morphology development. These 

experimental results have been used to constrain the input parameters for our numerical model thereby

obtaining realistic geometries. The geometrical input parameters for these general tidal bedforms are

found in Table 4.

Firstly, to evaluate how the petrophysical properties vary with sample support, and to isolate the effect

of geometry and mud fraction, a two-component system (sand and mud) was used where the 

petrophysical contrast between the components was constant and equal to 104 (sand permeability of

100 mD and mud permeability of 0.01 mD). Smaller sub-models were then extracted from the larger 

scale model in a systematic manner, where the sub-grid size (i.e. sample volume) is increased in a

cubic series (in 30 steps) from the smallest sample in the centre of the realization to the full size (0.33

m3). There was no observed dependency on the location of the centre point of the sub grids. The 

effective permeability for each sub grid was then calculated for the vertical direction (kz) and in the 

horizontal direction along the migration direction for the ripples (kx). A total of 12 different bedding

models (with 10 realizations of each) with varying mud content were used and Figure 6 shows all the

results from the simulation where each square represents a specific mud content and sample volume.

Note that there is a larger spread in upscaled permeability (more than 2 orders of magnitude) for 

certain ranges, namely below 40% mud fraction for vertical permeability and above 70% mud fraction 

for horizontal permeability. This indicates that the effective permeability is dependent on the sample

size in these mud fraction ranges. Figure 7 shows the effective vertical permeability vs. sample 

volume for one of these models; a flaser bedded model with 10% mud fraction where the mud occurs

as isolated lenses between the sand lamina sets. Each solid line represents one realization. This 

example clearly shows that the largest variability occurs at small sample volumes and that the 

fluctuations are minimized at large scales, consistent with the REV concept outlined above. For each 

sub-gird size, the coefficient of variation (Cv) was calculated between the realizations (see Jensen et

al., 1997, for fuller discussion of use of Cv for petrophysical analysis). As proposed by Corbett and
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Jensen (1992), a Cv below 0.5 indicates a statistically homogenous medium, while above 1 the samples

can be considered very heterogeneous. It is observed (Figure 7) that the Cv decreases as the sample

size (sub-grid size) increases, indicating that the effective property approaches the REV. Note that this

REV is related only to geometrical heterogeneity and that spatial correlation in permeability will be

likely to increase the absolute size of the representative volume. Similar curves as in Figure 7 were

obtained for all the other 11 tidal bedding models and the results for vertical permeability are shown in

Figure 8, where it can be seen that the sample volume (for Cv < 0.5) varies with mud content (this is in 

contrast to conclusion of Norris and Lewis, 1991). For vertical permeability (figure 8) there is a steady

increase of this inflection point with increasing mud content, but above 40% mud, all the Cv curves 

lies in the homogeneous region. This behaviour is related to percolation theory, which predicts the

point at which one component will start to connect across the model domain. The change in variability

expressed with the Cv curve is related to the change in correlation lengths of sand and mud lenses with 

respect to the model domain. Further analysis of porosity and horizontal permeability is given in 

Nordahl (2004) where the issues of stationarity, correlation lengths, percolating thresholds and how to 

define REV on these bedding models are discussed. The permeability values measured at the REV are 

indicated in Figure 6 by black squares. It is clear that the representative effective permeability trends 

deviate significantly from the commonly used arithmetic and harmonic averages, which only are 

correct in the case of a perfectly stratified medium. The effective permeability of the more realistic and

complex models used here can thus not be properly estimated with these estimates. Ringrose et al.

(2003; this volume) discuss different methods that can be used to describe this trend. 

Effect of petrophysical contrast in a three-component system

The previous results were for a two-component system (sand and mud), and the variability observed as 

a function of sample support was a result only of the geometry of the two components. As mentioned

above, most of the sand lamina sets in the Tilje Formation consists of (at least) two different grain size 

classes. Petrophysically, these facies can then be treated as a three-component system. In this section, 
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the effect of changing the petrophysical contrast between the two sand components (contrasting 

lamina) is evaluated and then, keeping this contrast constant, the effect of different permeability of the 

mud layers is assessed.

Effect of contrast between sand components 

The effect of varying the petrophysical contrast within each sand lamina set (Table 3) is evaluated by 

keeping the permeability of one of the sand components constant and equal to 100 mD and decreasing 

the permeability of the other component (the silty component). In this case the largest sample volume

for each realization was used, such that in all cases the REV has been reached (Cv < 0.5). In Figure 9, 

the effective vertical and horizontal permeability is plotted against the mud fraction for the different

contrast cases. In the low mud range, effective permeability is closely related to mud fraction and 

follows clear separate trends for each contrast case. For vertical permeability there is a change at

around 40-50% mud content where the different cases merge towards one curve. The data for 

horizontal permeability have similar characteristics; however, the convergence of the five contrast

cases occurs at around 80% mud fraction. This is again related to the percolation threshold and will be

discussed below. Desbarats (1987) found similar threshold values using a markedly different two-

component model.

Effect of contrast between sand and mud

The petrophysical properties of the mud layers, and especially the permeability, are difficult to 

measure and represent a large uncertainty. To evaluate this uncertainty we kept the contrast between 

the sand and silt component constant (and equal to 1) and varied the mud permeability from 10-5 to 100

in six steps (Table 3). The models with mud content of 10%, 35% and 85% are used to evaluate the 

effects in different flow regimes. The results are plotted in Figure 10 A-D, along with a summary of

the study of varying the contrast within sand lamina set (from Figure 9). In the case with only 10%

mud, the vertical permeability is dominated by the magnitude of the contrast between the sand

components and almost unaffected by varying the mud permeability (Figure 10A) meaning that the 

11
D-xi



Nordahl, K., Ringrose, P. S. and Wen, R. 
Accepted for publication in Petroleum Geoscience as of 19 September 2004

mud lenses only act as weak baffles to the vertical flow. The same was found for horizontal 

permeability (not shown). Near the percolation threshold for vertical flow (35% mud), vertical 

permeability shows a strong dependency on the mud permeability (Figure 10B), while horizontal 

permeability is only weakly affected by the contrast between the sand components (Figure 10C).

However, at higher mud contents (85%, Figure 10D), the sand ripples start to disconnect in the

horizontal plane meaning that the percolation threshold for horizontal flow is reached. This gives a 

higher sensitivity to mud properties and less to the variation in permeability contrast within sand 

lamina set. The results above clearly show how effective permeability in complex, heterolithic 

deposits can be understood with respect to connectivity of sand and mud laminasets. That is, concepts 

from both effective medium theory and percolation theory must be used to properly assess this system.

These results also indicate that the data collection should be linked with the bedding type. For 

example, close to and below the percolation thresholds, which are very different for vertical and 

horizontal flow, mud properties have most influence on effective permeability while the contrast 

between the cross-stratified components are more important above the percolating threshold.

Error associated with wireline estimates

An important application of these results is that the uncertainty associated with the wireline estimates

of porosity and horizontal permeability can be evaluated. Porosity is usually estimated by using a 

neutron or density wireline log with a calibration to the core porosity. Although porosity is not an

extensive property, it is volume-normalised and consequently additive (Narasimhan, 1983). Since the 

wireline tool physically measures quantities closely related to the total porosity (e.g. Hook, 2003), the

integration between core porosity and the wireline tools often is quite reliable. However, in 

heterolithic deposits, the core plugs tend to be a biased sample (see Figure 4) since the mud layers are 

only occasionally sampled and this may adversely influence the integration. A traditional method to

estimate horizontal permeability is to establish a regression equation between core porosity and core 

permeability and use this to estimate wireline permeability from the wireline estimate of porosity or by 

the use of some semi-empirical equations (e.g. Kozeny-Carman). Permeability being an intensive, 
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non-additive property will, in general, not be predictable with respect to porosity. This is especially the 

case when the sample support is very different, as in the case of core plugs and wireline tools, and

when the scale of heterogeneity is between these two volume scales.  With the SBED  tool, porosity

and permeability input distributions are taken directly from core plugs, probe permeameter

measurements or thin sections, and assigned for each lamina and then rescaled to the scale of interest

with a realistic bedding model. We thus have a method to address the uncertainty in the wireline

estimate.

To illustrate this, models of lithofacies 7.1 have been used. This facies is from the upper part of the 

studied interval, which is a dominantly flaser-bedded facies with some thicker mud layers separating 

the different sets (see also Figure 2 and 4 and Table 2). The near wellbore model of this facies was

evaluated at a scale large enough for representative properties to be obtained (in this case 106 cm3).

Figure 4 shows the core photo with the positions of the core plugs and the thicker mud layers

characteristic of this facies indicated. Note that the core plugs in general miss the mud layers giving a 

biased dataset.

Although porosity is an easier parameter to estimate, the bias in the core plug data set towards sand

properties will influence on the calibration process with the wireline tool. Figure 11A shows the 

distribution of the core plugs, the wireline estimate and a data set measured on a representative scale 

from the near wellbore model. In accordance with the REV concept, a reduction in the variance is 

observed when going from the measures representing the smallest volume to the largest. However, due 

to under-sampling of the mud layers, the correct and representative porosity value is somewhat lower. 

In this case, the error is not large compared to the wireline estimate, but it illustrates well the problem

with biased sampling.

Figure 11B shows the result for horizontal permeability. In such a low-mud content facies, the 

dependency of the mud properties on horizontal permeability is small (see also figure 10C). However,
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by using the estimate made at a representative scale we see that the variance in the data set is reduced,

thereby giving a less uncertain estimate of this property.

The ratio between vertical and horizontal permeability (kv/kh) is both a difficult property to measure

and an important property in reservoir simulation (Brandsæter et al., 2001). This parameter is 

particular sensitive to the geometry and the petrophysical properties of the mud layers. There is no 

wireline estimate for this property, and estimates from production data are often uncertain. However,

by using the near wellbore model, a representative value for kv/kh for this facies can be found. Figure 

11C shows that this estimate is lower than the estimate from core plug data, which is expected because 

of the bias in this data set. The minimum value of the simulated kv/kh ratio is higher than the minimum

value from core plugs. This is because the few mud layers sampled (by the core plugs) are continuous 

in the sample but are discontinuous at the scale of the model. This difference in mud layer continuity 

from core plugs to a larger-scale 3D model has also been noted by Jackson et al. (2003). The kv/kh

ratio will be very dependent on the chosen mud permeability, but even with the rather high value used 

here (0.01 mD), the difference to the core plug estimate is significant.

There are still issues that have to be addressed in the future to further reduce uncertainty. The true

properties of the different components and especially the mud properties will be critical, and the probe 

permeameter data can play an important role to assess the sand lamina set variability. To be able to 

directly simulate the wireline tool responses on the near wellbore model would greatly advance the 

basis for an improved integration. Since some of the sedimentological elements models have 

correlation lengths that approach the model size, it would be useful to use more advanced upscaling 

techniques (e.g. periodic boundary conditions; Durlofsky, 1991) to calculate the effective properties. 

In addition, the effect of multiphase flow in this heterogeneous system is not considered here and 

should be investigated. As a result, much more work is still required to properly characterise these

heterolithic deposits. However, the introduction of the near wellbore model, common to the 

14
D-xiv



Nordahl, K., Ringrose, P. S. and Wen, R. 
Accepted for publication in Petroleum Geoscience as of 19 September 2004

sedimentologist, the petrophysicist and the reservoir engineer, is an important step towards a better 

and fully integrated characterisation of these reservoirs.

Conclusion

Estimation of petrophysical properties in reservoirs where there are large petrophysical variations at 

the scale of core plugs and wireline logs is challenging. A key element of this paper is that in these 

heterogeneous reservoir intervals, the core plug values cannot be used directly in calibration and 

integration with wireline data since they represent measurements from a different sample support and

a biased sample.

A process-based numerical modelling tool has been used to evaluate the near wellbore region of a tide 

influenced and heterogeneous reservoir interval in the Heidrun field in the Haltenbanken area, offshore 

mid-Norway. A method for parameterisation of the core data useful for this modelling tool has been

proposed and successfully used to create realistic facies models from the interval. Also a method to 

establish the underlying distributions of a three-component sedimentary system from simulation of

core plugs is outlined. The near wellbore model is used to rescale the core plug data to the scale of

interest giving a better basis for comparing with other well data. 

The variation of effective properties as a function of sample support has been evaluated. It is found

that the variability is reduced at some sample volume and that the size of this volume was dependent 

on the mud content. The trends observed between representative permeability values and mud fraction 

are related to the percolation thresholds. By changing the contrast between the sand components and 

between the sand and the mud, different sensitivity to these contrasts were identified and this should 

guide the data collection in the well.

The results were also used to evaluate the uncertainty associated with the wireline estimates. The kv/kh

ratio is often the most difficult parameter to estimate from available well data, and we have shown
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how a better and less uncertain estimate can be made. Ringrose et al. (this volume) discuss the

estimation of vertical permeability both in the Heidrun field and in the deeper buried and more

complex Smørbukk field.
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Figure 1:  Concept of Representative Elementary Volume (REV). In this paper, the microscopic domain refers to the scale
from lamina to bed set, while the macroscopic domain to a scale larger than the lithofacies.  Modified after Bear (1972).

Figure 2: Core data and wireline estimate from the studied interval in the Tilje Formation. The facies associations are from
Martinius et al. (2001).

Figure 3: A: Schematic sketch of the generation of lamina surfaces in SBED between the t=1 and t=2 in the time series of 
equation 1. The grey area is the preserved lamina and the arrow indicates the vector that displaces the surface to mimic
bedform migration. Note that the y-direction is not shown and that the preserved lamina is a 3D volume. B: Simulated 3D 
sand and mud laminaset in SBED. C: A realization of a sedimentological model. The three different lithological components
present in the geometrical model can be clearly seen; sand (grey), silt (dark grey) and mud (black).  D: A realization of a
permeability model. The model size in C and D is 30 by 30 by 10 cm.

Figure 4: Core photo and 3D near wellbore model of the selected lithofacies 7.1 (see Figure 2 and Table 4). The cylinders
indicate the positions of the vertical and horizontal core plugs and the arrows indicate the thick mud layers. Note that the core
plugs do not generally sample the mud layers (biased samples).

Figure 5: Comparison between the core plug data (black bars) and the simulated core plugs (crosshatched bars) for horizontal
permeability (A) and porosity (B). The solid (silt) and dashed (sand) curves show the input distributions that were used to 
obtain the simulated core plug distribution. The input porosity distribution was truncated at 50% porosity. The mud 
component was given a low and constant value (grey bar). Inserted in Figure 5A is also the probe-permeameter distribution, 
which has approximately the same variability as the input sand and silt curves.

Figure 6: Simulated horizontal (kx, white circles) and vertical (kz, white squares) permeability representing different sample
volumes and mud contents (total of 3600 data points). The values measured at the REV are marked by black squares (kz) and 
circles (kx). The solid lines represent the harmonic, geometric and arithmetic averages.

Figure 7: Example of variation in vertical permeability with sample volume in a low mud content (10%) flaser bedded model.
Each solid line represents one realization and the dashed line is the CV curve calculated between the ten realizations at each
volume step. At volumes larger than about 2000 cm3, the CV value becomes lower than 0.5.

Figure 8: The CV curve for vertical permeability for 12 different tidal bedding models with varying mud fraction. Each CV -
line is based on similar calculations as Figure 7. 

Figure 9: Effective vertical (white) and horizontal (grey) permeability with varying contrast between the sand and silt
component (constant mud permeability). The plot is based on 240 realizations all at a REV scale. See table 3 for 
petrophysical input parameters.

Figure 10: Effect of changing the mud permeability. Inserted are also the relevant results from Figure 9.Three mud fraction
models are used: A) low mud content case (10%), B) and C) near the percolating threshold for vertical flow (35%), and D) a
high mud content (85%) lenticular bedded model near the percolation threshold for horizontal flow. See table 3 for
petrophysical input parameters.

Figure 11: Comparison of porosity (A), horizontal permeability (B) and kv/kh-ratio (C) estimated or measured from different
sources and sample volumes. The lower and upper limits of the box indicate the 25th and the 75th percentile while the
whiskers represent the 10th and the 90th percentile. The solid line is the median and the black dots are the outliers. The
values at the REV are measured on the bedding model at a representative scale and the distribution is based on ten
realizations. There exist no wireline estimate for the kv/kh-ratio.
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Table 1: Recorded sedimentological core data (left) and main input parameter groups in SBED  (right).

Core Parameters Geometrical input parameters 
Lamina thickness (mean and standard deviation) Bedform morphology (plan form and cross-

section)
Sand/Mud laminaset thickness (mean and
standard deviation) 

Migration speed and direction 

Periodic components (wavelength and amplitude) Depositional rate and length for sand and mud
Bedding type (i.e. geometry of mud layers)

Table 2: Core statistics for of sand and mud lamina set thickness in the selected lithofacies 7.1.

Component Parameter Core Simulation
Sand lamina set n 11 117

Arithmetic average 20.14 21.1
Standard deviation 18.64 1.98

Median 15.9 21
Mode N/A 21

Minimum 2 20.5
Maximum 59.2 42.2
Total cm 221.5 2468.4

Mud lamina set n 11 117
Arithmetic average 0.68 0.421
Standard deviation 0.35 0.18

Median 0.8 0.4
Mode 0.8 0.5

Minimum 0.1 0.1
Maximum 1.2 0.9
Total cm 7.5 49.2

Sand fraction 0.967 0.98
Number of mud layers per meter 4.8 4.65
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Table 3: Petrophysical input parameters used; mean (standard deviation). The upper part relates to
Figure 6-10.

Sand Component Silt Component Mud Component 
Sand-Silt Contrast 1:1 100 mD 100 mD 0.01 mD
Sand-Silt Contrast 1:2 100 mD   50 mD 0.01 mD
Sand-Silt Contrast 1:5 100 mD   20 mD 0.01 mD
Sand-Silt Contrast 1:10 100 mD   10 mD 0.01 mD
Sand-Silt Contrast 1:100 100 mD 1 mD 0.01 mD
Sand-Mud Contrast 100 100 mD 100 mD 1 mD
Sand-Mud Contrast 10-1 100 mD 100 mD 0.1 mD
Sand-Mud Contrast 10-2 100 mD 100 mD 0.01 mD
Sand-Mud Contrast 10-3 100 mD 100 mD 0.001 mD
Sand-Mud Contrast 10-4 100 mD 100 mD 0.0001 mD
Sand-Mud Contrast 10-5 100 mD 100 mD 0.00001 mD

Lithofacies 7.1 (fig. 4, 5 and 11)
Mean ln 6 (0.2) 
StDev ln 1.2 (0)

Mean ln 4.5 (0.2)
StDev ln 1 (0)

0.01 mD (0)
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