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Abstract

The goal of the present doctoral thesis was to develop a turbulence-chemistry interaction model
for turbulent combustion simulations for high Reynolds number flows of practical interest. Present
simulations were carried out using the unsteady Reynolds-averaged Navier-Stokes (URANS) and
the Large Eddy Simulation (LES) formulations. The compressible flow treatment was used for
both cases in order to model the coupling between hydromechanics and thermodynamics. The
transient Navier-Stokes equations were applied to catch up unsteady combustion physics properly.
The interaction between turbulence and chemistry was modeled based on the Eddy Dissipation
Concept (EDC) with a detailed chemistry treatment. The open source OpenFOAM toolbox was
used as the main frame for mathematical modeling and numerical simulations.

First, non-reacting turbulent bluff-body flows were investigated with the goal of validation, ver-
ification and understanding of the capabilities of the numerical method using the conventional
URANS approach. These results were analyzed in detail and agreed fairly well with experimental
data.

Then, the validation of the URANS approach (based on the standard k-ε model) was extended for
reacting turbulent flows: the Sandia Flame D, the Sandia Flame CHNa and the Sydney Bluff-Body
Flame HM1E. The chemistry was described by the full GRI-3.0 mechanism. There was relatively
good agreement between simulations and measurements and it is believed that one of the main
reasons for the observed discrepancies was the round-jet anomaly of the standard k-ε model.

Furthermore, the numerical method was extended to a large-eddy simulation model. A sub-critical
circular cylinder flow at a Reynolds number Re = 3.9 × 103 and a Mach number M = 0.2 was
simulated to evaluate the applicability of the implemented LES approach. In general, the LES
results agreed fairly well with the available experimental and numerical data and gave an indication
of the adequacy and the accuracy of the implemented method.

As a next step, LES validation was extended for a modest sub-critical circular cylinder flow at
Re = 2×104. Both an incompressible and a compressible (M = 0.2) flow treatment was used. The
predicted results revealed significant inaccuracies like spurious oscillations of the compressible
flow solution. The incompressible flow results were found to be consistent with the existing LES
studies as well as with measurements.

Testing of the non-reflecting boundary conditions was performed for the Aeolian tones aeroacous-
tic predictions. The laminar flow over a circular cylinder at Re = 140 and M = 0.2 was calculated
by direct solution of the unsteady compressible Navier-Stokes equations. The sound generated
by a circular cylinder at Re = 2.2 × 104 and M = 0.2 was predicted using LES. The calculated
acoustic fields showed a dipole directivity, similar to a natural vortex shedding. The impact of the
Doppler effect was investigated and discussed as well. In general, (in spite of spurious oscilla-
tions in the near field) the computed aerodynamic and far-field acoustic results were found to be
in satisfactory agreement with measurements and analytical relationships.

Finally, the method was extended for the turbulent reactive flow predictions using LES. The LES
formulation of the Eddy-Dissipation Concept was proposed. The validation was performed for the
Sandia Flame D, where reasonable agreement between predicted and measured data was achieved.
It is believed, that the observed discrepancies were related with the lack of grid resolution and
inaccurate boundary conditions for the turbulence at inlet boundaries.
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Chapter 1

Introduction

1.1 General background and motivation

The present study is part of CenBio (Bioenergy Innovation Centre) project, which aims
to develop technology for increased, sustainable use of bioenergy. This means both that
the efficiency of energy conversion in combustion plants has to be improved, and that the
formation of pollutants (e.g. NOx and CO) has to be controlled and reduced. Hence,
improved combustion technology is needed, which requires deeper understanding and
more accurate and more detailed prediction methods.

Improved efficiency of biomass energy conversion can be achieved by gasification of
biomass and subsequent combustion in gas turbines. This has similarities with, but also
distinctions from, coal- and natural-gas utilization. Efficient and clean utilization of
biomass depends (among other) on combustion technologies. Both with regards to these
technologies and in general, abatement of pollutants such as NOx is important. This re-
quires a deeper understanding of the basic processes of turbulent reacting flows. The
underlying challenges include the flame behavior, turbulence mixing properties, flame
stability (including extinction/ ignition and combustibility of certain mixtures) at high
pressure, peak temperatures, pollutant formation, etc.

Computational modeling of turbulent combustion comprises modeling of the turbulent
flow (“turbulence model”, mixing, acoustics, etc.), the turbulence-combustion interaction
(“combustion model”), chemistry model (kinetics, including extinction, pollutant forma-
tion, etc.), radiation modeling, and numerical solvers. Computational Fluid Dynamics
(CFD) is used as the main framework for numerical modeling in the present study. The
Eddy Dissipation Concept of turbulent combustion (EDC) developed by Bjørn F. Mag-
nussen and coworkers at NTNU and SINTEF over nearly four decades has become the
standard model for turbulent combustion in state-of-the-art commercial CFD codes. Al-
though considerable success, there is still potential for its further development.

The present study has emphasis on advancing the modeling of interactions between tur-
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bulence and reactions by integrating current practice of chemical kinetics into new com-
bustion models.

1.2 Turbulent combustion modeling

The number of works dealing with unsteady turbulent non-reacting and reacting flows
have grown tremendously over the past few decades mainly due to increase computational
capabilities of modern computers, improvement in accuracy and efficiency of numerical
methods and advancing in modeling of turbulent flow features [26]. From the modeling
point of view, several approaches are existed to model non-reacting and reacting turbulent
flows.

The conventional Reynolds-averaging simulations (RAS) may be considered as the most
popular approach by now. One of the most important scientific achievements of the CFD
in the 1980s was a numerical solution of the diffusion problem, associated with approxi-
mation errors of convective terms. An application of schemes with a low numerical vis-
cosity (etc., second-order upwind schemes [83]) became a necessary condition to obtain
an accurate results in simulation of turbulent separated flows.

Progress in computational engineering and, especially, widespread usage of personal
computers in the 1980s and subsequent years have made it possible to develop general pur-
pose CFD codes, such as PHOENIX, FLOW3D, FIDAP etc. Moreover, when computers
with a large memory and a high speed processors appeared, instead of the Navier–Stokes
equations in transformed variables, Navier-Stokes equations written in physical variables
– Cartesian velocity and pressure components – began to be predominantly used. More-
over, this made it possible to substantially (by an order of magnitude and more) increase
the number of computational cells in numerical simulations [35].

In spite of the rapid progress in the computational (parallel) systems there are engineer-
ing problems (etc., gas turbine combustors) where an achievement of the grid independent
solution is quite difficult still even for RAS [54], [55]. The gas turbine combustor is an
excellent example of multi-physics and multi-scales applications where a wide spectrum
of length and time scales may vary in several orders of magnitude [54], [55]. Many of
mathematical models for the turbulence, the turbulence-chemistry interaction, radiative
heat transfer, soot formation and etc. designed for RAS are not perfect and their further
development is not yet finished. Moreover, the boundaries of applicability of the majority
of models are also not clearly understood. Furthermore, new, advanced combustion tech-
nologies require further development and improvement and testing of the acceptability of
mathematical models.

Another approach, the large-eddy simulation (LES) is the most suitable and sophisticated
approach to obtain the medium-cost three-dimensional unsteady solution of the turbulent
flows, which was pioneered to compute meteorological flows in the 1950s and the early
1960s [25]. In spite of the fact that LES has been developed over a few decades, the first

4



rigorous derivation of the LES governing equations in general coordinates was published
only in 1995 [74]. However, up to the present, the number of available fundamental
monographs in the literature (e.g., the books by P. Sagaut, Large eddy simulation for
incompressible flows, Springer, B. Geurts, Elements of direct and large-eddy simulations,
Edwards, E. Garnier, N. Adams and P. Sagaut, Large eddy simulation for compressible
flows, Springer) shows that LES was recognized as a power tool in fundamental and
applied research as well as in engineering analysis.

One of the main issues (besides the mathematical models, definition of boundary condi-
tions, the coupling with numerical errors, etc.) raised by LES is a closure problem [26],
[74], [25]. Development of the adequate subgrid scale models of LES has been the main
area of investigation since the 1960s, and numerous closures, have been proposed (e.g.
Smagorinsky model [77]).

Most existing subgrid models have been built based on the physics of the direct kinetic
energy cascade from large to small scales observed in isotropic turbulence and high-
Reynolds fully developed turbulent flows [25]. In general, the very large number of
existing physical models, referred to as subgrid models are distinguished between two
main groups such as functional and structural models [74]. However, the most popular
paradigm for interscale energy transfer modeling is the sub-grid viscosity yet, and several
models of this type are utilized in the present study.

The vast majority of existing works dealing with sub-grid modeling use the incompress-
ible flow treatment. Some extension was done for variable-density flows (e.g. for me-
teorological flows) and low-speed reacting flows. However the problem is much more
complex when compressible flows are considered: the number of mathematical and phys-
ical symmetries of the continuous equations to be preserved by the numerical method is
larger than in the incompressible case, and that additional constraints, such as preserva-
tion of fundamental thermodynamic laws, arise [26], [25]. For the compressible LES,
both the numerical method and the sub-grid models, or at least their sum, should satisfy
these new requirements [25]. Another point is that many popular numerical methods (e.g.
convective linearUpwind schemes [83]) designed to compute flows with shocks within the
conventional Reynolds-averaged Navier-Stokes (RANS) approach have been observed to
be badly suited for LES purposes, since they are too dissipative.

LES of compressible flows remains unexplored, and based on variable density extensions
of models, methods and paradigms developed within the incompressible-flow framework
and limitations of the available compressible LES theory are evident, and may prohibit
improvement of the results in many cases [26], [25]. However, the coupling between
thermodynamics and hydrodynamics is important, especially for combustion applications.

Combustion LES are providing an effective platform for modeling the entire spectrum of
turbulent reacting flows [80], [26], [25]. Relevant sub-grid scale models for combustion
are being developed but a universally accepted model is not yet available as well as for
combustion models (turbulence-chemistry interaction) [18]. In the present study one of
the most widely-used combustion models is the Eddy Dissipation Concept (EDC) [19]
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is used. The advantages of this model are that it is relatively easy to implement in CFD
codes, it is computationally fast, and it is tractable with complex chemistry. Moreover,
the concept is readily adaptable for use with LES and represents a great potential for the
prediction of premixed combustion.

In most cases chemical reactions occur on time scales which are much wider than that
of the flow and the molecular transport processes [82]. Therefore, information is needed
about the chemical kinetics (the rate of chemical reactions). Detailed mechanisms for
even moderately complex hydrocarbons (C7 and C8) contain hundreds of species react-
ing through thousands of reactions and involve complex paths in conversion of fuel and
oxidants, via intermediate species, to products. Chemical systems exhibit strong nonlin-
ear dependency towards temperature and pressure, which can not be described by very
simplified one-step global reactions [82]. For this purpose the concept of the perfectly
stirred reactor (PSR) model [48] is integrated with EDC. The PSR model assumes that
perfect mixing is achieved instantaneously inside the combustor, and the properties inside
the combustor are uniform. The advantage of using of PSR for turbulent combustion is
that effects of chemical kinetics are isolated and in detail.

Another interesting aspect of the turbulent combustion phenomena is the radiation. Most
practical combustion devices operate at high temperatures where the thermal radiation
plays an important role. The interactions between chemistry, turbulence and radiation
arise due to nonlinear coupling between the fluctuations of temperature, radiative intensity
and species concentrations. This coupling results in higher heat loss due to increased
radiative emission and reduced temperatures [46]. Consequently, accurate prediction of
the temperature is key point for pollution species (e.g. Nox, CO, Sox) [23] and heat
transfer calculations.

The fact that the combustion involves nonlinear interaction of turbulent mixing, heat trans-
fer and chemistry, which makes it not only a highly multidisciplinary topic, but also a
highly challenging one. The scientific problem of turbulent combustion has been nom-
inated as one of the “Grand Challenges” problems [87] to be solved using high perfor-
mance computing (HPC) facilities. The quality of parallel implementation of the numer-
ical method becomes of great importance due to impossibility to solve combustion LES
problems using usual desktop computers.

The implemented numerical method incorporates all physical aspects of the turbulent
combustion phenomena. The turbulence is treated with the filtered compressible Navier-
Stokes equations. However, the incompressible sub-grid scales hypothesis, which as-
sumes that the compressibility affects only large scales, is utilized, since the present sim-
ulations are carried out at the low-Mach number limit. An one equation eddy-viscosity
model [91],[26] is used for the closure problem. The turbulence-chemistry interaction is
based on the Eddy-Dissipation concept [19] which assumes that combustion takes place
in the ’fine structures’. Detailed chemical kinetics mechanisms are used to describe the
chemical system based on the concept of PSR [48]. The radiation is included in simula-
tions as well using a simple P-1 approximation [12]. The parallelization of the method is
based on the message-passing interface (MPI) [87] and demonstrates its high efficiency
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(approximately 70% from the ideal) both for reacting and non-reacting cases at the Vilje
HPC facility (www.notur.no) which is comparable with the state-of-the-art commercial
CFD solvers.
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Chapter 2

Mathematical modeling and numerical
methods

2.1 Reacting flows - fundamentals

In this section the fundamental governing equations for reacting compressible flows for
the Reynolds-averaged and Large-eddy simulations are presented. All calculations of the
present thesis were carried out in the frame of the Computational Fluid Dynamics (CFD).
The Cartesian tensor notation, where t and xi are independent variables representing time
and spatial coordinates of a Cartesian coordinate system x, is used.The three components
of the velocity vector u are denoted ui (i = 1, 2, 3). The summation convection over
repeated indices applies unless otherwise is noted.

2.2 URANS for turbulent combustion modeling

2.2.1 Governing equations

The Favre-averaged (i.e. mass-density-weighted) equations of mass, momentum and en-
ergy for the turbulent compressible flows are:

∂ρ̄

∂t
+
∂ρ̄ũj
∂xj

= 0 (2.1)

∂ρ̄ũi
∂t

+
∂ρ̄ũiũj
∂xj

= − ∂p̄

∂xi
+

∂

∂xj

(
τ̄ij − ρ̄ũ′′

i u
′′
j

)
(2.2)

∂ρ̄h̃

∂t
+
∂ρ̄h̃ũj
∂xj

=
∂

∂xj

(
ρ̄α

∂h̃

∂xj
− ρ̄ũ′′

jh
′′

)
− ∂

∂xj
(q̄r) + S̄hc (2.3)
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Here, the overbar denotes Reynolds averaging, while the tilde denotes Favre averaging:
ρ denotes the density, u is the velocity, p is the pressure, h =

∑
s Ys

∫
Cp,s dT is the

enthalpy, T is the temperature, Ys is the species mass fraction, Cp,s is the heat capacity
for species s in the mixture, α is the thermal diffusivity, qr represents the radiative heat
loss and Shc represents the source term due to combustion.

Here, Cp,s is calculated as a function of temperature from a set of coefficients taken from
NIST-JANAF thermochemical tables [10]. The thermal diffusivity is modeled as

ρ̄α = µ
Cv
CpBar

(
1.32 + 1.77

R

Cv

)
, (2.4)

where µ is the molecular viscosity (calculated according to the Sutherland law), R is the
gas constant, Cv represents heat capacity at constant volume and

CpBar =
∂T̃∂h̃+ Cp(
∂T̃
)2

+ 1
. (2.5)

Here, ∂T̃ = T̃ − Tref , ∂h̃ = h̃ (T ) − h̃ (Tref ) and Cp is the mixture heat capacity at
constant pressure.

The stress tensor for a Newtonian fluid is expressed as

τ̄ij = µ

(
∂ũi
∂xj

+
∂ũj
∂xi

)
− 2

3
µδij

∂ũk
∂xk

, (2.6)

where δij is the Kronecker symbol.

S̄hc is modeled according to

S̄hc = −
N∑

s=1

ω̄s
Ms

hθf,s , (2.7)

where hθf,s is the species formation enthalpy, Ms is the species molecular weight and ωs
is the species reaction rate.

The turbulence flux ũ′′
jh

′′ is derived according to the gradient hypothesis

−ρ̄ũ′′
jh

′′ ≈ µt
Prt

∂h̃

∂xj
(2.8)

where µt is the turbulence viscosity and Prt is a turbulence Prandtl number (here Prt =
0.7).

For a mixture of Ns species (where s = 1 . . . Ns), a transport equation for the mean mass
fraction of an individual species Ys can be defined according to

∂ρ̄Ỹs
∂t

+
∂ρ̄Ỹsũj
∂xj

=
∂

∂xj

((
ρ̄Dm,s +

µt
Sct

)
∂Ỹs
∂xj

)
+ ω̄s, s = 1, . . . , Ns (2.9)
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where Dm,s is the mass diffusion coefficient for species s in a mixture, Sct is the turbu-
lence Schmidt number (Sct = µt/ρDt, where Dt is a turbulence diffusivity). Here, Fick’s
law is introduced and the diffusion coefficient was set equal for all species,Dm,s = Dm =
2.88×10−5 m2/s. The turbulence Schmidt number was set to 0.7. Finally, the temperature
is related to the density and the pressure by the ideal gas law.

The Reynolds stresses are modeled according to

ρ̄ũ
′′
i u

′′
j = −µt

(
∂ũi
∂xj

+
∂ũj
∂xi
− 2

3
δij
∂ũk
∂xk

)
+

2

3
ρ̄k̃δij (2.10)

The standard k-ε model [44] is based on the turbulence kinetic energy (k̃) and its dissipa-
tion rate (ε̃). The turbulence viscosity is defined here as µt = Cµρ̄k̃

2/ε̃.

The modeled transport equations are:

∂ρ̄k̃

∂t
+
∂ρ̄k̃ũj
∂xj

=
∂

∂xj

((
µ+

µt
σk

)
∂k̃

∂xj

)
+G− ρ̄ε̃ (2.11)

∂ρ̄ε̃

∂t
+
∂ρ̄ε̃ũj
∂xj

=
∂

∂xj

((
µ+

µt
σε

)
∂ε̃

∂xj

)
+ Cε1

ε̃

k̃
G− Cε2ρ̄

ε̃2

k̃
(2.12)

where the rate of turbulence kinetic energy production G is given as

G = −ρ̄ũ′′
i u

′′
j

∂ũi
∂xj

(2.13)

The standard values [44] are used for the model constants Cµ,Cε1, Cε2, σk and σε.

2.2.2 EDC for turbulent combustion

The Eddy Dissipation Concept for turbulent combustion [57],[19] is based on the energy
cascade model [71]. The EDC assumes that molecular mixing and chemical reactions
occur in the fine structures of the turbulent flow where the smallest dissipative eddies are
present. The characteristic length L∗ and velocity u∗ scales of the fine structures are of
the same order of magnitude as the Kolmogorov scales and can be expressed as

L∗ =
2

3

(
3C3

D2

C2
D1

)1/4(
ν3

ε̃

)1/4

(2.14)

u∗ =

(
CD2

3C2
D1

)1/4

(νε̃)1/4 (2.15)

where CD1 = 0.134 and CD2 = 0.5 [19]. The RANS-based EDC assumes that the full
cascade takes place at each numerical cell, and the connection between the fine structure
and the larger eddies is achieved through the cascade. Thus, characteristics of the large
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eddies such as the velocity u′ are evaluated using the turbulence model (in the present
case, the standard k − ε model).

In the model expressed below, different superscripts refer to states inside the fine struc-
tures (*), the surroundings (◦) and the mean values of the computational cell (∼).

The ratio between the mass in the fine structures and the total mass is postulated as

γ∗ =
u∗

u′ =

(
3CD2

4C2
D1

)1/4(
νε̃

k̃2

)1/4

(2.16)

The mass exchange between the fine structures and the surroundings, divided by the mass
of the fine structures, is defined as

ṁ∗ = 2
u∗

L∗
=

(
3

CD2

)1/2(
ε̃

ν

)1/2

(2.17)

The mass exchange between the fine structures and the surroundings, divided by the total
mass, is calculated according to

ṁ = γ∗ṁ∗ (2.18)

The mass-averaged mean reaction rate for the s specie is given as

−ω̄s =
ρ̄ṁχ

1− γ∗χ
(
Ỹs − Y ∗s

)
, s = 1, . . . , Ns (2.19)

and the relationship between the mass-averaged mean state, fine-structure state and sur-
rounding state is expressed as

Ψ̃ = γ∗χΨ∗ + (1− γ∗χ)Ψ◦ (2.20)

Here, χ is the reacting fraction of the fine structures, which can depend on the probability
of co-existence of the reactants, the degree of heating and reaction limitations. In the
present study, χ = 1, as suggested by Gran and Magnussen [27]. The mean mass fraction
Ỹs for species s is calculated from solving the species mass transport equation for each
individual species. The fine-structure mass fraction Y ∗s is computed through the detailed
chemistry approach.

2.2.3 EDC detailed chemistry approach

Finite-rate chemical kinetics are taken into account by treating the fine structures as con-
stant pressure and adiabatic homogeneous reactors. Thus, the fine structures mass frac-
tions values Y ∗s can be calculated by solving a system of ordinary differential equations
(ODE) describing a Perfectly Stirred Reactor (PSR) [27],

dY ∗s
dt

=
ω∗s
ρ∗

+
1

τ ∗
(Y ◦s − Y ∗s ) , s = 1, . . . , Ns (2.21)
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The reaction rate ω∗s is evaluated from a chemical kinetics mechanism, and Y ◦s is the mass
fraction of the inflow stream to the reactor. In the present study, it is assumed adiabatic
and isobaric PSRs. Further, it is assumed that the PSRs are at steady state [27], meaning
that the steady-state solution of Eq.2.21 is achieved by integrating it in time to steady
state.

It is worth noticing that the residence or mixing time scale τ ∗ is evaluated using the
molecular viscosity and the dissipation rate

τ ∗ =
1

ṁ∗
(2.22)

The applied chemical kinetic mechanisms are provided separately in the test case descrip-
tion of the Sandia flame D, the Sandia flame CHNa and the Sydney flame HM1E.

2.3 LES for turbulent combustion modeling

2.3.1 Governing equations

In present LES, the relevant flow variables are filtered in the physical space (assuming
weighted averaging in a given volume). The filtered variable f̄ (x) denotes by overbar is
defined as

f̄ (x) =

∫

V

G (x− x∗) f (x∗) dx∗, (2.23)

where V is the volume of the LES filter and G is a filter kernel. In the present study a top-
hat (or sometimes called ’box’) filter [26], where the filter operations in each xj direction
are identical, is employed. The filter width ∆ is defined as ∆ = (∆x∆y∆z)

1/3 assuming
the filter kernel as

G (x) = G(x1, x2, x3)

{
1/∆ |xi| < ∆i/2, i = 1, 2, 3
0 otherwise (2.24)

where (x1, x2, x3) are the spatial coordinates of the location x.

A mass-weighted, Favre filtering is introduced as:

ρ̄f̃ (x) =

∫

V

ρG (x− x∗) f (x∗) dx∗. (2.25)

The filtered Favre-averaged balance equations of mass, momentum, energy and species
are:
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∂ρ̄

∂t
+
∂ρ̄ũj
∂xj

= 0

(2.26)
∂ρ̄ũi
∂t

+
∂ρ̄ũiũj
∂xj

= − ∂p̄

∂xi
+
∂τ̃ij
∂xj
− ∂

∂xj
(ρ̄ (ũiuj − ũiũj))

(2.27)

∂ρ̄Ỹs
∂t

+
∂ρ̄Ỹsũj
∂xj

=
∂

∂xj

(
ρ̄Ds

∂Ỹs
∂xj

)
− ∂

∂xj

(
ρ̄
(
ũjYs − ũjỸs

))
+ ω̄s

(2.28)

∂ρ̄h̃

∂t
+
∂ρ̄h̃ũj
∂xj

=
∂

∂xj

(
ξhj + uiτij

)
− ∂

∂xj

(
ρ̄
(
ũjh− ũjh̃

))
+
∂p̄

∂t
− ∂

∂xj
(q̄r) + S̄hc

(2.29)

where f̄ and f̃ denote Favre-filtered quantities instead of ensemble means. Here, ρ is the
density, u is the velocity, p is the pressure, h =

∑
s Ỹs

∫
Cp,s dT̃ represents the enthalpy,

T is the temperature, Ys is the species mass fraction, Ds is the mass diffusion coefficient
for species s in a mixture (Ds = D = 2.88× 10−5 m2/s), ωs is the species reaction rate,
qr is the radiative heat loss, Shc represents the source term due to combustion and ξhj is
the filtered laminar diffusion flux and S̄hc is modeled according to Eq. 2.7.

The subgrid flow physics is concealed in the subgrid stress tensor B = ρ̄ (ũiuj − ũiũj)
and flux vectors bs = ρ̄

(
ũjYs − ũjỸs

)
and bh = ρ̄

(
ũjh− ũjh̃

)
. The subgrid pressure

fluctuations and dissipation terms are neglected. Moreover, the subgrid-scales incom-
pressibility hypothesis [25] is used for derivation of the energy balance equation, assum-
ing low Mach number limit.

It is assumed that the gas mixture behaves as a linear viscous (Newtonian) fluid, which
assumes that ρ̄, p̄ and T̃ are linked by the equation of state p̄ = ρ̄RT̃ , where R the
composition dependent gas constant.

The shear-stress tensor τij is given by

τ̃ij = 2µS̃ij −
2

3
µδijS̃kk = 2µS̃D, (2.30)

where S̃ij the components of the viscous stress (rate-of-strain) tensor S̃ defined as,

S̃ij =
1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
, (2.31)

µ the viscosity, δij the Kronecker symbol and

S̃D =
1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
− 1

3
δij
∂ũi
∂xj

(2.32)
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the deviatoric part of S.

Explicit LES closures can typically be classified as functional or structural models [74],
[25]. Functional models are designed based on the turbulence energy cascade from large-
to small-scales considered for fully developed turbulent flows. The energy drain for the
energy cascade is modeled using the hypothesis of a subgrid viscosity µB [20] resulting
in

B =
2

3
ρ̄δij k̃ − 2µBS̃D. (2.33)

To close these models, the one equation eddy viscosity model [91] is utilized for which
the subgrid viscosity is given by µB = ckρ

√
k̃∆, and the subgrid kinetic energy k̃ is

estimated by solving a separated modeled transport equation of the form,

∂ρ̄k̃

∂t
+
∂ρ̄k̃ũj
∂xj

= Fp + Fd − Fε, (2.34)

Fp = −B · S̃, (2.35)

Fd =
∂

∂xj

(
(µB + µ)

∂k̃

∂xj

)
, (2.36)

Fε = cε ρ k̃
3/2/∆, (2.37)

where Fp is production, Fd diffusion and Fε dissipation terms, respectively, and ck, cε are
model coefficients. It is worth noticing that both models coefficients can be calculated
dynamically using two levels of filtering and scale similarity. However, it was found that
the dynamic procedure leads to the numerical instabilities for the combustion LES with
the EDC, and static coefficients ck = 0.07 and cε = 1.048 [74] were used in the present
study. For the assumed β-PDF approach both ck and cε are computed dynamically.

The subgrid fluxes are modeled according to a simple gradient diffusion approximation

bs =
µB

Sct,s

(
∂Ỹs
∂xj

)
, (2.38)

bh =
µB
Prt

(
∂h̃

∂xj

)
, (2.39)

where Sct,s and Prt are turbulence Schmidt and Prandtl numbers, which were set to Sct,s =
Prt = 0.7.

2.3.2 EDC for turbulent combustion

The Eddy Dissipation Concept is based on the energy cascade model and assumes that
molecular mixing and chemical reactions occur on the smaller dissipative eddies, which
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are close to the Kolmogorov length scales and are termed ‘fine structures’. The charac-
teristic length L∗ and velocity u∗ scales of the fine structures are of the same order of
magnitude as Kolmogorov scales and can be expressed as

L∗ =
2

3

(
3C3

D2

C2
D1

)1/4(
ν3

ε̃

)1/4

(2.40)

u∗ =

(
CD2

3C2
D1

)1/4

(νε̃)1/4 (2.41)

where CD1 = 0.134 and CD2 = 0.5 [19]. Here, we assume that the full cascade takes
place at each numerical cell, and the connection between the fine structure and the larger
eddies is achieved through the cascade. Thus, characteristics of the large eddies such as
velocity u′ can be evaluated using the turbulence model. The turbulence kinetic energy k̃
is found from the the solved transport equation (Eqn. 2.34). The dissipation of the subgrid
kinetic energy ε̃sgs is expressed as

ε̃sgs = cε ρ k̃
3/2/∆, (2.42)

where the model constant cε = 1.048.

In the model expressed below, different superscripts refer to states inside fine structures
(*), surroundings (◦) and filtered values of the computational cell (∼).

The ratio between the mass in the fine structures and the total mass is postulated as

γ∗ =
u∗

u′ =

(
3CD2

4C2
D1

)1/4(
νε̃

k̃2

)1/4

(2.43)

The mass exchange between the fine structures and the surroundings, divided by the mass
of the fine structures, is defined as

ṁ∗ = 2
u∗

L∗
=

(
3

CD2

)1/2(
ε̃

ν

)1/2

(2.44)

The mass exchange between the fine structures and the surroundings, divided by the total
mass, is calculated according to

ṁ = γ∗ṁ∗ (2.45)

The mass-averaged filtered reaction rate for the s-th specie is given as

−ω̄s =
ρ̄ṁχ

1− γ∗χ
(
Ỹs − Y ∗s

)
, s = 1, . . . , Ns (2.46)

and the relationship between the mass-averaged mean state, fine-structure state and sur-
rounding state is expressed as

Ψ̃ = γ∗χΨ∗ + (1− γ∗χ)Ψ◦ (2.47)
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Here, χ is the reacting fraction of the fine structures, which can depend on probability of
co-existence of the reactants, degree of heating and a limiter to the reaction due to lack
of reactants. In the present study, χ = 1, as suggested by Gran and Magnussen [27].
The mass fraction Ỹs for species s is calculated from solving the species mass transport
equation for each individual species. The fine-structure mass fraction Y ∗s is computed
through the detailed chemistry approach.

Finite-rate chemical kinetics are taken into account by treating the fine structures as con-
stant pressure and adiabatic homogeneous reactors in the same way as described in Sec.
2.2.3.

2.4 Modeling radiation

The radiation is modeled by the P1-approximation, which is the simplest form of the more
generalized P-N method (or spherical harmonics) [12] assuming that a flame is optically
thin. The radiative heat loss q̄r is calculated as

− ∂

∂xj
q̄r = αcG− 4ecσT

4, (2.48)

where αc is the absorption coefficient (m−1), ec is the emission coefficient (m−1) and σ is
the Stefan-Boltzmann constant. The incident radiation G is modeled according to

∂

∂xj

(
Γ
∂

∂xj
G

)
− αcG+ 4ecσT

4 = 0, (2.49)

Γ =
1

3 (αc + σs)
, (2.50)

where σs is the scattering coefficient (σs = 1 m−1), respectively. The absorption co-
efficient and the emission coefficient are calculated using a weighted-sum-of-gray-gases
model (WSGGM) [32] as a function of local concentrations of CO2 and H2O, path-length
and pressure. The emissivity weighting factors for CO2 and H2O are taken from Smith et
al. [78].

2.5 Numerical method and its implementation

2.5.1 Core numerical method

The OpenFOAM code [85] was used for the numerical simulations. The new solver was
developed based on the finite-volume (FVM) method [26] and the the PISO (pressure
implicit with splitting of operators) algorithm [81] for the pressure-velocity coupling,
implemented according to Rhie and Chow type interpolation for the cell-centered data
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storage structure [36]. The preconditioned (bi-) conjugate gradient method [30] with
incomplete-Cholesky preconditioner (ICCG) by Jacobs [37] was used for solving linear
systems with a local accuracy of 10−7 for all dependent variables at each time step.

The numerical method had second-order accuracy in space and time. The linear-upwind
interpolation scheme (sometimes referred to as the ‘second-order upwind’ scheme [83]),
was applied for all convective terms approximation for the URANS formulation. Linear
interpolation [83] was used to calculate all other spatial derivatives.

The central-difference scheme (CDS-2, [26]) was applied for all convective-term approxi-
mations for the non-reacting LES, while the blended NVD(TVD)/CDS-2 scheme by Jasak
[38] was used for the momentum equations for the reacting LES. As is common practice,
a total variation diminishing (TVD) scheme [29] was used for the scalars to avoid unphys-
ical overshoots and second law violations [65], [39].

A second-order implicit Euler method (BDF-2, [26]) was used both for URANS/LES to
provide time integration together with the dynamic adjustable time stepping technique to
guarantee a local Courant number less than 0.4.

The calculation of the species reaction rate ω̄s requires the integration of Eq.2.21 for each
cell in the domain. For this purpose, the robust RADAU5 algorithm [28] was used [50].
The RADAU5 algorithm was designed for the solving stiff ODE systems and applied a
5th order accurate implicit Runge-Kutta method based on the Radau quadrature formula.
The relative tolerance, absolute tolerance and maximum number of iterations to meet the
target accuracy were set to 5× 10−5, 1× 10−5 and 107, respectively.

2.5.2 High performance computing

Parallel scalability analysis is required to understand and optimize the existing software
for high-performance computing (HPC). OpenFOAM is the massive parallel open source
C++ classes library based on message-passing interface (MPI). For the assessment of the
parallel performance, such parameters as strong scalability, weak scalability and system
efficiency were used with their standard definition according to Wilkinson and Allen [87].

For the assessment of the parallel performance, such parameter as strong scalability S(p)
(where p is the number of cores) was used with its standard definition according to
Wilkinson and Allen [87]. S(p) is defined as the ratio of a execution time using a sin-
gle core system (Ts) to an execution time using a multiprocessor system with p cores
(Tp): S(p) = Ts/Tp.

Preliminary results shown the modest parallel efficiency of ∼ 40% and were obtained
on the STALLO HPC facility (www.notur.no) installed at the end of 2007. How-
ever, the most of the present calculations were carried out using the VILJE HPC facility
(www.notur.no) which was installed in 2012.

These results for non-reacting flow simulations are presented in Fig. 2.1. Scaling was
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Figure 2.1: OpenFOAM parallel performance on the VILJE HPC facility. Strong scala-
bility studies for the 2D and 3D non-reacting flows over a circular cylinder and for the 2D
and 3D reacting simulations of the Sandia flame D as function of number of nodes (a,c)
and total number of cores (b,d), respectively. The grid size is shown in brackets for each
case. One node has 16 cores.

done both for one node consisting of 16 cores (Fig. 2.1a) and one core (Fig. 2.1b). Three
cases were considered, including one 2D case for the laminar compressible flow over a
circular cylinder (Re = 140, M = 0.2) on the O-type mesh size of 600 × 600 and two
compressible LES cases for the flow over a circular cylinder (Re = 20 × 103, M = 0.2)
on the O-type grids size of 300× 300× 64 and 440× 440× 64, respectively. In general,
OpenFOAM demonstrated good strong scalability with the average efficiency of ∼ 70%
comparable with state-of-the-art commercial CFD codes like ANSYS FLUENT. It worth
noticing that some optimization (etc. using of OEM SGI MPI libraries and its further
tunning) of the OpenFOAM code was carried out to improve the strong scaling from
∼ 40% on STALLO up to ∼ 70% on VILJE.

Due to strong non-linear coupling between turbulence, chemistry and thermal radiation
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parallel implementation of the numerical methods for such flows simulations are quite
challenging. Some results for reacting flow simulations are presented in Fig. 2.1c,d.
However, it can be seen clearly that the implemented method demonstrated good parallel
scalability with the same average efficiency of ∼ 70% for the reacting cases as well.

2.6 Mathematical tools for spectral analysis

All spectral data processing was performed using a commercial software package (MAT-
LAB R2012a, The MathWorks Inc., Natick, MA, 2012). Since an adaptive-time stepping
technique was used for the time integration (due to varying time steps), the collected
time series were not evenly sampled. To obtain the one-dimensional energy spectra,
the Welch periodogram technique (WPD hereafter) [84] was used for the two signal se-
quences with a number of time steps of 6 × 105 and with an overlapping factor of 0.7.
The one-dimensional energy spectra calculated from these time series were then aver-
aged in the span-wise direction to increase the statistical sample [42]. The frequency was
nondimensionalized by the Strouhal shedding frequency (fvs).

Like the Fourier transform, the continuous wavelet transform (CWT hereafter) uses inner
products to measure the similarity between a signal (f (t)) and an analyzing function
(wavelet ψ (t)). Comparing f (t) to ψ (t) at various scales and positions leads to the two-
dimensional representation of f (t). For a scale parameter, a > 0, and position, b, the
CWT coefficients C (a, b) are:

C (a, b; f (t) , ψ (t)) =

∞∫

−∞

f (t)
1√
a
ψ∗
(
t− b
a

)
dt, (2.51)

where ∗ denotes the complex conjugate. Expressing the CWT as an inverse Fourier trans-
form enables the use of the computationally efficient fast Fourier transform (FFT) algo-
rithm to reduce the cost of computing convolutions. Thus, rewriting of Eq. 2.51 as an
inverse Fourier transform gives:

C (a, b; f (t) , ψ (t)) =
1

2π

∞∫

−∞

f̂ (ω)
√
a
(
ψ̂ (aω)

)∗
exp (iωb) dω, (2.52)

where f̂ (ω) and ψ̂ (aω) are the Fourier transforms of the signal and wavelet, respectively.
In this study we use a continuous wavelet transform based on the FFT algorithm. One
of the most popular continuous wavelets is the Morlet wavelet, which allows to deter-
mine efficiently the energy containing structures (coherent structures) in the flow signal
[22],[8]. The analytic Morlet wavelet is defined in the Fourier domain by

ψ̂ (aω) = π−1/4 exp

(
(aω − ω0)

2

2

)
U (aω) , (2.53)
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where U (aω) is the Heaviside step function [79]. The default value of ω0 was 6. The
relation between the pseudo-frequencies and corresponding scales a for this wavelet was:

f =
4πa

ω0 +
√

2 + ω2
0

. (2.54)

Finally, a scalogram E (a, b) by definition represents the percentage of energy for each
coefficient or, in other words, the contribution to the total energy at a specific a scale and
b location: E (a, b) = |C (a, b; f (t) , ψ (t))|2. The dominant structures are then character-
ized by large local E (a, b) values [2].
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Chapter 3

Present contribution

The main contribution of this work is six papers which are published, submitted and to be
submitted to peer-review journals. In this section, a brief summary of each paper is given.

3.1 Paper A

Modeling of turbulent separated flows using OpenFOAM
Co-authors: Ivar S. Ertesvåg and Kjell Erik Rian

In this paper turbulent separated bluff-body flows were numerically analyzed using the
state-of-the-art OpenFOAM and ANSYS FLUENT technologies, based on the conven-
tional compressible URANS approach. A low-Reynolds-number k-ε model by Launder
and Sharma [43] and a Realizable k-εmodel of Shih [76] with an enhanced wall treatment
approach [11] were used for the closure problem. Several popular in fluid dynamics test
problems such as laminar and turbulent flows over a circular cylinder and turbulent fully
developed flows over a triangular cylinder in a channel were numerically replicated with
the goal of validation of the selected numerical methods. The detailed, face-to-face com-
parison between OpenFOAM, FLUENT and experimental data was discussed. Parallel
performance of the OpenFOAM toolbox in the terms of a strong and weak scalability was
assessed up to 1024 cores at the STALLO HPC facility (www.notur.no) and shown
the modest parallel efficiency of ∼ 40%. In general, the present results demonstrated
minimum deviations between OpenFOAM and FLUENT and agreed fairly well with the
experimental data and other numerical solutions.
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3.2 Paper B

Paper B - Numerical simulation of turbulent flames using the Eddy Dissipation Con-
cept with detailed chemistry
Co-authors: Ivar S. Ertesvåg and Kjell Erik Rian

This paper presents numerical simulations of the Sandia flame CHNa and Sydney bluff-
body stabilized flame HM1E.

The Eddy Dissipation Concept with the detailed chemistry approach and the standard
k-ε turbulence model (with the standard constants) were applied to simulate the San-
dia flame CHNa and the Sydney flame HM1E. The finite-rate chemistry effects were
described by the FFR and the GRI3.0 mechanisms. The robust implicit Runge-Kutta
method (RADAU5) was used for integrating stiff ordinary-differential equations to com-
pute the reaction rates. The radiation heat transfer was treated with the simple P-1 model.
Statistically stationary results were obtained and compared in detail with the available
experimental data. In general, there was good agreement between the present simulations
and measurements for both flames. It is believed that one of the main reasons for the
observed discrepancies between the EDC-based predictions and experimental data for the
Sandia flame CHNa was the round-jet anomaly of the k-ε turbulence model. The Sydney
flame HM1E was calculated with the k-ω SST turbulence model as well. However, the
predicted results did not reveal any significant deviations between the standard k-ε and the
SST model which could be explained by the SST model implementation in OpenFOAM.

The steady laminar flamelet model was applied to investigate the influence of the turbulence-
chemistry interaction. For this purpose the commercial code ANSYS FLUENT was uti-
lized. It worth noticing that the same grids were used and the quite similar numerical
methods, boundary conditions and the sub-models for the turbulence and radiative heat
transfer were chosen. The finite-rate chemistry effects were taken into account using the
FFR and the GRI3.0 mechanisms. It was found that the most accurate SLF-based predic-
tions for the Sandia flame CHNa was obtained with the modified constant Cε1 = 1.52.
The present results obtained with the SLF-based approach and the default value of the
PDF turbulence Schmidt number Sct = 0.85 were found to be less accurate than the
EDC-based for the Sydney flame HM1E due to the lack of the turbulence mixing. The
calculation with the modified Schmidt number Sct = 0.4 showed some improvement in
the prediction of the composition and temperature but was not sufficient to match the
experimental data well.

Overall, the present results give a good indication on the adequacy and accuracy of the
implemented solver in the OpenFOAM toolbox and its readiness for further combustion
application development.
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3.3 Paper C

Paper C - Large-eddy simulation of the flow over a circular cylinder at Reynolds
number 3900 using the OpenFOAM toolbox
Co-authors: Ivar S. Ertesvåg and Kjell Erik Rian

The objective of this paper was an extensive investigation of the numerical aspects influ-
encing the quality of LES solutions, implemented in the OpenFOAM toolbox. With this
purpose, the flow past a circular cylinder at a sub-critical Reynolds number of 3900 and
Mach number of 0.2 was simulated using an LES technique with the dynamic k-equation
SGS model [91]. To check SGS influence, an additional run was carried out with the
conventional Smagorinsky model [77]. Particular attention was put on the statistical con-
vergence. To achieve fully converged data in the present LES, the statistics were collected
for a time interval of about 150 vortex shedding periods. Predicted integral flow parame-
ters, local first-order statistics and one-dimensional energy spectra were analyzed in detail
and compared with existing experimental data [53],[64].

Analysis of the available experimental data, DNS data and LES data revealed the ex-
istence of the flow bifurcation (the U–shaped and V–shaped states) for this benchmark
case. Recently, Wissink and Rodi [88] performed a DNS study using extremely-high
mesh resolution for the flow over a circular cylinder at Re = 3300 and concluded that a
U–shaped solution was more likely. This finding was confirmed partially by the present
results: the solution based on the dynamic k-equation SGS model converged to the U–
shaped state, while the conventional Smagorinsky model converged to the V–shaped state.
However, both flow states have been identified experimentally by Lourenco and Shih [53]
and Parnaudeau et al. [64].

3.4 Paper D

Paper D - Large-eddy simulation of the flow over a circular cylinder at Reynolds
number 2× 104

Co-authors: Ivar S. Ertesvåg and Kjell Erik Rian

This paper presents a further detailed investigation of the numerical aspects influencing
the quality of LES solutions, implemented in the OpenFOAM toolbox. For this pur-
pose, the flow past a circular cylinder at an intermediate sub-critical Reynolds number of
2 × 104 was simulated using both incompressible and compressible setups. In general,
there were good agreement between the present incompressible flow results, the available
experimental data and the LES results by Wornom et al. [89]. Calculated integral flow
parameters, local first-order statistics and one-dimensional energy spectra agreed fairly
well with the experimental data as well as with other LES studies ([75], [89]). All flow
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features such as thin laminar boundary layers, unsteady separation, wake dynamics and
shear-layer instabilities were captured as well.

Provided computer visualization of the cylinder’s near wake revealed clearly the separa-
tion of the shear layers and their intermittent nature. Application of continuous wavelet
analysis allowed to precisely quantify the Kelvin-Helmholtz instability of the separated
shear layer (KH) [68] and identify the dependency between Reynolds number and the
ratio between an asymmetric vortex shedding (the Bénard / von Kármán instability [68])
and the KH instability as a power law with n = 0.47. This finding is consistent with
available experimental ([6], [41], [63]) and numerical ([15], [40]) data. However, there is
another set of measurements [70] available in the literature indicating the higher value of
n = 0.67.

Another important conclusion following from the present results is the solution inaccura-
cies revealed by the compressible flow algorithm at a low-Mach number (M = 0.2). The
present results showed that for this particular case the compressible flow setup produced
spurious oscillations in the vicinity of the cylinder, where the grid density is extremely
high. Here, the filtered CDS-2 scheme, the blended NVD(TVD)/CDS-2 scheme by Jasak
[38] and the LUST scheme by Weller [85] were tested to eliminate these numerical waves.
It was shown that the filtered CDS-2 scheme seemed to have only minor impact on the
oscillations. The Gamma scheme damped the spurious wave significantly but not suf-
ficiently, meanwhile the LUST scheme damped all oscillations completely. However,
the provided spectral analysis and the visualization of the coherent structures of the flow
revealed that these schemes had a too dissipative nature (compared to the pure CDS-2
scheme) witch further indicate their impracticability for the high-fidelity large-eddy sim-
ulation.

3.5 Paper E

Paper E - Towards simulation of far-field aerodynamic sound from a circular cylin-
der using OpenFOAM
Co-authors: Ivar S. Ertesvåg and Kjell Erik Rian

The objective of this paper was an investigation of the OpenFOAM capabilities for the
Aeolian tones aeroacoustic predictions and the different numerical aspects influencing
the quality of solutions. With this purpose, two test cases were considered: the laminar
flow past a circular cylinder at the Reynolds number of 140 and Mach number of 0.2
and the flow past a circular cylinder at the sub-critical Reynolds number of 2.2 × 104

and Mach number of 0.06. In both cases, the sound generated by a circular cylinder was
investigated by direct solution of the unsteady compressible Navier-Stokes equations. The
second case was simulated using an LES technique with the conventional Smagorinsky
SGS model. In general, the present results agreed fairly well with the experimental data
for both aerodynamic and acoustic fields. Several interesting findings can be outlined:
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• In both cases, the generated sound had a dipole nature. The influence of the tur-
bulent wake at the Reynolds number Re = 2.2 × 104 on the tonal waves was
non-significant and had the local near-field nature; The results of the numerical
simulation at Re = 2.2 × 104 indicated that most aerodynamic quantities were in
good agreement with the existing experimental data. It is worth noticing, that both
types of the instabilities (an asymmetric vortex shedding or the Bénard / von Kár-
mán instability and the Kelvin-Helmholtz instability of the separated shear layer
[68]) were captured well and quantified accurately using Fourier and wavelet con-
tinuous analysis. Finally, observed small discrepancies can be explained by the lack
of resolution;

• The present results confirmed that the Doppler effect played the important role. The
maximum propagation angle of the pressure waves could be approximated well by
the simple relationship θp = cos−1 M (where M is a Mach number) derived by
Inoue and Hatakeyama [34] which was consistent with the present results and the
experiment by Casalino and Jacob [9];

• The sound pressure waves were generated primarily by the vortex shedding and
had a tendency to decay in proportion to 1/

√
r for both simulations. This finding

was was consistent with the theoretical prediction of Landau and Lifshitz [45]. The
scaling law for the fluctuating pressure at Re = 140 could be approximated well
by the simple relationship p′ ≈ M2.5/

√
r estimated by Inoue and Hatakeyama [34]

based on Curl’s acoustic analogy for low Mach numbers. However, the present
results did not confirm this scaling for the higher Reynolds number Re = 2.2×104;

• We did not apply any extra filtering in the present simulations. However, in the
vicinity of the cylinder, where the grid was extremely dense, spurious numerical
waves were generated affecting the near-field region of the flow. However, based
on the previous calculations we can concluded that these artificial waves had minor
impact on the main integral (mean) flow parameters and far-field sound, but influ-
enced on the local near-field quantities such as the drag and lift forces and the root
mean square of the pressure coefficient.

3.6 Paper F

Paper F - Numerical simulations of the Sandia Flame D using the Eddy-Dissipation
concept
Co-authors: Ivar S. Ertesvåg and Kjell Erik Rian

In this paper the Eddy Dissipation Concept was extended for the compressible large-eddy
simulation technique. The Eddy Dissipation Concept, which has been successfully used
in RANS calculations of turbulent flames has been formulated as a combustion model
for the large-eddy simulations and implemented in the OpenFOAM toolbox. The model
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has been applied both for RAS and LES of the turbulent methane/air combustion for the
Sandia flame D. The assumed β-PDF approach was used as well to check the influence
of modeling of the turbulence-chemistry interaction. The EDC-based and the β-PDF-
based results were compared to the experimental data. It is important, that the present
results were obtained without any adjustment or calibration of the model constants and
agreement was quite reasonable for all quantities for both RAS and LES predictions. The
remaining differences have been discussed. It is believed that one of the main reasons for
the observed discrepancies between the RAS predictions and experimental data was the
round-jet anomaly of the standard k-ε turbulence model. The lack of the grid resolution
and the insufficient inlet boundary conditions can be considered as the main limitations
for the present LES.
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Chapter 4

Concluding remarks

Conclusions are given in each separate paper. Here some general conclusions and critical
remarks are drawn.

The core numerical method was based on the open source toolbox OpenFOAM [85],
which is very popular today in industrial engineering as well as in academic research.
Nevertheless, in spite of many attractive features, the OpenFOAM toolbox has some dis-
advantages as well. The absence of the high quality academic documentation and refer-
ences is the most critical due to several reasons. First, an excessive validation and verifi-
cation effort is required to test an implemented numerical method. Second, high quality
academic documentation is required as well in any scientific research. Thus, one of the
additional goals of the present study was to deliver high quality academic documentation.
It is believed that the provided results and discussion will be useful to the community and
could be referenced as further validation, documentation and development of the Open-
FOAM capabilities.

The large-eddy simulation of turbulent combustion may be considered as one of grand
challenge problems [87] and requires an intensive usage of high performance computing
facilities. Moreover, the turbulent combustion modeling belongs to the multi-physics and
multi-scales science with strong nonlinear coupling between chemistry, turbulence and
radiation. The high parallel scalability of the numerical method is required to provide
efficient simulations. Most of the present results were obtained using the VILJE HPC
facility (www.notur.no), where the implemented numerical method demonstrated a
good strong scalability for both non-reacting and reacting flows (≈ 70%), which is com-
parable with the state-of-the-art commercial CFD codes like ANSYS FLUENT.

The compressible URANS with the Eddy Dissipation Concept [56], [57], [27], [19], [50]
was applied to simulate the Sandia flame CHNa [4], the Sydney flame HM1E [14] and
Sandia flame D [3]. In general, there was good agreement between present simulations
and measurements for all flames. Here, the standard k-ε model [44] was used to model
the turbulent flow and it would be worthwhile to investigate the performance of other
turbulence models (etc., Scale-adaptive simulation or Detached-eddy simulation) in future
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work. The detailed chemical kinetics mechanisms (FFR [24], GRI3.0 [7]) were applied
to take into account the finite-rate chemistry effects. It is important, that the results were
obtained without any adjustment or calibration of the model constants and agreement was
very reasonable. It is believed that one of the main reasons for the observed discrepancies
between the predictions and experimental data is the round-jet anomaly of the standard
k-ε turbulence model [67],[61]. Another reasons may be related with the point that k-ε
model could not capture some effects associated with the influence of heat release on the
turbulence [47], [51].

The non-reacting LES was validated against the flows over a circular cylinder at Re =
3900 and Re = 20000. High resolution grids were used for the both simulations which
allowed to investigate and revealed some new flow features like the frequencies of the
shear-layer instability. Another important conclusion following from these results is the
solution inaccuracies revealed by the compressible flow algorithm at a low-Mach number
(M = 0.2). For this particular case the compressible flow setup produced spurious os-
cillations in the vicinity of the cylinder, where the grid density is extremely high. Here,
the filtered CDS-2 scheme, the blended NVD(TVD)/CDS-2 scheme by Jasak [38] and
the LUST scheme by Weller [86] were tested to eliminate these numerical waves. It was
shown that the filtered CDS-2 scheme seemed to have only minor impact on the oscilla-
tions. The Gamma scheme damped the spurious wave significantly but not sufficiently,
meanwhile the LUST scheme damped all oscillations completely.

The Eddy Dissipation Concept has been formulated as a combustion model for the com-
pressible large-eddy simulations and applied for the Sandia flame D [3]. The results
were compared with experimental data. In general, agreement was very reasonable for all
quantities. It is believed, that the remaining difference related with the lack of the grid
resolution and the insufficient turbulence inlet boundary conditions can be considered as
the main limitations for the present LES and should be explored in more detail in future
work.

The test flames (Sandia flame D, Sandia flame CHNa and Sydney HM1E) were computed
with the EDC combustion model as well as the assumed β-PDF approach and the Steady
Laminar Flamelet (SLF) model. However, it is interesting to compare results obtained
by the EDC with other groups of advanced combustion models based on the conditional
moment closure (CMC) and the PDF transport equation. The CMC group of models
was not available during the present study. The second group, based on the PDF transport
equation is available in the commercial code ANSYS FLUENT. However, the author have
faced with some numerical/convergence difficulties applying this model for the selected
test cases (results are excluded from the thesis). Besides, the PDF transport model is very
computationally expensive due to accounting the finite-rate chemical kinetics as well. Of
course, it will be interesting to investigate it in more detail in future work.

It is worth to noticing that the present computed results based on the EDC combustion
model (both for URANS and LES) were obtained without any model constant adjust-
ments. The Eddy Dissipation Concept was designed for the fully-developed turbulent
flows. It is assumed that the full cascade takes place at each numerical cell, and the con-
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nection between the fine structure and the larger eddies is achieved through the cascade.
The EDC model constants CD1 = 0.134 and CD2 = 0.5 were proposed based on these as-
sumptions and it is recommended to use them without any adjustments. Further ’playing’
with constants does not lead to any significant influence in RANS/URANS predictions
([58] and private communication with Prof. Dirk Roekaerts). The combustion LES was
performed with these (default) EDC constants as well. The further investigation of the
influence of the constants for LES was not conducted due to time limitation.

The results obtained for the Sydney flame HM1E by the SLF model revealed significant
dependence on the PDF turbulence Schmidt number. It was found that strong discrepan-
cies between the measured data and the results by the SLF model for the Sydney flame
HM1E are strongly related with the lack of the turbulence mixing due to the fixed PDF
Schmidt number. Within, another run with the modified PDF Schmidt number Sct = 0.4
(instead of the default value Sct = 0.85) was performed which indicated that the influence
on the flow field was minor, while the composition was changed significantly but still not
sufficient to match the experimental temperature.

The influence of the constants in the standard k-ε model for the EDC-based URANS
calculations was not assessed. However, it was found that for the PDF-based URANS
results for the jet flames, the best results were achieved with the modified constant Cε1 =
1.52 which is lower than the convenient recommended value Cε1 = 1.6 [67],[61]. The k
equation subgrid scale model [91] was tested and used for the large-eddy simulation. The
EDC-based LES was carried out using static model constants ck = 0.07 and cε = 1.048
recommended by Sagaut [74]. It was found that the present EDC-based LES has become
numerically unstable while using the dynamic procedure. So, it will be interesting to
investigate the influence of ck and cε on the solution in future work as well as understand
the reasons of numerical instabilities. One of the possible explanation for such instabilities
probably may be in the not correct behavior of the subgrid dissipation near the wall [1],
[33]. The PDF-based LES was conducted using the dynamic k-equation model.

Another important aspect of combustion modeling is the radiative heat transfer. In the
present study it was treated in a simplest way using the P-1 approximation [12], assum-
ing that a flame is optically thin. Sometimes, the optically thin radiation submodel could
not accurately predict the radiant fraction for partially premixed CH4 /air jet flames [23].
Thus, it will be interesting in future work to investigate these flames with more sophisti-
cated radiation submodel (like a Discrete Ordinate (DO) model [69]). It is worth noticing
that unphysical results for temperature were obtained using the DO model at the cen-
ter axis while applying it for axi-symmetrical test problems in the present study. These
results were confirmed for both OpenFOAM and ANSYS FLUENT. Thus, the full 3D
simulations are required in order to get accurate predictions with the DO model.

Furthermore, the finite-rate chemical kinetics were taken into account by treating the fine
structures as constant pressure and adiabatic homogeneous reactors calculated using the
Perfectly Stirred Reactor model [27]. Here the effect of radiation losses in the PSRs was
neglected and more accurate formulation should be formulated and investigated in future
work.
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Further interesting aspect related to PSRs is the solution of stiff systems of ordinary dif-
ferential equations (ODEs) describing chemical kinetics. The implicit method of Runge-
Kutta of 5th-order of accuracy (RADAU5) was used in the present study. This heavy-duty
method is applicable for both usual and stiff systems of ODEs, but is quite computation-
ally expensive. Thus, it will be interesting to compare RADAU5 with other methods
(especially with lower-order methods, for example, based on backward differentiation
formula or Rosenbrock formula) with respect both to the solution accuracy and computa-
tional efficiency in future work.

Finally, the effect of heat release on the turbulent flow (both for URANS and LES) was
not investigated in the present study and should be taken into account in future work.

Overall, the present results (together with previously obtained results) give a good indica-
tion on the adequacy and accuracy of the implemented solver and its readiness for further
combustion application development.
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a b s t r a c t

Turbulent separated planar bluff-body flows were numerically analyzed using the state-of-the-art Open-
FOAM and ANSYS FLUENT technologies, based on the conventional URANS approach. Several popular in
fluid dynamics test problems such as laminar and turbulent flows over a circular cylinder and turbulent
fully developed flows over a triangular cylinder in a channel were numerically replicated with the goal of
validation of the selected numerical methods. The detailed, face-to-face comparison between OpenFOAM,
FLUENT and experimental data was discussed. Parallel performance in the terms of a strong and weak
scalability was assessed up to 1024 cores and compared as well. In general, the present results demon-
strated minimum deviations between OpenFOAM and FLUENT and agreed fairly well with the experi-
mental data and other numerical solutions.

� 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The long-term goal of the present work is to develop URANS
(unsteady Reynolds averaged Navier–Stokes) and LES (large-eddy

simulation) models for high Reynolds number flows of practical
interest with further adaptation for turbulent combustion model-
ing. The aim of this particular study was to validate a numerical
method based on the conventional compressible URANS approach
for modeling of turbulent separated flows. Since the flows around
bluff-bodies are a common test case for URANS due to the large
eddies formed in the wake, several well referenced benchmarks
were selected keeping in mind their further adaption for the com-
bustion and LES simulations.

The core numerical method was implemented in the open
source OpenFOAM toolbox (hereafter OF). This code was chosen
because of several reasons. OF was originally developed as a hi-
end C++ classes library (Field Operation and Manipulation) for a
broad range of fluid dynamics applications and quickly became
very popular in industrial engineering as well as in academic re-
search. OF is open source and there are no limitations for parallel
computing and no black boxes compare to commercial solvers like
ANSYS FLUENT (hereafter AF). From respect to combustion OF has
no limitations for detailed-chemistry modeling (for example, AF
has the limit for maximum number of species transport equations).
From respect to programing OF is more effective than methods like
user-defined functions in AF. The wide list of the numerical
schemes and mathematical models, implemented in OF, provides
robustness and efficiency of this technology for a wide spectrum
of fluid dynamics problems.

Nevertheless, in spite of many attractive features, OF has some
disadvantages as well. The most crucial among them is the absence
of the quality certification and as a consequence – the lack of high-
quality documentation and references. Thus, the problem of OF val-
idation and verification becomes more principal and fundamental

0045-7930/$ - see front matter � 2012 Elsevier Ltd. All rights reserved.
doi:10.1016/j.compfluid.2012.01.015

Abbreviations: DP, static pressure drop; DP, 2DP
.

qU2
1

� �
; Dt, time step (s); X,

mean vorticity magnitude; e, dissipation rate of turbulence kinetic energy (m2/s3);
c, NVD GAMMA differencing scheme parameter; j, Von Kármán constant; j,
0.4187; l, dynamic molecular viscosity (kg/m/s); ls, turbulent viscosity (kg/m/s);
x, specific rate of turbulence energy dissipation (Hz); /, ratio of specific heats; q,
mass density (kg/m3); h, circumferential coordinate (�); hsep, mean separation angle
(�); t2, velocity scale; A,B,C, constants; Al;A�;C

�
l , constants; Cl, constant, Cl = 0.09;

Cd, mean drag coefficient, Cd ¼ 0:5Fx=q1U2
1Zx; Cl, mean lift coefficient,

Cl ¼ 0:5Fy=q1U2
1Zy; Cp, mean pressure coefficient, Cp ¼ 2ðP � P1Þ= qU2

1

� �
; Ce1,

Ce3, constants in the production and sink terms of the e equation; Cp,b, mean base
suction coefficient; CFL, courant number; D, bluff-body diameter or base (m); E(p),
parallel efficiency, E(p) = Ts/(Tp�p) = S(p)/p; F, force in stream-wise direction,
consisting of the friction force Ff and the pressure force Fp (Pa); H, channel height
(m); K, normalized turbulence kinetic energy, K ¼

ffiffiffiffiffiffiffiffiffiffiffi
4=3k

p
=U1; L, channel length

(m); Lr, recirculation zone length (m); M, Mach number, M = U1/c1; N, number of
cells; P, static pressure (Pa); Pr, Prandtl number; Re, Reynolds number, Re = q1U1D/
l; Rey, turbulent Reynolds number, Re ¼ qy�

ffiffiffi
k
p

=l; S(p), strong scalability, S(p) = Ts/
Tp; St, Strouhal number, St = f D/U1; T, temperature (K); Tp, execution time using
multiple processor system (s); Ts, execution time using single processor system (s);
U, velocity magnitude (m/s); W(p), weak scalability, W(p) = Tp/Ts; Z, projected bluff-
body surface in stream-wise or transverse direction (m); c, speed of sound (m/s); f,
Von Kármán vortex shedding frequency (Hz); f2, function in the sink term of the e
equation; k, turbulence kinetic energy, k ¼ 3

4 ðhu02i þ hv 02iÞ (m2/s2); ll,le, length
scales; p, number of processors (cores); t, time (s); u,v, stream-wise and transverse
velocity components (m/s); x,y, stream-wise and transverse directions (m); y⁄, wall-
normal distance (m); Subscripts: 1, value in an incoming flow; hi, mean or time-
averaged value; o, stagnation value; x,y, stream-wise and transverse components of
a vector; 0 , fluctuation component; min, minimum value.
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compared to other commercial computational fluid dynamics (CFD)
codes. The stretched goal of this study is to provide high-quality ver-
ification and documentation of the selected numerical methods.
With this purpose we performed face-to-face results comparison
with the ‘best-in-the-class’ commercial solver AF. Besides an accu-
rate prediction of the turbulent separated flows with quantitative
and qualitative representation of fluid mechanics complexity and
behavior, the parallel performance of the numerical method is
important as well (specially for unsteady, combustion and LES
applications). Therefore a parallel performance was assessed and
compared for both codes in terms of a weak and strong scalability
up to 1024 cores.

The paper is organized as follows. Test case descriptions are gi-
ven in Section 2. In Section 3 the main features of the employed
numerical methods are summarized. The computational results
are presented and analyzed in Section 4 and concluding remarks
are given in Section 5.

2. Test cases description

The selected numerical methods were validated against test
problems listed and referenced in Table 1. Any of these bench-
marks has been replicated numerically with different assumptions
and approaches in dozens of papers during several decades. The
overall accumulated experience in mathematical and experimental
modeling dedicated to these data yields a high level of compliance
for any of them.

3. Brief description of numerics

The main emphasis of this work was put on the problem of
validation and verification of a numerical method implemented
in the OpenFOAM toolbox [10]. However, to achieve a more consis-
tency and validity of the results ANSYS FLUENT [11] was used as
well. The quite similar numerical methods were chosen for the
present calculations. In both codes, a so-called pressure-density
solver, based on the projection method [12] for a solution of com-
pressible URANS equations, was used. One should notice that both
codes have the broad lists of turbulence models for the closure
problem including one-equation Spalart–Allmaras model, the
family of k � � models, k �x SST (Shear Stress Transport) model,
etc. In this study the family of k � � models was chosen based on
the strong previous author’s experience. Another reason for this
pragmatic choice is the fact that k � � models are still dominant
for combustion applications using RANS/URANS approach. The
modified low-Reynolds-number k � � turbulence model of Launder
and Sharma (hereafter LSKE) [13] was chosen as the ‘baseline’
model for OF. This model has been implemented in AF as an undoc-
umented feature, however, we stayed at the Realizable k � �model
(hereafter RKE) [14] for our simulations as ‘baseline’ for AF. It
should be noticed that RKE model is implemented in OF, but in
its original high-Reynolds-number formulation only. Special atten-
tion was drawn to the treatment of a near-the-wall region. In all
cases the low-Reynolds-number formulation was used. With this
purpose so-called ‘damping functions’ were developed in the LSKE
model, and a two-layer approach was implemented for the RKE

model [11]. A side-by-side comparison of the OF and AF numerical
methods, models and assumptions are given in Table 2 with the
description in the next several sections.

3.1. OpenFOAM

The OpenFOAM code [10] v.1.7.1 was used for the numerical
simulations. The standard solver rhoPisoFOAM was utilized for
the compressible URANS modeling based on the finite-volume
(FVM) factorized method [15] and the predictor–corrector PISO
(pressure implicit with splitting of operators) algorithm [16].
Two and one iterations were set for a PISO loop and for non-
orthogonal corrections, respectively. The generalized fully sec-
ond-order setup (in space and time) was used for all simulations.
The normalized variable diagram (NVD) type differencing scheme
– GAMMA [17] with c = 0.1 was applied for all convective terms
approximation. All other inviscid terms and the pressure gradient
were approximated with a fourth order accuracy. A second order
implicit Euler method (backward differentiation formula, BDF2
[15]) was used for the time integration together with the dynamic
adjustable time stepping technique to guarantee the local Courant
number less then CFL < 1. Preconditioned (bi-) conjugate gradient
method [18] with incomplete-Cholesky preconditioner (ICCG) by
Jacobs [19] was used for solving linear systems with a local accu-
racy of 10�7 for all dependent variables at each time step.

The modified low-Reynolds-number k � � turbulence model of
Launder and Sharma was chosen [13] for the Navier–Stokes equa-
tions closure. Such approach does not require the specification of
the ‘wall-functions’ as used in a high-Reynolds-number formula-
tions to describe a near-the-wall region treatment. So-called
‘damping functions’ were introduced and incorporated in k � �
model by Jones and Launder [50]. It was later re-optimized by
Launder and Sharma [13], and demonstrated satisfactory results
in many applications. The wide acceptance of such formulation

Table 1
Test matrix of the selected plane bluff-body flows.

Test case description Re M Refs.

Laminar flow over a circular cylinder 140 0.2 [1]
Turbulent flow over a circular cylinder 3900 0.2 [2–6]
Turbulent flow over a triangular rod 1.75 � 104 0.03 [7,8]
Turbulent flow over a triangular rod 4.5 � 104 0.05 [9]

Table 2
OF/AF numerical methods, schemes and models.

AF OF

Numerical method
Algorithm URANS
Method Unstructured FVM
Solver Pressure-based rhoPisoFoam
Pressure–velocity

coupling
PISO PISO

Linear algebra and
accuracy

GS/ILU, 10�7 ICCG, 10�7

Multigrid AMG –
Under-relaxation factors Default 0.3 – pressure, 0.7 –

others

Spatial discretization
Convective terms QUICK NVD, c = 0.1
Pressure Standard 4th order

Temporal discretization
Scheme Implicit dual-

stepping
BDF2

Time step Constant Dt, CFL < 1, Dynamic D t, CFL < 1

Thermodynamics
Compressibility Ideal gas law
Dynamic viscosity, l Constant, 1.7894 � 10�5

Prandtl number, Pr Constant, 0.75

Turbulence model
Modified k � � RKE LSKE
Near-the-wall treatment Low-Reynolds-number formulation

Boundary conditions
Inlet Fixed profiles
Outlet Pressure-far-field Wave-transmissive
Walls Isothermal non-slip
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gradually granted the status of the benchmark for low-Reynolds-
number k � � turbulence model [20]. In this work the model was
applied with the following differences in the sink term of the �
equation compared to the ‘original’ LSKE model [13]:

1. Low-Reynolds-number function f2 was slightly changed:

f2 ¼ 1� 0:3 exp �min Re2
y ;50

� �� �
.

2. The model constant C�3 was updated from the ‘original’ value
C�3 = 2 to C�3 ¼ �0:33� 2

3 C�1
� �

.

3.2. ANSYS FLUENT

Using the factorized FVM [15] we solved compressible URANS
equations with a second order accuracy in space and time. The lin-
ear system of equations was solved with Gauss–Seidel smoother or
the incomplete lower upper (ILU) decomposition smoothers, which
was accelerated by an algebraic multi-grid (AMG) technique, based
on the additive-correction strategy [21]. The convective terms
were represented according to the Leonard quadratic upwind
scheme (QUICK) [11]. It is worth to noticing, that due to its imple-
mentation in AF, it is possible to use the QUICK scheme for the
unstructured non-hexahedral grids. However in this case the
method is switched to a second order upwind discretization
scheme. The velocity and pressure fields were matched with a cen-
tered computational template within the spirit of Rhie and Chou
[22]. The PISO [16] algorithm with a fixed time-stepping for phys-
ical-time integration was used.

To close the system of equations we used the Realizable k � �
model of Shih [14]. Originally this model was developed in a high-
Reynolds-number formulation. However, a two-layer approach
has been employed in FLUENT to specify both the � and the turbulent
viscosity in near-the-wall cells. The main idea of this approach is to
subdivide a fluid domain in a vicinity of a wall into viscosity-affected
and fully-turbulent regions. For this purpose, turbulent Reynolds
number, Rey, is introduced. The boundary between these two
regions is defined at Re�y � 200. In the fully-turbulent region
(Rey > Re�y) Realizable k � �model is used. In the viscosity-affected
near-the-wall region ðRey < Re�yÞ the one equation model of
Wolfshtein [23] is employed for the turbulent viscosity calculation,
which is computed from: ls ¼ qClll

ffiffiffi
k
p

. The � field in the viscosity-
affected region is defined from � = k3/2/l�. The length scales (ll and l�)
are calculated according to Chen and Patel [24]:

ll ¼ y�C�l ð1� expð�Rey=AlÞÞ;
l� ¼ y�C�l ð1� expð�Rey=A�ÞÞ;

were the dimensionless constants are: C�l ¼ jC�3=4
l ; Al ¼ 70;

A� ¼ 2C�l . The blending functions for a smooth transition between
the near-the-wall algebraically predicted � and ls and their values
obtained from a solution of the Realizable k � � model transport
equations in the outer region are implemented according to Jongen
[25].

3.3. Boundary and initial conditions

The following boundary conditions were applied. Inlet: fixed
values for velocity, temperature, turbulence kinetic energy and
its dissipation rate; pressure – zero gradient. At the outlet wave-
transmissive [26] or characteristic conditions were applied. Bluff-
body and channel walls were treated as isothermal no-slip condi-
tions. For the problems where a bluff-body was located in a chan-
nel (assuming that the flow is fully-developed and turbulent),
additional inlet buffer domains were applied. In such cases the
upper and lower buffer domain boundaries were used as symmetry

planes. The reason for the inlet buffer domain was to avoid setting
of the turbulent velocity and temperature boundary profiles at a
channel inlet since it was not measured in lab tests and to avoid
investigating the influence of the boundary layer width on the flow
development.

The turbulence intensity at the inlet was set equal to 3–4%
which is common for the typical wind tunnels. The characteristic
scale of the turbulence was set equal to the bluff-body diameter.
The molecular viscosity and the thermal conductivity were taken
to be constant. The Prandtl number was assumed to be Pr = 0.75,
and the ratio of specific heats was / = 1.4. The compressibility
was treated with the ideal gas law. The initial conditions, at the
moment of time t = 0, corresponded to the conditions of sudden
stopping of a bluff-body in a flow, i.e., the input conditions were
extended to the whole computational region.

3.4. Data sampling

The turbulent wake has been considered as fully established
after a duration of t = 150D/U1. Statistics were collected over 40–
50 shedding cycles after that. Since the compressible formulation
with the stability condition CFL < 1 and the grids with high resolu-
tion of boundary layers were used, the typical values of Dt did not
exceed 1 � 10�5 s. Thus the number of time steps per one shedding
cycle varied in a range of 1000–2000. The main integral flow
parameters were: the mean pressure coefficient, mean drag coeffi-
cient, mean base suction coefficient, mean separation angle (deter-
mined from the condition of vanishing wall shear stress), mean
recirculation length (corresponded to the distance between the
base of a bluff-body and the sign change of the centerline mean
stream-wise velocity) and Strouhal number.

3.5. Mesh independence

It is common knowledge that the disagreement between experi-
mental data and numerical results is determined by two groups of
errors (apart from experimental errors): (1) ‘model’ errors due to
the inadequate assumptions made in selecting one turbulence mod-
el or another and (2) ‘discretization’ errors caused by the inadequate
resolution of the employed finite-element grids and computational
methods. Whereas the errors of the first group are assumed to be
‘systematic’ under certain assumptions, e.g., for a fixed computa-
tional methodology, ‘discretization’ errors are controlled by the
method of adaptation (increase in the resolution) of a computational
grid. The grid independence of the present results was confirmed by:

� the application of the two different CFD technologies (AF and
OF);
� the use of the projection method [12] for a solution of the com-

pressible URANS equations (or so-called pressure-based solver)
with the quite similar implementation in both codes;
� the use of different grid topologies (structured vs. unstructured)

and cell types (quadrilateral vs. triangular). This aspect was not
discussed there, since the investigated difference between the
results obtained for the grids with a different topology could
be considered as non-significant (less than 5%) and was dis-
cussed in details earlier [27];
� some results of the grid convergence study are presented in

Fig. 1. The recirculation zone length was chosen as the most
important integral parameter since the quality of its prediction
may be considered as the deciding factor about the agreement
between experimental and numerical results [6]. One can see
clearly that a deviation for Lr as a function of a cells number
was bounded by ±2.5%.
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3.6. HPC and scalability analysis

Parallel scalability analysis is required to understand and opti-
mize the existing software for high-performance computing
(HPC). Both, AF and OF are massive-parallel solvers, based on mes-
sage-passing (MPI) interface. In general, compressible flow solvers
(or so-called density-based) have a higher parallel performance
compared to incompressible (and compressible) flow algorithms
that are based on projection methods (pressure-based), i.e., they
require a solution of the pressure Poisson equation. However,
many state-of-the-art numerical algorithms are implemented in
an implicit manner, which significantly affects the parallel perfor-
mance irrespective of the method for solving the Navier–Stokes
(NS) equations.

For the assessment of the parallel performance, such parame-
ters as strong scalability, weak scalability and system efficiency
were used with their standard definition according to Wilkinson
and Allen [28].

The most of the present calculations were carried out using
Stallo [29] HPC facility. This system (HP BL 460c cluster) was in-
stalled at the end of 2007 and has a total of 704 nodes with 5632
cores. Each computer node has a 2.66 GHz quad-core Intel Xeon
processor with 16 GB of memory and 120 GB disk. The facility is
provided with 128 TB central storage. AF was not tested since it
was not installed at the Stallo. Instead, we used the official AF data
available in the literature [30]. The best reported scalability for the
pressure-based implicit solver implemented in AF demonstrated at
the 2009 Parallel CFD conference (ParCFD 2009) was about 70% up
to 512 cores. OF parallel performance, both in terms of strong
(starting from p = 1) and weak scalability (from p = 8), was tested
at the Stallo up to p = 1024 cores. The code demonstrated quite
good weak scalability, which was achieved for a size of
35 � 35 � 35 grid points (43 K) per one core (Fig. 2a) and the mod-

est (Fig. 2b) strong scalability with the average efficiency of �40%.
It should be noted that OF data were collected including all input/
output (I/O) operations and that special network-hardware tuning
was not maintained. Concluding this paragraph, one can see clearly
from Fig. 2b that the parallel performance of the state-of-the-art
implicit pressure-based solvers varies from 40–70% of an ideal.

4. Results

4.1. Laminar unsteady flow over circular cylinder

Methodical investigation of the laminar flow around a circular
cylinder at Re = 140 was carried out with the goal of validation,
verification and understanding of the numerical methods and their
capabilities implemented in the OF. Both incompressible and com-
pressible Ma = 0.2 formulations of the URANS approach were
applied.

Two types of the grids were used:

� The computational domain for the O-type grid (S1) had the form
of a circle (Fig. 3a). A cylinder of diameter, D = 0.1 m was located
in the center of the computational domain. The size of the inte-
gration domain was 20 � D. S1 grid was used for the incom-
pressible flow simulation. The grid points were clustered in
the vicinity of the cylinder (Fig. 3b). The obstacle as well as
the outer boundary profiles were divided into 325 equal inter-
vals. Radial states were divided into 325 intervals with an
expansion factor in the radial direction of 1.020. For the com-
pressible flow simulation the O-type grid (S2) with the size of
the computational domain of 50 � D was used consisting
600 � 600 cells. The expansion factor for radial states was the
same as for S1.
� Unstructured triangular grid (U1) had the rectangle computa-

tional region of a size L � H = 6.5 m � 2 m. For a consistency
with the previous results, the computational domain replicated
solutions discussed by Isaev et al. [31]. A cylinder of diameter,
D = 0.1 m was located at a distance of 17.5 � D from the inlet
and symmetrically relative to the upper and bottom boundaries
(Fig. 3c). The obstacle was surrounded by a structured ring grid
or so-called a viscous boundary layer (BL hereafter) with a min-
imum near-the-wall step size 5 � 10�6 m (Fig. 3d). The cylin-
der’s surface was divided by 100 equal intervals. The cell size
at the outer boundaries was fixed and equal to 0.015 m, leading
to smooth grid refinement in the vicinity of a cylinder.

It should be noted that the present results were obtained for OF
only. The same data for AF were reported earlier [31]. Figs. 4–6

Fig. 1. Grid convergence study for the recirculation zone length: 1 – the flow over a
circular cylinder at Re = 3900; 2 – the flow over a triangular rod at Re = 17500; 3 –
the flow over a triangular rod at Re = 45000.
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Fig. 2. OF parallel performance. Weak scalability tests (a) for the 3D laminar lid-driven cavity flow using 25 � 25 � 25 (h) and 35 � 35 � 35 ð}Þ grid points per one core and
an ideal case (–). Strong scalability (b) for the 3D laminar lid-driven cavity flow with different grid’s sizes: 150 � 150 � 150 ð}Þ; 200� 200� 200 (�) and 250 � 250 � 250
(h) with an ideal case (–) and AF data (+,�,�) [30]. Note that OF data include I/O operations.
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show some results. The deviations between the lift coefficients, ob-
tained for the different grids and the incompressible/compressible
formulation, may be considered as non-significant (Fig. 4). How-
ever, the discrepancies for the drag coefficient may be associated
with distinct mesh topologies resulted in the slightly different
pressure field prediction (Fig. 5). The signals obtained at the O-type

grids (1–2) are quite close to each other in opposite to another
curve (3) related with the unstructured triangular mesh. With re-
spect to AF, the same trend was confirmed in the previous study
[31] as well. The mean drag coefficient was determined in the
range Cd = 1.34–1.36. These values agree with the direct numerical
simulation (DNS) results reported by Inoue and Hatakeyama [32]

Fig. 3. Description of the grids for the laminar flow over a circular cylinder at Re = 140: S1 (a) and U1 (c) grids and zoom of the near-the-wall regions (b and d), respectively
and a general scheme (e).

Fig. 4. Time evolution of the lift coefficient for the laminar flow over a circular cylinder at Re = 140 (1 – compressible flow, S2; 2, 3 – incompressible flow, S1 and U1
respectively).

Fig. 5. Time evolution of the drag coefficient for the laminar flow over a circular cylinder at Re = 140. For details, see the caption for Fig. 4.
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and with the data obtained by Müller [33]. The amplitudes of the
lift and drag coefficients are C0l ¼ 0:48—0:53 and
C0d ¼ 0:023—0:026. These non-dimensional force amplitudes are
in a good agreement with the values by Inoue and Hatakeyama
[32], who report C0l ¼ 0:52 and C0d ¼ 0:026, respectively, for the
inlet free stream Mach number M = 0.2. Müller [33] using a high-
order finite difference method (HOFDM), got C0l ¼ 0:5203 and
C0d ¼ 0:02614, respectively. The calculated recirculation zone
length Lr/D = 1.08–1.14 are close to the value obtained by Franke
et al. [34] (Lr/D = 1.14).

The computed mean separation angle hsep = 114� was in a well
agreement with the hsep = 112� obtained by Franke et al. [34]. The
detailed analysis of the existed experimental data for the hsep in
the range of 10 < Re < 200 were carried out by Wu et al. [35]
who obtained a linear empirical equation for the hsep–Re
relationship

hsep ¼ 101:5þ 155:2Re�0:5: ð1Þ

Thus, for Re = 140 the experimental mean separation angle was
determined to hsep = 114.6�.

The Strouhal number was computed to St = 0.18–0.184. Inoue
and Hatakeyama [32] found the value of St = 0.183 in their DNS.
Müller [33] predicted the value of St 	 0.1831 in the similar condi-
tions. Williamson [1] discussed in details the Strouhal–Reynolds
number relationship for the laminar shedding regime
(47 < Re < 200). Williamson [1] demonstrated the single St–Re
function with an agreement to the 1% level of St–Re relationship
for laminar parallel shedding using different techniques, such as
a wind tunnel facility and a water facility known as a towing tank.
The generalized St–Re curve proposed by Williamson [1] has the
following equation:

St ¼ A=Reþ Bþ C 
 Re; ð2Þ

where A = �3.3265, B = 0.1816, C = 1.6 � 10�4, which leads to the
experimental Strouhal number, St = 0.18.

Williamson [1] provided the plot of the mean base suction coef-
ficient over wide range of Reynolds numbers, as well. For Re = 140,
the experimental value of �Cp,b = 0.84 can be determined and cor-
relates well with the numerically predicted values of
�Cp,b = 0.842–1.060. The distribution of the time-averaged pres-
sure coefficient over the cylinder’s surface is presented in Fig. 6.
The numerical results obtained for the compressible flow (1)
matched well with the DNS data by Inoue and Hatakeyama [32].
Data from incompressible flow calculations obtained at different
grids (2–3) are very close to each other on the one hand, and on
the other hand – close to the experimental results by Grove et al.
[36]. The gap between the distributions of mean pressure coeffi-
cient (1–3) can be explained by the difference in the implementa-
tion of NS equations solution algorithms in compressible and
incompressible formulations. The DNS as well as the current com-
pressible simulations were carried out for the Mach number
M = 0.2. Experimentally measured values by Grove et al. [36] are
close to the results obtained with the incompressible flow assump-
tion. Thus, we can expect that the last one was obtained in ambient
conditions with the weak compressibility (M < 0.1). It should be
noticed that there is some underprediction of integral parameters
and fluctuations values in the force coefficients, predicted by AF
(Table 3). The main reason for such lower values may be treated
as a result of excessive numerical scheme dissipation when the dy-
namic mesh adaptation algorithm is applied.

4.2. Turbulent flow over a circular cylinder at Re = 3900

The turbulent flow over a circular cylinder at Re = 3900 is prob-
ably the more documented one in the literature and can be viewed
as a generic benchmark for the sub-critical regime [6]. Available
experimental data for this particular test case cover practically
most integral (such as forces, wake dynamics, separation angle
and recirculation bubble) and local (velocity, vorticity and Rey-
nolds stresses) features of the flow allowing to assess a numerical

Fig. 6. Mean pressure coefficient distribution over the cylinder’s surface for the laminar flow over a circular cylinder at Re = 140: 1–3 – present numerical results (for details,
see the caption for Fig. 4); 4 – DNS by Inoue and Hatakeyama [32]; 5 – Experiment by Grove et al. [36].

Table 3
Integral characteristics for the laminar unsteady flow over a circular cylinder at Re = 140.

Contributors Method M Cd C0d C0l St �Cp,b Lr/D hsep (�)

Williamson [1] HWA, PIV 0.180 0.84
Müller [33] HOFDM 0.2 1.340 0.026 0.520 0.183
Inoue and Hatakeyama [32] DNS 0.2 0.026 0.520 0.183
Franke et al. [34] URANS 1.31 0.65 0.194 1.14 112
Isaev et al. [31] URANS 1.270 0.011 0.400 0.172
Present
U1 URANS 1.360 0.026 0.533 0.184 0.842 1.05 115
S1 URANS 1.342 0.024 0.518 0.184 0.860 1.08 114
S2 URANS 0.2 1.340 0.023 0.480 0.180 1.060 1.14 114
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method qualitatively and quantitatively. In spite of some experi-
mental difficulties (the presence of the recirculation zone and high
instantaneous flow angles), there are several hot-wire anemometry
(HWA) and particle image velocimetry (PIV) measurements avail-
able in the near wake of the circular cylinder. The pioneer work
was done by Ong and Wallace [5], who managed to accurately
measure velocity and vorticity vectors in the near wake outside
the recirculation bubble and proposed turbulence statistics and
power spectra of the stream-wise and normal velocity components
at several locations. To avoid the restrictions associated with the
presence of back flow, the techniques of particle image (PIV) or la-
ser Doppler (LDV) velocimetry are more appropriate [6]. One of the
first PIV works for the flow over a circular cylinder at Re = 3900
was the study of Lourence and Shih [2], who performed time re-
solved measurements in the recirculation region. Statistical quan-
tities were assessed even though this PIV experiment was not
designed for this purpose. Nevertheless, these results are often
used as reference for validation of numerical simulations in the lit-
erature (e.g., [37–39], etc.). Dong et al. [40] investigated the near
wake with PIV and direct numerical simulation (DNS) at
Re = 3900/4000 and 10000. The main emphasis was drawn on an
investigation of the shear-layer instability using DNS data, but a
PIV/DNS comparison of mean and turbulent isocontours PIV/DNS
maps was discussed also. Recently, the flow over a circular cylinder
was studied by Parnaudeau et al. [6] in the near wake at Re = 3900
both numerically (LES) and experimentally with PIV and HWA
methods.

The present results were obtained using O-type mesh (S2 from
the previous subsection) with the compressible flow assumption
using both OF and AF. Two supplementary O-type grids with the
spatial resolution 200 � 200 and 400 � 400 were built to confirm
the grid convergence.

The distribution of the mean pressure coefficient on the cylin-
der’s surface is plotted in Fig. 7. The calculated data by OF was in
a good agreement with the measured values provided by Norberg
[4]. However there are some deviations between the experimental

and AF data. The detailed analysis of the flow-field in the near
wake calculated by AF revealed the existence of two small coun-
ter-rotating vortices (beside the main recirculation bubble) at-
tached to the backward side of the cylinder. This finding means
that several separation angles (beside the primary hsep) existed in
the AF solution. Breuer [39] got the same results in LES study, using
the HYBRID (a combination of the upwind and the central differ-
encing approximations) and HLPA (hybrid linear/parabolic approx-
imation) schemes. From the experimental point of view, the
existence of the small vortices at the backward side of the cylinder
was confirmed by Son and Hanratty [41]. In Fig. 8 the mean vortic-
ity magnitude (which was non-dimensionalized with the factor
2
ffiffiffiffiffiffi
Re
p

, according to Ma et al. [42]) is plotted along with experimen-
tal data. The agreement between the numerical and experimental
results was fairy well starting from the stagnation point (hsep = 0�)
til the prime separation angle (hsep 	 90�). As known from mea-
surements [2], the separation should take place at hsep = 86�. This
finding was confirmed by Son and Hanratty [41], however it is
worth to notice that their experiment was conducted for
Re = 5000. The calculated hsep = 88.8� by OF and hsep = 89� by AF
were slight higher the experimental one. At the backward side of
the cylinder the OF solution was quite similar to the experimental
data [41], however it is did not represent secondary vorticity struc-
tures besides the main recirculation zone. The length of the sec-
ondary separation zone predicted by AF was h 	 18� while the
measured value by Son and Hanratty [41] was h 	 35�.

The computed mean drag coefficient Cd = 0.98–1.07 and the
back-pressure coefficient �Cp,b = 0.99–1.16 were not much too
high (	10%) compared with experimental measurements of Nor-
berg [4], who measured Cd = 0.98 and �Cp,b = 0.90 respectively.
The computed values of the Strouhal number of the vortex shed-
ding frequency St = 0.215–0.216 were found to be within the
experimental range of St = 0.20–0.22 (Table 4).

Fig. 9 compares mean stream-wise velocity hui/U1 in the wake
centerline with the experiments of Lourenco and Shih [2], Parnau-
deau et al. [6] and Ong and Wallace [5]. The mean stream-wise

Fig. 7. Mean pressure coefficient distribution on the cylinder’s surface at Re = 3900: h = 0� is the stagnation point, 1 – experiment by Norberg [4], 2, 3 – present results (OF and
AF, respectively).

Fig. 8. Mean vorticity magnitude distribution on the cylinder surface at Re = 3900: h = 0� is the stagnation point, 1 – experiment of Son and Hanratty [41]; 2, 3 – present
results (OF and AF, respectively).
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velocity is zero at the base of the cylinder due to no-slip condition.
It reaches a negative minimum humini in the recirculation zone and
converges asymptotically toward U1. The present results predicted
humini/U1 = �0.19 to 0.2, which are in reasonable agreement with
the experimental data by Cardell [3], Lourenco and Shih [2] and
Dong et al. [40] who reported humini/U1 = �0.24 to 0.251. The cal-
culated recirculation zone length Lr/D = 1.03–1.1 are close to the
experimental value of Lourence and Shih [2] (Lr/D = 1.19) and
DNS (Lr/D = 1.12), performed by Ma et al. [42]. Thus, the present re-
sults are closer to the PIV data by Lourenco and Shih [2] and the
HWA data by Ong and Wallace [5].

Fig. 10 shows velocity profiles of hui/U1. A strong velocity deficit
occurs in the region of the recirculation bubble. The mean velocity
profiles shows a U-shape close to the cylinder which involves to-
wards a V-shape further downstream. One can observe some non-
significant discrepancies between the present results for OF and

AF, but in general our calculations agrees well with the experiments
by Lourenco and Shih [2] and Ong and Wallace [5].

In Fig. 11 the Reynolds normal stresses hu0u0i=U2
1 are shown. At

x/D = 1.06, the hu0u0i-profile presents two strong peaks mainly due
to the transitional state of the shear layers, which show a flapping
behavior due to primary vortex formation [6]. The position of these
two peaks agrees with the experiment of Lourenco and Shih [2]. At
x/D > 1.06, the two peaks of the shear layers are overlapped by two
larger peaks due to primary vortex formation. Overall, the good
agreement is observed between the current calculations both for
OF and AF and the experimental data of Lourenco and Shih [2]
and Ong and Wallace [5]. However, it should be noticed that
hu0u0i-profiles by AF is slightly overshoot the ones by OF, as well
as the experimental data.

Table 4 summaries the main integral flow parameters from the
experimental and DNS data and the present results.

Table 4
Overview of the experimental works and present URANS results of the circular cylinder flow at Re = 3900.

Contributors Method M Cd St �Cp,b Lr/D �humini/U1 hsep (�)

Cardell [3] HWA 0.215 1.33 0.25
Lourenco and Shih [2] PIV 0.99 0.22 1.19 0.24 86
Norberg [4] HWA 0.98 0.90
Ong and Wallace [5] HWA 0.21
Ma et al., Case II [42] DNS 0.84 0.22 1.59
Dong et al. [40] PIV 0.20 1.36–1.47 0.252
Dong et al. [40] DNS 0.20 1.41–1.59 0.291
Parnaudeau et al. [6] PIV 0.21 1.51 0.34
Present
S2 URANS-LSKE 0.2 1.07 0.22 1.16 1.10 0.19 89
S2 URANS-RKE 0.96 0.19 0.97 1.11 0.20 90
S2 URANS-RKE 0.2 0.98 0.20 0.99 1.03 0.20 89

Fig. 9. Mean stream-wise velocity in the wake centerline for the flow over a circular cylinder at Re = 3900 (Experiment: 1 – Lourenco and Shih [2], 2 – Parnaudeau et al. [6], 3
– Ong and Wallace [5]; 4, 5 – present results (OF and AF, respectively)).

Fig. 10. Mean stream-wise velocity hui/U1 at the different locations (x/D = 1.06, 1.54, 2.02, 4.00, 7.00) in the wake of a circular cylinder at Re = 3900. For details, see the
caption for Fig. 9.
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4.3. Turbulent flow over a triangular rig in a channel – Fujii lab test

LDV measurements by Fujii et al. [8,7] were carried out in an
open circuit, forced flow type of wind tunnel at ambient conditions
(P1 	 100 kPa, T1 = 280 K, Re = 17500 and M 	 0.03). A sketch is
presented in Fig. 12a. An equilateral (D = 0.025 m) triangular rod
was placed inside the channel passage of 0.05 m-square cross-
section.

The two-dimensional computational domain (Fig. 12b) was de-
signed to replicate lab test conditions. The channel length and
height were set to L = 0.305 m and H = 0.05 m, respectively. The
bluff-body was located at x = 0.117 m from the channel inlet.
Two additional buffer domains with length 0.05 m and height
0.1 m were attached to the channel. Note, that this problem was
calculated by OF only. Two finite-element baseline grids with dif-
ferent cell types were used (the detailed description is provided
in [27]):

� Unstructured triangular mesh (Fig. 12c). Viscous BLs were
attached to the obstacle with the following parameters: the first
row size 5 � 10�5 m, the growth factor 1.25 and the number of
rows 7. The same (except the growth factor) viscous BL was also
applied for the channel walls. Each edge of the bluff-body was
divided into 80 equal intervals. The computational domain
was meshed with the size of 0.001 m, which guarantees smooth
triangular element distribution from the inlet and outlet to the

triangular rod. All these features provided good near-the-wall
mesh resolution and allowed to apply the low-Reynolds-num-
ber k � � turbulence model.
� Baseline unstructured quadrilateral mesh (Fig. 12d) was

designed in the same manner (UQ1).
� To check solution mesh independence, two additional grids

were built, both with the quad cells (UQ0 and UQ2). The type
of the attached viscous BLs was the same as in the baseline quad
mesh and domain was meshing with sizes of 0.0015 m and
0.0005 m, respectively.

Time-averaged measured and numerically predicted stream-
lines are presented in Fig. 13. The results of the CFD analysis pro-
vide a more extended length of the reversed zone, Lr/D = 2.67
compared to the measured one, Lr/D = 2.2. Time-averaged pressure
coefficient distribution downstream the bluff-body inside the
recirculation bubble is shown in Fig. 14. Numerical results demon-
strate quite similar behavior with the experimental data. Minimum
values were also in a good agreement between numerical
(Cp,min = �2.7) and measured (Cp,min = �2.73) data.

The normalized turbulence kinetic energy in the wake is pro-
vided in Fig. 15. Overall, the good qualitative and quantitative
agreement for the K between lab test and numerical modeling data
was achieved.

The time history of the instantaneous transverse velocity are
presented in Fig. 16. As expected, periodic sinusoidal type signals

Fig. 11. Variation of the mean stream-wise velocity hu0u0i=U2
1 at the different locations (x/D = 1.06, 1.54, 2.02, 4.00, 7.00) in the wake of a circular cylinder at Re = 3900. For

details, see the caption for Fig. 9.

Fig. 12. A general view of the experimental test rig (a) taken from [7], the computational domain (b) and the fragments of the designed unstructured viscous grids (c and d) at
the vicinity of the bluff-body.
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that were obtained clearly illustrate self-regular vortex shedding
behavior of the wake. The averaged calculated Strouhal number
was, St = 0.44, with the corresponding main frequency,
f = 177 Hz. This is in a quite good agreement with the experimental
values, where a pronounced frequency, f = 160 Hz, and the corre-
sponding Strouhal number St = 0.4, was detected.

Table 5 summaries the integral flow features for this problem.

4.4. Turbulent flow over a triangular rig in a channel – Volvo test rig

Fig. 17a shows a schematic drawing of the test section. The test
set-up consisted of a straight channel with a rectangular cross-sec-
tion, divided into an inlet section length 0.5 m and a channel pas-
sage section length L = 1 m and 0.12 m � 0.24 m cross-section. The
inlet section was used for flow straightening and turbulence con-
trol. The air entering the inlet section was distributed over the
cross-section by a critical plate that, at the same time, isolated
the channel acoustically from the air supply system. The channel
passage section ended in a circular duct with a large diameter.
The triangular bluff-body (with base diameter, D = 0.04 m) was
mounted with its reference position 0.681 m upstream of the chan-
nel exit.

The cold flow measurements were conducted in the ambient
conditions (T1 = 288 K, P1 = 100 kPa, Re = 45000, and M = 0.05).
Honeycombs and screens controlled the approximate inlet turbu-
lence level of 3–4%. A two-component LDA system was used for
the stream-wise and transverse velocity components and its

Fig. 13. Time-averaged streamlines for the flow past a triangular rod in a channel at
Re = 17500: a – experiment by Fujii et al. [7,8], b – present results (UQ1).

Fig. 14. Mean pressure coefficient in the wake centerline for the flow over a triangular rod in a channel at Re = 17500: 1 – experiment by Fujii et al. [7,8], 2 – present results
(UQ1).

Fig. 15. Normalized turbulence kinetic energy in the wake centerline for the flow over a triangular rod in a channel at Re = 17500: 1 – experiment by Fujii et al. [7,8], 2 –
present numerical data (UQ1).

Fig. 16. Time history of the instantaneous transverse velocity at the designed grids UQ0–UQ2 (1–3, respectively). The reference point was located at the same position as in
the lab test of Fujii et al. [7,8] with the coordinates: x/D = 1.2, y/D = 0.6.

D.A. Lysenko et al. / Computers & Fluids 80 (2013) 408–422 417



fluctuations measurements. Further detailed description of the
LDA system, experimental procedure and sampling technique can
be found in [9].

The computational grids were built in the same spirit as for the
previous test problem. Four unstructured grids were designed

(with a detailed description provided in [27]): quadrilateral, par-
tially triangular UT1 (Fig. 17b) and two supplementary partially
triangular grids (UT0, UT2) to check grid convergence. The results
presented in this section were obtained using UT1 for both OF
and AF.

Table 5
Integral parameters for Fujii lab test simulations.

Contributors Method M �Cp,min Lr/D St

Fujii et al. [8,7] LDV 2.73 2.2 0.40
Present
UQ1 URANS-LSKE 2.7 2.67 0.45
UQ1 URANS-LSKE 0.03 2.65 2.87 0.45

Fig. 17. The sketch of the Volvo test rig (a) taken from Ref. [9] and the general view of the computational domain (b).

Fig. 18. Mean stream-wise velocity (1,3,4) and normalized turbulence kinetic energy (2,5,6) in the wake centerline for the flow over a triangular rod in a channel at
Re = 45000: 1, 2 – experiment by Sjunnesson et al. [9]; 3, 5 – present results, OF; 4,6 – present results, AF.

Fig. 19. Mean stream-wise velocity hui/U1 at the different locations (x/D = �2.5, 0.375, 1.525, 3.75, 9.4) in the channel flow with a triangular rod at Re = 45000: 1 –
experiment by Sjunnesson et al. [9]; 2, 3 – present results (OF and AF, respectively).
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Figs. 18–23 represent some results. As was reported by Sjunnes-
son et al. [9], the experimental profile of stream-wise velocity com-
ponent was slightly skewed due to small misalignment in the
flange between the inlet section and the channel passage. How-
ever, fully symmetrical inlet velocity profile was implicitly formed
during flow development in the numerical simulations. In both
cases one could observe the outer regions of BLs at the channel
walls, which corresponded very well with the ‘1/7 power law pro-
file’ typical for fully developed turbulent channel flows.

Fig. 18 shows the measured and predicted mean stream-wise
velocity hui/U1 and normalized turbulence kinetic energy K along

the central-line behind the obstacle. It should be noticed a 	18%
undershoot compared to the experimental data for the humini/U1
in the recirculation zone independently of the grid type and
numerical methods. But, overall, there is a good match between
numerical and experimentally measured data. For example, the
same level of undershoot was observed by Hasse et al. [43] for UR-
ANS (with k �x SST) data. Present numerical results showed good
prediction for the recirculation lengths: calculated Lr/D = 1.36 (OF)
and Lr/D = 1.32 (AF) in comparison with the measured [9] value of
Lr/D = 1.33 and with the numerically predicted value of Lr/D = 1.3
by Durbin [44] and Johansson et al. [45]. The recirculation zone

Fig. 20. Normalized turbulence kinetic energy K at the different locations (x/D = �2.5, 0.375, 1.525, 3.75, 9.4) in the channel flow with a triangular rod at Re = 45000: 1 –
experiment by Sjunnesson et al. [9]; 2, 3 – present results (OF and AF, respectively).

Fig. 21. Flow visualization of the vortex shedding behind a triangular rod: a – the experimental interferogram taken from Nakagawa [46]; b – numerical interferogram (OF).

Fig. 22. Mean surface pressure coefficient distribution on the sides of a triangular rod: 1 – experiment by Tatsuno et al. [48], 2, 3 – present results (OF and AF, respectively).
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lengths obtained by Hasse et al. [43] for URANS-SST and detached
eddy simulation (DES) were only 0.94 and 1.18, respectively. In
Fig. 18 the comparison between measured and numerically pre-
dicted normalized turbulence kinetic energy in the wake is shown
as well. One can observe the same trend between experimentally
measured values and the data, obtained by numerical modeling,
since the latter significantly underpredict the level of fluctuations
inside the recirculation zone. This indicates that the vortex shed-
ding was much stronger in the physical experiment.

Figs. 19 and 20 show the mean stream-wise velocity and nor-
malized turbulence kinetic energy at several locations in the chan-
nel. Overall, there are minimal discrepancies between the
numerical data predicted by OF and AF, as well as the experimental
data by Sjunnesson et al. [9]. At the same time, as was mentioned
already, a strong underprediction of numerically predicted turbu-
lence kinetic energy was observed inside the recirculation zone.
Meanwhile, the same level of turbulence kinetic energy was
contained both in the downstream of the bluff-body and in the up-
stream part of channel, after the separation bubble was vanished.

A numerically predicted frequency of von Kármán vortex
shedding matched quite well to experimental data: f = 117 Hz
(OF) and f = 118 Hz (AF) vs. f = 105 Hz in experimental data, and
St = 0.28 vs. St = 0.25, respectively, which are differences of about
10%. These results correspond well also with those obtained by
Hasse et al. [43]: f = 122 Hz and f = 117 Hz peak frequencies for
URANS and DES, respectively.

Fig. 21 shows the experimental [46] and numerical interfero-
grams of the flow. The visualization of the instantaneous density
field was done using numerical interferogram technique according
to Hadjadj and Kudryavtsev [47]. In spite of the slight different
flow conditions between the experiment by Nakagawa [46]
(M = 0.377 and Re = 1.73 � 105) and the present calculations, the
agreement between them was fairly well. The shear layers sepa-
rated from the upper and lower trailing edges delineate the bound-
ary of the vortex formation region behind the triangular cylinder.
The main vortices are generated alternately at the upper and lower
trailing edges, and subsequently shed downstream. It is worthy to
note that no secondary vortices are generated around a triangular
rod.

Although the accuracy of the pressure loss measurements was
not too high, as it was mentioned in [9], it is still of interest in
many engineering applications. The experimental value for the
normalized pressure drop was measured (between axial states
x/D = �5 and x/D = 10) to DP = 0.6 while the numerically predicted
value was DP 	 0.7 (both for OF and AF), which correspond quite
well between each other. Despite the fact that many researchers
have used this test for validation, nobody has not compared pres-

sure distribution at the surface of a prism yet. Here, the experiment
of Tatsuno et al. [48] was adopted (Fig. 22). One should notice sat-
isfied agreement between the present numerical and experimental
results although the measurements were carried out in the slight
different conditions (Re = 9 � 104).

Finally, Fig. 23 shows the time history of the transverse velocity
measured at the same probe location using OF and AF. The varia-
tion between the curves are quite small (about ±5% both for the
frequencies and amplitudes). Table 6 summaries the main integral
flow features available in the literature for this problem and the
present results.

4.5. Discussion

Several well referenced turbulent separated bluff-body prob-
lems were analyzed numerically with the conventional URANS ap-
proach based on two state-of-the art CFD technologies (OpenFOAM
and ANSYS FLUENT).

The influence of ‘discretized’ errors on the solutions were vali-
dated and confirmed by the independence from grids topology
and applied numerical schemes and factors (CFD codes). For all
present results carried out with OF and AF, the same computa-
tional grids were used for the each test problem. Preliminary re-
sults [27] showed that the influence of the grids topology could
be considered as non-significant (the difference between results
were less than 5%). To check the mesh independence the grid con-
vergence study was performed for the most principal flow param-
eter such as the recirculation zone bubble behind a bluff-body. As
was discussed, the test cases were calculated using the compress-
ible formulation. Since a limited number of the problem-related
articles were found in the literature, and all cited numerical anal-
ysis were carried out with incompressible flow assumption, we
can regard that these data can be considered as the first one where

Fig. 23. Time history of the instantaneous transverse velocity: 1–3 – OF (UT0-UT2), respectively; 4 – AF (UT1). The reference point was located at the same position as in the
lab test of Sjunnesson et al. [9] with the following coordinates: x/D = 1, y/D = 0.

Table 6
Integral parameters for Volvo lab test simulations.

Contributors Method M Lr/D St DP

Sjunnesson et al. [9] LDA 1.33 0.250 0.6
Johansson et al. [45] URANS-SKE 1.30 0.270
Durbin [44] URANS-KEV2 1.30 0.285
Strelets [49] URANS-SA 0.90
Hasse et al. [43] URANS-SST 0.94 0.296
Present
UT1 URANS-LSKE 1.57 0.28 0.7
UT1 URANS-LSKE 0.05 1.36 0.28 0.7
UT1 URANS-RKE 0.05 1.3 0.28 0.7
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a compressible URANS approach has been applied for the selected
test cases.

The influence of the ‘temporal discretization’ errors was not
analyzed in the present study. Usually the spatial discretization er-
ror effect is larger than the error arising from time integration [15].
It may be shown that for fully developed turbulent flows the impli-
cit schemes appear less efficient compared to explicit methods
[15]. However, the main advantage of the adopted implicit BDF2
scheme is a larger stability region compared to the explicit meth-
ods, which is important in case of combustion applications. More-
over, in case of fully developed turbulent flows existed small time
and space scales are simply advected by the most energetic eddies
[15]. This argument yields an accuracy time-scale similar to the
CFL criterion. Thus in all present calculations the stability condition
CFL < 1 was employed which had to guarantee that actual time-
step was close to accuracy time step.

To check solutions sensitivity to the compressible effects
several additional runs were conducted within the incompressible
URANS approach. Preliminary results [27] indicated first of all, that
there were not significant deviations for the selected test cases
between the compressible and incompressible runs for the main
integral flow features except the recirculation zone length. The
reverse zone length could be varied significantly in a range of
±25% for all selected benchmarks, that can be observed from Tables
3–6. The minimum deviation (	5%) is observed for the laminar
flow over a circular cylinder at Re = 140.

One of the possible explanations can be the following. From the
isentropic theory the local and total densities can be related

qo=q ¼ 1þ /� 1
2

M2
� � 1

/�1

: ð3Þ

It may be shown that for the subsonic flows (M < 1): q/q0 = 1 �
M2/2. The deviation in a solution using the incompressible

assumption strongly depends from M, e.g., the Mach number should
not exceed 0.14 to achieve 1% error. However, the present results
indicated that the maximum local Mach number values were 0.3–
0.4. These high Mach number areas were located just behind a
bluff-body and delineated from a vortex formation region by sepa-
rated sheared layers. Thus, a recirculation zone region was cor-
rected by the compressibility effect.

To assess local compressibility effects we compared the local
mean stream-wise velocity (Fig. 24) and normalized turbulence ki-
netic energy (Fig. 25) for the compressible and incompressible
flows over a triangular rod in a channel at Re = 45000 (Volvo test
case). One can observe some expected deviations between solu-
tions in the reverse zone area for the mean stream-wise velocity
due to the difference in the predictions of the recirculation bubble.
The normalized turbulence kinetic energy had the same trends
however the incompressible solution under-shoot the compress-
ible one, which in its turn under-shoot the experimental one. This
is interesting finding since the inlet values of the turbulence inten-
sity were the same as in the experiment for both numerical cases.

Two different implementations of the k � � turbulence model
were used to check the ‘modeling’ error influence. As it was shown
both versions of this turbulence model were capable to predict the
flow physics reasonably well. It is worth to notice, that no wall
functions were used in any of simulations. The difference between
the principal flow characteristics obtained with RKE and SHKE
models was quite acceptable and did not exceed 10%. The only
one issue was identified concerning the formation of the small vor-
tices at the backward side of the cylinder’s surface besides the pri-
mary recirculation bubble for the flow over a circular cylinder at
Re = 3900. However, as was mentioned by Breuer [39], the struc-
ture and the length of the recirculation bubbles behind the cylinder
were strongly influenced by the numerical scheme. In our case the
OF was not able to predict the secondary vortices contrary to the
AF.

Fig. 24. Mean stream-wise velocity hui/U1 at the different locations (x/D = �2.5, 0.375, 1.525, 3.75, 9.4) in the channel flow with a triangular rod at Re = 45000: 1 –
experiment by Sjunnesson et al. [9]; 2, 3 – present compressible and incompressible results (OF, UT1), respectively.

Fig. 25. Normalized turbulence kinetic energy K at the different locations (x/D = �2.5, 0.375, 1.525, 3.75, 9.4) in the channel flow with a triangular rod at Re = 45000: 1 –
experiment by Sjunnesson et al. [9]; 2, 3 – present compressible and incompressible results (OF, UT1), respectively.
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5. Concluding remarks

The objective of the present work was an extensive investiga-
tion on the numerical aspects influencing the quality of compress-
ible URANS solutions, implemented in the OpenFOAM toolbox.
With this purpose several well-referenced turbulent massively
separated bluff-body benchmarks were selected and analyzed
numerically. The commercial code ANSYS FLUENT was used to pro-
vide detailed face-to-face results analysis with OpenFOAM. Com-
parison of the numerical estimates using the OpenFOAM and
ANSYS FLUENT technologies and the most frequently applied in
engineering semi-empirical differential models of turbulence, has
shown that they are close and are practically independent of the
grid used. The parallel performance of OpenFOAM was analyzed
up to 1024 cores and shown the modest parallel efficiency of
	40%. In general, the URANS results agreed fairly well with the
experimental data and other numerical solutions. All these indi-
cated on the adequacy and accuracy of the established numerical
method based on the OpenFOAM and its readiness for further com-
bustion application development.
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1 Introduction

The long-term goal of the present work is to develop a large-eddy simulation
(LES) model for high Reynolds number flows of practical interest with further
adaptation for turbulent combustion modeling. The core numerical method is
based on the OpenFOAM toolbox which was originally developed as a high-
end C++ classes library (Field Operation and Manipulation) for a broad range
of fluid dynamics applications. Today, the OpenFOAM toolbox is very popular
in industrial engineering as well as in academic research (for example, there
are at least two annual international conferences dedicated to the library de-
velopment and evaluation). Previously, methodical investigations for several
turbulent bluff-body flows have been carried out with the goal of verification,
validation and understanding of the capabilities of the numerical method using
the conventional approach for solution of the unsteady compressible Reynolds-
averaged Navier-Stokes equations (URANS) [32]. These results were analyzed
in detail and agreed fairly well with experimental data.

Recently, Lilleberg et al.[30] carried out several turbulent combustion cal-
culations of well-known detailed flame experiments such as the Sandia Flames
D, E [2] and a piloted lean-premixed jet burner (PPJB) [10], [11]. Lilleberg
and his co-workers [30] used a classical approach for the solution of the steady,
compressible Reynolds-averaged Navier-Stokes (RANS) equations, where the
turbulence was treated via a standard k-ǫ model [28] and several ways of cou-
pling chemical kinetics with the Eddy Dissipation Concept (hereafter EDC)
[15] were adopted. As was expected, the detailed chemistry approach showed
the best agreement with the measured data for all cases.

In the present study, the solver originally developed by Lilleberg et al.[30]
was updated to the unsteady, compressible Reynolds-averaged Navier-Stokes
(URANS) equations. The turbulence-chemistry interaction was treated accord-
ing to the Eddy Dissipation Concept with the detailed chemistry approach.
The validation was extended with two benchmark flames: the Sandia flame
CHNa [3] and the Sydney bluff-body flame HM1E [9]. The Sandia flame CHNa
has the advantage of a simple geometry, which enables modelers to focus on the
role of the turbulence and chemical kinetic models in the simulations, and min-
imizes other factors related to so-called ‘discretization errors’ [36]. Thus, it was
possible to investigate the influence of chemical kinetics, turbulence-chemistry
interaction and radiation heat transfer for this flame. Bluff-body stabilized
flames are still a challenging case for turbulent combustion modeling due to
the complexity of the turbulent flow and finite-rate chemistry, which results
in high dimensionality and requires integration of stiff differential equations of
chemical kinetics [31].

The paper is divided into six main parts. The first and the second parts
of the paper describe the mathematical and numerical modeling, respectively.
Then, a general description of the test cases is given. Finally, computational
results are presented, analyzed and discussed, and conclusions are drawn.



Numerical simulation of non-premixed turbulent combustion using EDC 3

2 Mathematical modeling

2.1 Governing equations

The Favre-averaged (i.e. mass-density-weighted) equations of mass, momen-
tum and energy for the turbulent compressible flows are:

∂ρ̄

∂t
+

∂

∂xj
(ρ̄ũj) = 0 (1)

∂

∂t
(ρ̄ũi) +

∂

∂xj
(ρ̄ũiũj) = − ∂p̄

∂xi
+

∂

∂xj

(
τ̄ij − ρ̄ũ

′′
i u

′′
j

)
(2)

∂

∂t

(
ρ̄h̃
)
+

∂

∂xj

(
ρ̄h̃ũj

)
=

∂

∂xj

(
ρ̄α

∂h̃

∂xj
− ρ̄ũ

′′
j h

′′

)
− ∂

∂xj
(q̄r) + S̄hc (3)

Here, the overbar denotes Reynolds averaging, while the tilde denotes Favre
averaging: ρ denotes the density, u is the velocity, p is the pressure, h =∑

s Ys

∫
Cp,s dT is the enthalpy, T is the temperature, Ys is the species mass

fraction, Cp,s is the heat capacity for species s in the mixture, α is the thermal
diffusivity, qr represents the radiative heat loss and Shc represents the source
term due to combustion.

Here, Cp,s is calculated as a function of temperature from a set of co-
efficients taken from NIST-JANAF thermochemical tables [5]. The thermal
diffusivity is modeled as

ρ̄α = µ
Cv

CpBar

(
1.32 + 1.77

R

Cv

)
, (4)

where µ is the molecular viscosity (calculated according to the Sutherland
law), R is the gas constant, Cv represents heat capacity at constant volume
and

CpBar =
∂T∂h+ Cp

(∂T )
2
+ 1

. (5)

Here, ∂T = T̃−Tref , ∂h = h̃ (T )−h̃ (Tref ) and Cp is the mixture heat capacity
at constant pressure.

S̄hc is modeled according to

S̄hc = −
N∑

s=1

ω̄s

Ms
hθ
f,s, (6)

where hθ
f,s is the species formation enthalpy,Ms is the species molecular weight

and ωs is the species reaction rate.

The turbulence flux ũ
′′
j h

′′ is derived according to the gradient hypothesis

−ρ̄ũ
′′
j h

′′ ≈ µt

Prt

∂h̃

∂xj
(7)
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where µt is the turbulence viscosity and Prt is a turbulence Prandtl number
(here Prt = 0.7).

For a mixture of Ns species (where s = 1 . . . Ns), a transport equation for
the mean mass fraction of an individual species Ys can be defined according
to

∂

∂t

(
ρ̄Ỹs

)
+

∂

∂xj

(
ρ̄Ỹsũj

)
=

∂

∂xj

((
ρ̄Dm,s +

µt

Sct

)
∂Ỹs

∂xj

)
+ ω̄s, s = 1, . . . , Ns

(8)
where Dm,s is the mass diffusion coefficient for species s in a mixture, Sct
is the turbulence Schmidt number (Sct = µt/ρDt, where Dt is a turbulence
diffusivity). Here, Fick’s law is introduced and the diffusion coefficient was set
equal for all species, Dm,s = Dm = 2.88×10−5 m2/s. The turbulence Schmidt
number was set to 0.7. Finally, the temperature is related to the density and
the pressure by the ideal gas law.

The stress tensor for a Newtonian fluid is expressed as

τ̄ij = µ

(
∂ũi

∂xj
+

∂ũj

∂xi

)
− 2

3
µδij

∂ũk

∂xk
. (9)

The Reynolds stresses are modeled according to

ρ̄ũ
′′
i u

′′
j = −µt

(
∂ũi

∂xj
+

∂ũj

∂xi
− 2

3
δij

∂ũk

∂xk

)
+

2

3
ρ̄k̃δij (10)

The standard k-ǫ model [28] is based on the turbulence kinetic energy
(k̃) and its dissipation rate (ǫ̃). The turbulence viscosity is defined here as
µt = Cµρ̄k̃

2/ǫ̃.

The modeled transport equations are:

∂

∂t
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where µ is the molecular viscosity, and the rate of turbulence kinetic energy
production G is given as

G = −ρ̄ũ
′′
i u

′′
j

∂ũi

∂xj
(13)

The standard values [28] are used for the model constants Cµ,Cǫ1, Cǫ2, σk and
σǫ.
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2.2 EDC for turbulent combustion

The Eddy Dissipation Concept for turbulent combustion [34],[15] is based on
the energy cascade model [48]. The EDC assumes that molecular mixing and
chemical reactions occur in the fine structures of the turbulent flow where
the smallest dissipative eddies are present. The characteristic length L∗ and
velocity u∗ scales of the fine structures are of the same order of magnitude as
the Kolmogorov scales and can be expressed as

L∗ =
2

3

(
3C3

D2

C2
D1

)1/4(
ν3

ǫ̃

)1/4

(14)

u∗ =

(
CD2

3C2
D1

)1/4

(νǫ̃)
1/4

(15)

where CD1 = 0.134 and CD2 = 0.5 [15]. The RANS-based EDC assumes that
the full cascade takes place at each numerical cell, and the connection between
the fine structure and the larger eddies is achieved through the cascade. Thus,
characteristics of the large eddies such as the velocity u′ are evaluated using
the turbulence model (in the present case, the standard k − ǫ model).

In the model expressed below, different superscripts refer to states inside
the fine structures (*), the surroundings (◦) and the mean values of the com-
putational cell (∼).

The ratio between the mass in the fine structures and the total mass is
postulated as

γ∗ =

(
u∗

u′

)2

=

(
3CD2

4C2
D1

)1/2(
νǫ̃

k̃2

)1/2

(16)

The mass exchange between the fine structures and the surroundings, divided
by the mass of the fine structures, is defined as

ṁ∗ = 2
u∗

L∗ =

(
3

CD2

)1/2(
ǫ̃

ν

)1/2

(17)

The mass exchange between the fine structures and the surroundings, divided
by the total mass, is calculated according to

ṁ = γ∗ṁ∗ (18)

The mass-averaged mean reaction rate for the s specie is given as

−ω̄s =
ρ̄ṁζ

1− γ∗ζ

(
Ỹs − Y ∗

s

)
, s = 1, . . . , Ns (19)

and the relationship between the mass-averaged mean state, fine-structure
state and surrounding state is expressed as

Ψ̃ = γ∗ζΨ∗ + (1− γ∗ζ)Ψ◦ (20)
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Here, ζ is the reacting fraction of the fine structures, which can depend on the
probability of co-existence of the reactants, the degree of heating and reaction
limitations. In the present study, ζ = 1, as suggested by Gran and Magnussen
[17]. The mean mass fraction Ỹs for species s is calculated from solving the
species mass transport equation for each individual species. The fine-structure
mass fraction Y ∗

s is computed through the detailed chemistry approach.

2.3 EDC detailed chemistry approach

The finite-rate chemical kinetics are taken into account by treating the fine
structures as constant pressure and adiabatic homogeneous reactors. Thus,
the fine structures mass fractions values Y ∗

s can be calculated by solving a
system of ordinary differential equations (ODE) describing a Perfectly Stirred
Reactor (PSR) [17],

dY ∗
s

dt
=

ω∗
s

ρ∗
+

1

τ∗
(Y ◦

s − Y ∗
s ) , s = 1, . . . , Ns (21)

The reaction rate ω∗
s is evaluated from a chemical kinetics mechanism. Y ◦

s is
the mass fraction of the inflow stream to the reactor. In the present study, it
is assumed adiabatic and isobaric PSRs. Further, it is assumed that the PSRs
are at steady state [17], meaning that the steady-state solution of Eq.21 is
achieved by integrating it in time to steady state.

It is worth noticing that the residence or mixing time scale τ∗ is evaluated
using the molecular viscosity and the dissipation rate

τ∗ =
1

ṁ∗ (22)

The chemical kinetic mechanism GRI-3.0 [4] is used for modeling of both
test cases. This mechanism has been specially designed for combustion of nat-
ural gas with air and contains 325 elementary reactions and 53 species.

Another kinetic model, consisting of 34 elementary reactions and 14 species
[14], is also used for syngas combustion (Sandia Flame CHNa). This mecha-
nism has been developed specially for the applications of syngas combustion
by Frassoldati, Faravelli and Ranzi [14] and was validated against a set of
experimental measurements (including plug flow reactor, PSR, shock tubes
and ignition delay times, laminar flame speed, and ignition in a counter-flow
flame). We assigned the acronym FFR to this mechanism, which is formed by
the first letters of the developer’s last names [14] in the spirit of Marzouk and
Huckaby [36].

2.4 The mixture fraction probability density function model

In the present study the mixture fraction, f is defined as [53]

f =
Zi − Zi,ox

Zi,fuel − Zi,ox
, (23)
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where Zi is the elemental mass fraction for element i. The subscripts ox and
fuel denote the value at the oxidizer and fuel stream inlets, respectively. Using
the standard assumptions of the equal diffusion coefficients for all species, and
assuming that the considered flow is turbulent, (where turbulent convection
overwhelms molecular diffusion), f is the elemental mass fraction. The Favre-

mean transport equation for f̃ and its variance f̃ ′′2 [26] are

∂

∂t

(
ρ̄f̃
)
+

∂

∂xj

(
ρ̄ũj f̃

)
=

∂

∂xj

(
µt

Sct

∂f̃

∂xj

)
, (24)

∂

∂t

(
ρ̄f̃ ′′2

)
+

∂

∂xj

(
ρ̄ũj f̃

′′2
)
=

∂

∂xj

(
µt

Sct

∂f̃ ′′2

∂xj

)
+ Cgµt

(
∂f̃

∂xj

)2

− Cdρ̄
k̃

ǫ̃
f̃ ′′2,

(25)
where f

′′
= f − f̃ , Sct = 0.85, Cg = 2.86 and Cd = 2.

In the present study a chemical equilibrium assumption is used, where re-
actions rates are sufficiently fast for the mixture to be in a state of chemical
equilibrium. With this assumption the equilibrium state of density, tempera-
ture and composition can be obtained by minimizing the free energy [53].

The instantaneous values of mass fractions, density, temperature and en-
thalpy depend on the instantaneous mixture fraction:

φi = φi (f, h) . (26)

For the turbulence-chemistry interaction the assumed-shape probability
density function (PDF) is used. Density weighted scalars are calculated as

φ̃i =

∫ 1

0

p̃ (f)φi df. (27)

In the present study, the PDF’s are specified by tilde as Favre-probability-
density functions. The β-function is used to model p̃ (f).

The non-adiabatic extension for this model is based on the assumption
that the enthalpy fluctuations are independent on the enthalpy level:

φ̃i =

∫ 1

0

p̃
(
f, h̃
)
φi df, (28)

and

p
(
f, h̃
)
= p̃ (f) δ

(
h− h̃

)
, (29)

where δ is the Delta function. Further, Eqs. 28-29 require solution of the model
transport equation for the total enthalpy [21]

∂

∂t

(
ρ̄h̃
)
+

∂

∂xj

(
ρ̄ũj h̃

)
=

∂

∂xj

(
kt
Cp

∂h̃

∂xj

)
− ∂

∂xj
(q̄r) , (30)
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where kt is the turbulence thermal conductivity and Cp is the specific heat

capacity. h̃ is defined in the following way:

h̃ =

N∑

s=1

Ỹsh̃s, (31)

where Ỹs is the mass fraction of the species s and

h̃s = h0
s (Tref ) +

∫ T̃

Tref

Cp,s dT (32)

and h0
s (Tref ) is the formation enthalpy of the species s at the reference tem-

perature Tref .

2.5 The steady laminar flamelet (SLF) model

The laminar flamelet model represents the turbulent flame as an ensemble
of thin, laminar, locally one-dimensional flamelet structures embedded within
the turbulent flow field [42]. In this case the chemical time and length scales
need not be resolved and the flame could be described by the mixture fraction
and the strain rate (or the scalar dissipation, χ).

The instantaneous scalar dissipation is defined as

χ = 2Df

∣∣∣∣
∂f

∂xj

∣∣∣∣
2

, (33)

where Df is a diffusion coefficient ρDf = α/Cp.
It is assumed that the mixture fraction f to be given in the flow field as

a function of space and time. The surface of stoichiometric mixture can be
determined from [42]

f(x, y, z, t) = fst. (34)

The concept of a laminar diffusion flamelets in a turbulent diffusion flame has
been introduced by Williams [56]. Combustion takes place in a thin layer in the
vicinity of this surface if the local mixture fraction gradient is sufficiently high.
This thin layer and the surrounding inert mixing region is called a laminar
diffusion flamelet [42].

The flamelet equations for the species mass fractions and temperature can
be derived by application of a universal coordinate transformation and subse-
quent asymptotic approximation (where the scalars T and Ys are expressed as
functions of the the mixture fraction f) [42]

ρ
∂Ys

∂t
=

1

2
ρχ

∂2Ys

∂f2
+ ωs, (35)

ρ
∂T

∂t
=

1

2
ρχ

∂2T

∂f2
+

1

Cp

∂p

∂t
−

N∑

s=1

hsωs. (36)
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Eqs. 35 – 36 rely on the Shvab-Zeldovich formulation of the species mass
fraction and energy equations, which involves the approximation of unity Lewis
numbers for all species [43].

The flamelet strain rate αS can be related to χ if f is not small as [42]

χ =
αS

π
exp

(
−2
(
erfc−1 (2f)

)2)
, (37)

where erfc−1 represents the inverse complementary error function.
Flamelets are generated at scalar dissipation values as

χi =

{
10χi−1 for χi−1 < 1 s−1

χi−1 +∆χ for χi−1 ≥ 1 s−1 , (38)

where i ranges from 1 to the specified number of flamelets, χ0 is the initial
scalar dissipation, and ∆χ is the scalar dissipation step. Here, i = 1 . . . 25,
χ0 = 0.01 s−1 and ∆χ = 5 s−1. The finite-rate chemistry effects are taken into
account by treatment of the FFR and the GRI3.0 mechanisms for the Sandia
flame CHNa and the Sydney Flame HM1E, respectively.

The Favre-average of a scalar φ can be defined from the PDF of f and χ
as

φ̃ =

∫ ∫
φp (f, χ) df dχ, (39)

where φ represents species mass fraction and temperature.
Using Bayes’ theorem the joint PDF of f and χ can be written [42]

p̃ (f, χ) = p̃f (f) p̃χ (χ|f) , (40)

where p̃f (f) is the marginal distribution

p̃f (f) =

∫ ∞

0

p̃fχ (f, χ) dχ (41)

and p̃χ (χ|f) is the conditioned PDF of χ for a fixed value of f . Here, the PDF’s
are specified by tilde as Favre-probability-density functions. Furthermore, f
and χ are assumed to be statistically independent [1], [42] so the joint PDF
p̃ (f, χ) can be simplified as

p̃ (f, χ) = p̃f (f) p̃χ (χ) , (42)

where

p̃χ (χ) =

∫ 1

0

p̃fχ (f, χ) dχ (43)

is the marginal distribution.
Eqs. 24-25 are solved to specify pf which is supposed to have the β-PDF

shape. The PDF of χ is the Delta function assuming that fluctuations are
neglected.
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The mean scalar dissipation, χ̃, is modeled as [1], [42]

χ̃ = Cχ
ǫ̃f̃ ′′2

k̃
, (44)

where Cχ is a constant (Cχ = 2), which may be expected to be valid in the
fully turbulent part of shear flows.

For non-adiabatic steady state flamelets it is assumed that heat sources
have a negligible effect on the species mass fractions. Then, temperature is
calculated from Eq. 31.

2.6 Modeling radiation

The radiation is modeled by the P1-approximation, which is the simplest form
of the more generalized P-N method (or spherical harmonics) [6] assuming
that a flame is optically thin. The radiative heat loss q̄r is calculated as

− ∂

∂xj
q̄r = αcG− 4ecσT

4, (45)

where αc is the absorption coefficient
(
m−1

)
, ec is the emission coefficient(

m−1
)
and σ is the Stefan-Boltzmann constant. The incident radiation G is

modeled according to

∂

∂xj

(
Γ

∂

∂xj
G

)
− αcG+ 4ecσT

4 = 0, (46)

Γ =
1

3 (αc + σs)
, (47)

where σs is the scattering coefficient
(
σs = 1 m−1

)
. The absorption coefficient

and the emission coefficient are calculated using a weighted-sum-of-gray-gases
model (WSGGM) [22] as a function of local concentrations of CO2 and H2O,
path-length and pressure. The emissivity weighting factors for CO2 and H2O
are taken from Smith et al. [52].

3 Brief description of the numerical methodology

A main purpose of this work was to validate the Eddy Dissipation Concept
implemented in the OpenFOAM (hereafter OF) toolbox [55]. However, to in-
vestigate the influence of the turbulence-combustion interaction modeling, the
assumed β-PDF approach and the steady laminar flamelet model (SLF here-
after) were tested as well, using the ANSYS FLUENT (hereafter AF) technol-
ogy [1].

The standard k-ǫ model [28] with wall functions (hereafter SKE) was used
to close the Navier-Stokes equations. The k-ω Shear Stress Transport (here-
after SST) turbulence model [38],[39] was applied for the Sydney flame HM1E
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to advance modeling of this separated bluff-body flow. However, critical re-
mark should be done here due to different implementations of the k-ω SST
model in OF and AF. The high-Reynolds-number formulation of the k-ω SST
[39] is implemented in OF assuming that the wall functions are specified for
ω. In this case one should not expect superior results in predictions over the
standard k-ǫ model (see Section 5.3). Both, the low-Reynolds-number and the
high-Reynolds number formulations are available in AF through the enhanced
wall treatment [1]. In the present study, the low-Reynolds-number SST model
was assumed for the AF runs.

It is worth noticing that the same grids were used for both solvers.

3.1 OpenFOAM

The new solver was implemented by modification of the build-in OpenFOAM
[55] application rhoPisoFoam for the compressible URANS modeling based on
the finite-volume (FVM) method [16] and the PISO (pressure implicit with
splitting of operators) algorithm [24]. The preconditioned (bi-) conjugate gra-
dient method [19] with an incomplete-Cholesky preconditioner (ICCG) by Ja-
cobs [25] was used for solving the system of linear algebraic equations with a
local accuracy of 10−9 for all dependent variables at each time step. The numer-
ical method had a second-order accuracy in space and time. The linear-upwind
interpolation scheme (the ‘second-order upwind’ scheme [54]), was applied for
all convective terms approximations. A second-order central differences ap-
proximation was used to calculate the diffusion terms. A second-order implicit
Euler method (BDF-2 [16]) was used for the time integration together with
a dynamic adjustable time stepping technique to guarantee a local Courant
number less than 0.4.

The calculation of the mean species reaction rate ω̄s requires the integration
of Eq.21 for each computational cell in the domain. For this purpose, the
robust RADAU5 algorithm [18] was used. The RADAU5 algorithm is designed
for the solving stiff ODE systems and applies a 5th-order accurate implicit
Runge-Kutta method based on the Radau quadrature formula. The relative
tolerance, absolute tolerance and maximum number of iterations to meet the
target accuracy were set to 5× 10−5, 1× 10−5 and 107, respectively.

3.2 ANSYS FLUENT

Using the factorized FVM [1] the URANS equations were solved with a second-
order accuracy in space and time. The velocity and pressure fields were matched
with a centered computational template based on the SIMPLEC algorithm
[58] and Rhie and Chou filtering [49]. The convective terms were represented
according to the Leonard quadratic upwind scheme (QUICK) [29], [54]. The
linear system of equations was solved with the Gauss–Seidel iterations or the
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incomplete lower upper (ILU) decomposition smoothers, which were accel-
erated by an algebraic multi-grid (AMG) technique, based on the additive-
correction strategy [23]. A second-order implicit dual-step method was used
for time integration with a constant time step of 10−5 s.

4 Description of test cases

4.1 Sandia Flame CHNa

The turbulent non-premixed syngas 40%CO/30%H2/30%N2 (by volume) flame
investigated experimentally by Sandia National Laboratories (scalar measure-
ments) and the Swiss Federal Institute of Technology (LDA measurements) [3]
was examined. The burner tube had an inner diameter D = 4.58×10−3 m and
an outer diameter of 6.34×10−3 m. The tube had a thickness of only 0.88×10−3

m. However, this was sufficient for flame stabilization via a small recirculation
zone. The fuel jet Reynolds number was Rej = UjD/νj = 16.7 × 103, where
Uj = 76 m/s was the fuel jet velocity and νj = 2.083 × 10−5 m2/s was the
kinematic viscosity. The jet temperature was 292 K. The co-flow stream had a
velocity of 0.7 m/s, a temperature of 290 K and a 1.2% mole fraction of water
vapor. Experimental data include axial and radial profiles of mean and root-
mean-square (rms) values of temperatures and major species mass fractions
as well as velocities and Reynolds stresses.

Some details of the grid and computational domain are shown in Fig. 1. The
axial and radial dimensions of the computational domain after the burner exit
were set to 0.6 m (131×D) and 0.2 m (43.627×D), respectively. The number
of computational cells along the axial direction was 230 and the number of cells
in the radial direction was 100. The length of the pre-inlet fuel pipe was 0.05
m (10.917 ×D) and contained 90 cells. The grid expansion factors were 1.09
and 1.14 in the axial and radial directions (from the burner tube), respectively.
There were 10 cells along the inner radius of the fuel jet and 4 cells along the
burner tube wall with uniform distribution in the radial direction.

Several studies of the CHNa flame are available in the literature. Cuoci
et al. [8] have modeled numerically the CHNa and CHNb flames using RANS
with several different turbulence-chemistry interaction approaches, such as the
Eddy Dissipation Concept [33],[15] and the steady laminar flamelets model
[12]. They reported that the EDC (coupled with the FFR kinetic mechanism)
provided the best results.

In contrast to Cuoci et al. [8], Marzouk and Huckaby [36] have studied the
CHNa flame using the URANS approach and adopted the Chalmers’ partially
stirred reactor model (PASR) [50] for the turbulence-chemistry interaction and
investigated eight chemical kinetic mechanisms (including the FFR model).
However, Marzouk and Huckaby obtained the most accurate predictions with
a simple 3-step/5-species kinetic model.
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Fig. 1 A general view of the computational domain (a) and details of the grid near the
inlet (b) for the Sandia CHNa flame. X and R are the domain coordinates in the axial and
radial direction, respectively

4.2 Sydney Bluff-Body Flame HM1E

The Sydney bluff-body Flame HM1E configuration consisted of a rotationally
symmetric bluff-body nozzle (with the diameter DB = 0.05 m and the radius
RB = DB/2) which was placed in a square duct of 0.13 m width. Gas was
fed through a centered pipe (diameter of 3.6× 10−3 m) at a bulk jet velocity
of Uj = 108 m/s at ambient conditions with the jet Reynolds number, Rej =
15.8× 103. The fuel in this flame was a mixture of hydrogen (H2) and natural
gas in the volume ratio 1 : 1. The secondary air stream between the duct and
the burner nozzle was fixed at 35 m/s. All velocities and velocity fluctuations
were measured by Laser Doppler Velocimetry (LDV), and scalar measurements
were carried out using the Raman/Rayleigh/LIF techniques [9].

Some details of the grid and computational domain are shown in Fig. 2. The
axial and radial dimensions of the computational domain after the bluff-body
were set to 0.5 m (20 ×DB) and 0.15 m (6×DB), respectively. The number
of cells along the axial direction was 170, and the number of cells in the radial
direction was 120. The grid expansion factors were 1.1 and 1.12 in the axial
and radial directions (from the bluff-body), respectively. The length of the
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Fig. 2 General view of the computational domain (a) and details of the grid near the inlet
(b) for the Sydney bluff-body HM1E flame. X and R are the domain coordinates in the
axial and radial direction, respectively

pre-inlets for the fuel pipe and co-flow was 0.05 m (2×DB) and contained 50
cells. The number of computational cells (in the radial direction) located in
the jet, bluff-body and co-flow was 8, 60 and 52, respectively. The inner radius
of the fuel jet had a uniform distribution of cells in the radial direction, while
the bluff-body had bi-exponentiation distribution of nodes from the mid to
the fuel jet and co-flow.

Several researchers have performed simulations of the Sydney bluff-body
flames with different turbulence and combustion models. Liu et al. [31] provides
a comprehensive overview of previous work. However, it is worth noticing that
there is a lack of published data related to the use of the EDC coupled with
the detailed chemistry approach.

4.3 Boundary conditions

All problems were solved assuming symmetry about the centerline. For all
cases, a computational domain was designed as a sector of 5◦ with imposed
periodic boundary conditions and included pre-inlet pipes for the fuel-jet in
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order to obtain fully-developed turbulent velocity profiles. Uniform velocity
profiles were specified for jets and co-flows streams. All radial and circumfer-
ential velocity components were set to be zero. The inflow temperatures were
set based on the experimental settings. A zero gradient pressure boundary was
applied for all inflow boundaries, while the exit pressure was specified to 105

Pa at the outlet. A non-slipping condition for velocity was applied to the walls.
The temperature at the walls was fixed (iso-thermal) and set according to the
experimental data. Wall-functions were applied for k̃, ǫ̃ and ω̃ (for OF). The
enhanced wall treatment was used for ω for AF. The inlet values for k̃ and
ǫ̃ (ω̃) were calculated for a turbulence intensity taken as 5%, and the turbu-
lence length scale estimated as 7% of the inlet diameters. The fuel jet, pilot
and co-flow compositions were specified in terms of the species mass fractions
calculated from the experimental data. Zero-gradient diffusion boundary con-
ditions was applied for species at the walls. Marshak’s boundary conditions,
based on solutions of Legendre polynomials of odd order [35], were adopted
for radiative heat flux calculations.

4.4 Grid dependence study

The present EDC-based results (calculated by OF) were obtained using two
sets of grids for each of the flames: a low-resolution grid and a high resolution
grid. The high-resolution grids were created by simple refinement of the low-
resolution grids by a factor of 2 × 2 in the axial and radial directions. The
details of the high-resolution grids are provided in the Sections 4.1 and 4.2.
In general, the differences between the two sets of grids were insignificant for
the mean velocities, temperature and main species such as O2, N2, CO2, H2O
and H2. However, for the intermediate species such as CO, OH and NO, high-
resolution grids provide more accurate results. Therefore, the EDC-based and
the PDF-based results discussed below were obtained using the high-resolution
grids. Further grid refinement was not carried out due to resource limitations.

5 Results

5.1 Present predictions

All simulated cases are listed in Table 1 (where the following abbreviations are
used: F – flame CHNa or HM1E, C – code OF or AF, TM – turbulence model,
TCM – turbulence-chemistry interaction model, CH – chemistry mechanism
and R – radiation model).

For a quantitative validation of the present simulations the averages have
been obtained from the computational results by sampling over four flow-
through times, where the flow-through time is defined as the ratio between the
axial length of the computational domain to the jet bulk velocity. Hereafter,
the time-averaging operator is denoted by 〈〉. The tilde mark denoting Favre-
averaging is omitted for the simplicity.
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Table 1 Run matrix

Run C F TM TCM CH R
EDC-FFR OF CHNa SKE EDC FFR P1
EDC-GRI3 OF CHNa SKE EDC GRI3.0 P1
EDC-GRI3-noRad OF CHNa SKE EDC GRI3.0 –
β-PDF AF CHNa SKE β-PDF – P1
β-PDF-Cǫ1 = 1.52 AF CHNa SKE (Cǫ1 = 1.52) β-PDF – P1
β-PDF-Cǫ1 = 1.60 AF CHNa SKE (Cǫ1 = 1.60) β-PDF – P1
SLF-FFR-Cǫ1 = 1.52 AF CHNa SKE (Cǫ1 = 1.52) SLF FFR P1
EDC-GRI3-SKE OF HM1E SKE EDC GRI3.0 P1
EDC-GRI3-SST OF HM1E SST EDC GRI3.0 P1
SLF-GRI3-SST AF HM1E SST SLF GRI3.0 P1
SLF-GRI3-SST-Sct = 0.4 AF HM1E SST SLF (Sct = 0.4) GRI3.0 P1

5.2 Sandia Flame CHNa

Fig. 3a qualitatively compares the mean axial velocities and the mean temper-
ature along the central axis obtained by OF with the EDC model (run EDC-
FFR) with the results by Marzouk and Huckaby [36], who used the Chalmers’
PASR model [7], [50] with the FFR mechanism. Both results were carried out
using OF. However, remark is necessary, since Marzouk and Huckaby [36] ap-
plied the standard k-ǫ model with the modified constant Cǫ1 = 1.6. On the
one hand, one can clearly see that the predictions with the modified constant
Cǫ1 = 1.6 led to the more accurate behavior of the jet penetration. On the
other hand, the axial distribution of the flame temperature was significantly
over-estimated, especially in the post-flame zone.

The same observation was found by Cuici et al. [8] in their results obtained
by the steady laminar flamelet model [44] coupled with SKE and Cǫ1 = 1.6.
Further, several additional runs were performed to investigate the effect of the
constant Cǫ1 using AF with the β-PDF approach. Fig. 3b shows the predicted
mean axial velocities and the mean temperature along the central axis using
SKE with Cǫ1 = 1.44, Cǫ1 = 1.52 and Cǫ1 = 1.6, respectively. It could be
observed that the higher values of Cǫ1 compared to the baseline value of 1.44
led to a more accurate prediction of the mean axial velocity distributions.
The present results showed that while the location of the peak temperature is
shifted downstream with an increased value of Cǫ1, the post-flame zone became
over-estimated. Thus, the compromise value Cǫ1 = 1.52 may probably be the
best choice for the prediction of the Sandia flame CHNa using AF with the
assumed β-PDF approach.

Fig. 4 compares the profiles of the mean temperature and species mass
fractions with the experimental data along the central axis for the several
runs. In general, the match between numerical and measured results was sat-
isfactory. One can observe some discrepancies for the peak temperatures be-
tween the measured and calculated results. A comparison of the predicted
flame temperatures is also displayed in Fig. 5. The maximum peak tempera-
ture (〈Tp〉 = 2276 K) was obtained by the EDC run with the GRI3.0 chemistry
where no radiation heat transfer was considered. The minimum measured peak
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temperature was obtained in the experiments (〈Tp〉 = 1919 K). The closest to
the experimental values 〈Tp〉 = 1978 K and 〈Tp〉 = 1971 K were predicted
by the β-PDF approach and the SLF model, respectively. The other two runs
with the EDC, the P-1 radiation and the FFR and the GRI3.0 chemistry re-
vealed approximately the same peak values 〈Tp〉 = 2160 K and 〈Tp〉 = 2146
K, respectively.

Another interesting observation following from Figs. 4 and 5 was the differ-
ent location of peak temperatures predicted by the applied combustion models.
The location of 〈Tp〉 obtained by the assumed β-PDF approach was slightly
shifted upstream (≈ 6X/D) compared to the experimental data, while the
EDC-based models predicted the location of 〈Tp〉 correctly. The SLF model
with the corrected constant Cǫ1 = 1.52 predicted the peak temperature loca-
tion quite well.

It is evident as well, that any model overestimation of the flame tempera-
ture affect the prediction of the species. The EDC-based models over-estimated
the peak temperature by approximately 250 K, hence releasing more thermal
energy and producing too high 〈YH2O〉 and 〈YCO2〉. However, all other species
such as 〈YN2〉, 〈YO2〉, 〈YH2〉 and 〈YCO〉 matched well the experimental results.
It it worth noticing that only the EDC with the FFR scheme was able to
reproduce correctly the behavior of 〈YOH〉.

An over-prediction of flame temperature may have several reasons. Ac-
cording to Hewson and Kerstein [20], neglecting the radiative heat losses and
under-predicting the dissipation rate could be responsible for temperature
over-predictions (59 − 241 K). Cuoci et al. [8] reported that thermal radi-
ation affects the peak temperature only by about 30 − 40 K. However, the
present results indicated a more significant impact of the thermal radiation on
the solution (about 130 K).

Furthermore, Cuoci et al. [8] investigated in detail the effect of the grid
density and the applied numerical schemes and concluded that the peak tem-
perature was nearly insensitive to these factors. Cuoci et al. [8] suggested that
the most important factor was the turbulence model used. Indeed, different
turbulence models affect the jet penetration and the scalar dissipation rate
and turbulent mixing.

Furthermore, it is interesting to compare the predicted mean axial veloci-
ties with the experimental data (Fig. 6). It is observed that the present results
under-estimated to some extent the jet velocity down-stream the central axis.
The divergence between predictions by SLM and EDC was not significant. The
discrepancies between the SLM model and the measured data could possibly
be explained by the compressibility effects. Hewson and Kerstein [20] carried
out a detailed investigation of such phenomena and suggested that the dilata-
tion of the flow was a possible explanation for these discrepancies. According
to Hewson and Kerstein [20] dilatation pushes the fluid downstream leading
to higher mixture fractions on the axis and affecting the dissipation rate. Sub-
sequently, increased dissipation rates cause more rapid mixing and a greater
rate of decay of the axis mixture fraction. The radial profiles of the mean axial
velocities at the axial distances X/D = 20 and X/D = 40 further mimicked
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the behavior of the axial distributions. At X/D = 20 the predicted jet spread-
ing matched well the measured data when using OF with the EDC approach
and AF with the SLM model. Based on the comparison of the predicted and
measured radial profiles of the mean axial velocity at X/D = 40 downstream
the nozzle exit, it was evident that the both OF with the EDC and AF with
the SLM model significantly over-estimated the decay of the jet by ∼ 15%.

A detailed comparison of the radial profiles of the mean temperature and
the mean composition at the axial distances X/D = 20 and X/D = 40 is
presented in Figs. 7 and 8, respectively. In general, the agreement between
the predicted and the measured data was reasonable. The existing discrepan-
cies may be explained by the behavior of the predicted velocity field, e.g. jet
penetration and spreading/diffusion.

Fig. 9 shows scatter plots of the temperature as a function of mixture
fraction by the experiment and the SLM model at the axial distances X/D =
20 and X/D = 40. The experimental conditional mean of the temperature
is shown in Fig. 9 as well. Overall, the agreement between calculations and
the experiment was good. One can observe that the maximum temperature at
both locations was slightly over-predicted. The match between the predicted
and conditional mean temperatures was good up to 〈f〉 = 0.6 and 〈f〉 = 0.26
at X/D = 20 and X/D = 40, respectively.

In general, the predicted results by OF with the EDC-based approach
and AF with the SLM model (and corrected Cǫ1 constant) matched well the
experimental data. On the one hand, the deviations related with the EDC-
based approach could be explained as the consequence of using a not corrected
k-ǫ model. On the other hand, the effect of dilatation could be considered as
the most important for the SLM model (and the β-PDF approach).
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Fig. 5 Iso-contours of mean temperature for the Sandia flame CHNa: EDC-FFR (a), EDC-
GRI3 (b), EDC-GRI3-noRad (c), β-PDF (d) and SLF-FFR-Cǫ1 = 1.52 (e)
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Fig. 9 Scatterplots of temperature against mixture fraction for the Sandia flame CHNa at
X/D = 20 (a) and X/D = 40(b)
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5.3 Sydney bluff-body flame HM1E

Predicted radial profiles of the mean velocities for the Sydney flame HM1E
were compared to experimental data in Fig. 10. Overall, the agreement between
the present data and the measurements was good at upstream locations within
the recirculation zone. Both the shape and the peak values of the radial profiles
of the mean axial 〈U〉 and radial 〈V 〉 velocities were well captured in this
region. The jet penetration depth, the spreading and the positions of the two
shear layers were predicted quite well. It is interesting to note that the axial
velocities predicted by OF with the SKE and SST turbulence models decayed
too quickly at the symmetry axis compared to the experimental data. This
was in agreement with the predictions by Yan et al. [57] and Liu et al. [31].
In spite of that the magnitudes of mean radial velocities were significantly
smaller than the magnitudes of the mean axial velocities (approximately by
one order of magnitude), the agreement between them was reasonable.

As expected the deviations between OF runs with SKE and SST for the
velocity field within recirculation zone were minimum. The manner of imple-
mentation of the SST model in OF (via wall functions) was the main reason
here. In general, the agreement between the measured data and AF with the
low-Reynolds-number SST model was more accurate compared to the OF runs.

The predicted streamline pattern is shown in Fig. 11. The flame was stabi-
lized by the recirculation zone behind the bluff-body which traps hot gases. By
definition, the recirculation length (〈Lr〉) corresponds to the distance between
the base of the bluff-body and the sign change of the centerline mean axial ve-
locity. The calculated recirculation zone length was in a range of 1.19−1.22DB

which was consistent with the predictions by Yan et al. [57]. Precise experi-
mental data for 〈Lr〉 were not available, however its value could be bounded
between X/D = 1.4 and X/D = 1.8. Hence, 〈Lr〉 was under-predicted in the
present calculations.

Iso-contours of mean temperature and 〈YOH〉 inside the recirculation zone
are displayed in Fig. 12. Figs. 13 and 14 compare time-averaged scalar fields at
two axial locations inside the recirculation zone. A comparison of the predicted
and measured mean temperature and other species outside the recirculation
zone is displayed in Fig. 15.

In general, temperature profiles predicted by OF with the EDC-based ap-
proach matched the experimental data well. The peak in the predicted tem-
perature profiles in the shear layer between the co-flow and the hot combustion
products atX/DB = 0.6 may be explained by the artificial boundary condition
for the temperature set at the bluff-body walls. The fixed constant temperature
was applied at the outer surface of the bluff-body (T = 953 K), which appears
to lead to an inaccurate estimate of the heat transfer and consequently an
over-prediction (approximately 200 K) of the temperature in the shear layer.
Another feature that can contribute was the unburned fuel recirculated by
the outer reversed zone which can partly burn when mixed with the fresh air,
leading to some temperature increase. Figs. 13-14 show that there was more
H2 and CO than in the experiment at the locations of the negative axial ve-
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locity. Other possible reasons such as insufficient boundary layer and shear
layer resolutions and the simple treatment of radiation heat transfer should
be considered as well.

Further downstream a good match between calculated by OF with the
EDC-based approach and measured data for the temperature was observed.
The radial profiles of 〈YO2〉, 〈YN2〉, 〈YH2〉, 〈YCO2〉 and 〈YH2O〉 matched the ex-
perimental data well. The profiles of 〈YCO〉 were slightly over-predicted. These
discrepancies could be explained by the temperature behavior in the shear
layer. Prediction of OH in any combustion simulation is particularly challeng-
ing due to the strong nonlinearity of the species evolution [47]. The agreement
for 〈YOH〉 was very satisfactory which could indicate that the combustion pro-
cess was represented correctly. The reaction took place in the mixing shear
layer between the co-flow stream and the recirculation zone. The profiles of
〈YNO〉 was over-predicted significantly showing only the correct trends. The
production of NO is highly dependent on temperature. Thus, one of the possi-
ble reasons for such discrepancies may be the incorrect treatment of radiation
which can have a dramatic effect on the predicted NO levels [13].

The match between the predicted results by AF with the SLF model was
less accurate. The SLF model failed to capture peak temperature at X/DB =
0.9. AtX/DB = 1.3 the SLF model failed to represent the experimental profile.
However, these results were consistent with the published data by Yan et al.
[57] who used the SLF model as well. The radial profiles of 〈YO2〉, 〈YN2〉, 〈YH2〉,
〈YCO2〉 and 〈YH2O〉 had the similar trend to those of mean temperature. OH
and NO were not well reproduced by AF with the SLF model as well.

Fig. 16 displays profiles of conditional mean for temperature, which prob-
ably could provide a more quantitative test than scatter plots [40]. The tem-
perature profiles matched well at X/DB = 0.6 location. Further downstream
the calculated profiles of temperature failed to reproduce the peak values and
in general are significantly lower than the experimental data. The calculated
mixture fraction reached too lean values as well.

In the recirculation zone, with strong radial gradients of mean velocity and
mean mixture fraction, it was observed a lack of turbulent diffusion. This find-
ing was contrast the fact that the velocity field within the recirculation region
was predicted quite accurately. Thus, there was some ‘degree of freedom’ of
playing with the PDF turbulence Schmidt number (here, Sct = 0.85) to im-
prove the results [41]. With this goal, another run with AF and the SLM model
was conducted where the PDF Schmidt number was set to Sct = 0.4. The pre-
dicted results revealed a minimum impact on the flow field, except the small
deviations in the distributions of the radial velocity (Fig. 10) and as a con-
sequence on the streamline pattern (Fig. 11). Meanwhile, the predicted mean
composition was improved significantly within the recirculation zone. How-
ever, the peak temperature at X/DB = 0.9 was not captured well. Moreover,
the large deviations were observed between the predicted and the experimental
temperatures at the central axis at X/DB = 0.9 and X/DB = 1.3. In general,
OH was calculated more accurately compared to the case with Sct = 0.85. The
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profiles of NO were over-predicted as well and, in general, were less accurate
than for the case with Sct = 0.85.
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Fig. 10 Radial profiles of the mean axial and radial velocities at different axial positions
for the Sydney flame HM1E
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Fig. 11 Time-averaged streamlines for the Sydney flame HM1E: EDC-GRI3-SKE (a), EDC-
GRI3-SST (b), SLF-GRI3-SST (c) and SLF-GRI3-SST-Sct = 0.4 (d)

Fig. 12 Iso-contours of mean temperature and OH mass fractions for the Sydney flame
HM1E: EDC-GRI3-SKE (a), EDC-GRI3-SST (b), SLF-GRI3-SST (c) and SLF-GRI3-SST-
Sct = 0.4 (d)
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Fig. 13 Radial profiles of mean temperature and mean composition at X/DB = 0.6 for the
Sydney flame HM1E. Experiments [9] are for both sides of the symmetry axis
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Fig. 14 Radial profiles of mean temperature and mean composition at X/DB = 0.9 for the
Sydney flame HM1E. Experiments [9] are for both sides of the symmetry axis
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Fig. 15 Radial profiles of mean temperature and mean composition at X/DB = 1.3 for the
Sydney flame HM1E. Experiments [9] are for both sides of the symmetry axis
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6 Discussion

Numerical predictions of the Sandia Flame CHNa and the Sydney Flame
HM1E have been carried out. In general, in spite of some discrepancies, good
agreement was achieved for both flames in terms of velocity fields, temperature
and the species concentrations.

The disagreement between experimental data and numerical results is de-
termined by two groups of errors (apart from experimental errors): (1) ‘model’
errors due to inadequate assumptions made in selecting one sub-model or an-
other (for turbulence, radiation and turbulence-chemistry interaction) and (2)
‘discretization’ errors caused by the inadequate resolution of the employed
computational grids and computational methods. Whereas the errors of the
first group are assumed to be ‘systematic’ under certain assumptions, e.g. for a
fixed computational methodology, ‘discretization’ errors are controlled by the
method of adaptation (increase in the resolution) of a computational grid.

6.1 Influence of modeling errors

From the ‘model’ error point of view the following critical remark should be
done. Here, the turbulence-chemistry interaction was modeled using the EDC
model with detailed chemistry, while the standard k-ǫ model and the P1-
approximation model were used for the turbulence and radiation, respectively.
Choosing appropriate models for turbulence, chemistry and radiation would
play an important role for modeling of the turbulent reacting flows.

In the present study, the influence of the radiation heat transfer was inves-
tigated for the Sandia Flame CHNa using the EDC with the GRI3.0 chem-
istry. The predicted difference between peak temperatures was about 140 K.
However, the results showed that discrepancies between major species were
insignificant. Another aspect of radiation influence on temperature prediction
is an accurate estimation of NO. The present calculations were not able to
predict accurately the concentration of NO for both test cases. Thus, an ap-
plication of alternative radiation sub-models could be of interest in future
work.

The specially designed kinetic mechanism FFR [14] was applied to simulate
syngas combustion of the Sandia Flame CHNa, which demonstrated satisfac-
tory results compared to the experimental results. To check the influence of the
chemical kinetics, the Sandia Flame CHNa was calculated using EDC with the
full GRI3.0 mechanism [4], which revealed only minor differences for the major
species and the temperature compared to the results with the FFR mechanism.
This observation correlates well with the previous results by Lilleberg et al.
[30] and Zahirović et al. [59]. The Sydney flame HM1E was predicted using
only GRI3.0 scheme due to resource limitations. Moreover, it turned out that
this flame was more computationally stiff (expensive) with respect to other
chemistry, compared to the Sandia Flame CHNa.
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The SLMmodel was applied to analyze the influence of turbulence-chemistry
interaction sub-modeling. For the Sandia flame CHNa the agreement between
the EDC-based approach, the SLF model and the measured data was reason-
able. The results obtained by the PDF-based approaches revealed an upstream
shift of the peak temperature and more rapid decay of the jet. Such discrep-
ancies could possibly be explained by the incompressible flow nature of the
PDF-based models with the related effect of the dilatation flow, which was
investigated in detail by Hewson and Kerstein [20]. The EDC-based calcula-
tions showed the correct peak temperature location, but over-predicted the
peak values approximately by 240 K and could be explained by the applied
turbulence model.

For the Sydney flame HM1E, the EDC-based approach revealed more ac-
curate results compared to the SLF model. It was found that such strong
discrepancies between the measured data and the results by the SLF model
are strongly related with the lack of the turbulence mixing due to the fixed
PDF Schmidt number. Within, another run with the modified PDF Schmidt
number Sct = 0.4 was performed which indicated that the influence on the
flow field was minor, while the composition was changed significantly but still
not sufficient to match the experimental temperature at X/DB = 0.9 and
X/DB = 1.3 well.

In the present study transport properties were simplified while using AF
with the PDF-based approaches by neglecting the Dufour and Soret effect by
introducing a single diffusion coefficient (i.e. the assumption of unity Lewis
number) which may lead to considerable errors [42]. Another remark related
with the PDF-based models is the assumption of statistical independence be-
tween the mixture fraction and the scalar dissipation which remains question-
able and probably could not be accurate in turbulent mixing layers [42].

With respect to the turbulence modeling the following observations were
found. The EDC-based approach with the standard k-ǫ model provided satis-
factory results for the Sandia flame CHNa anb the Sydney flame HM1E flame.
The SLM model provided most accurate predictions of the Sandia flame CHNa
when the constant Cǫ1 was set to Cǫ1 = 1.52. A change of the model constant
Cǫ1 value is a common remedy to reduce spreading/diffusion and increase the
predictive capabilities of the model (e.g. [30]). However, as it was discussed in
Section 5.2, the conventional modified value of Cǫ1 = 1.6 significantly over-
predicted the flame temperature in the post-flame zone [8], [36] for the Sandia
flame CHNa. Here it was found that the alternative value of Cǫ1 = 1.52 may be
a compromise choice to simulate the Sandia flame CHNa using the PDF-based
models.

For the Sydney flame HM1E, the SLM model with the low-Reynolds-
number k-ω SST turbulence model predicted the flow field quite accurately
inside the recirculation region, meanwhile temperature and the composition
were predicted unsatisfactory. Furthermore, the Sydney flame HM1E was cal-
culated using OF with the EDC-based approach coupled with the standard k-ǫ
and the k-ω SST turbulence models and it was found that the discrepancies
between these two cases were minor.
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Another important aspect of combustion modeling is the radiative heat
transfer. In the present study it was treated in a simple way using the P-1
approximation [6], assuming that a flame is optically thin. Sometimes, the
optically thin radiation sub-model could not accurately predict the radiant
fraction [13]. Thus, it will be interesting in future work to investigate these
flames with more sophisticated radiation sub-model (like a Discrete Ordinate
model [46]). It is worth noticing that unphysical results were obtained us-
ing the Discrete Ordinate model for temperature at the center axis for axi-
symmetrical test problems in the present study. These results were confirmed
for both OpenFOAM and ANSYS FLUENT. Thus, the full three-dimensional
simulations are required in order to get accurate predictions with the Discrete
Ordinate model.

Furthermore, the finite-rate chemical kinetics were taken into account by
treating the fine structures as constant pressure and adiabatic homogeneous
reactors calculated using the Perfectly Stirred Reactor model [17]. Here the
effect of radiation losses in the PSRs was neglected and more accurate formu-
lation should be formulated and investigated in future work.

6.2 Influence of discretization errors

From the ‘discretization’ error point of view, two sets of grids were used in the
present study to check the mesh-error influence. It is worth noticing that in
spite of the fact that the calculations were carried out in two dimensions, ap-
proximately 3− 5 weeks were required to get statistically-converged solutions
on the high-resolution grids using one node (16 cores in parallel) on the ‘Vilje’
high-performance computing facility (www.notur.no). The main reason for this
was the finite-rate chemistry. This showed that turbulent flow simulations with
the detailed chemistry were resource expensive even for two-dimensional prob-
lems. The present EDC-based calculations did not reveal significant deviations
between the solutions obtained on the low-resolution (not presented here) and
the high-resolution grids (except for the intermediate species, such as OH and
NO). Thus, due to resource limitations, the resolution of the applied grids was
concluded to be sufficient for the scope of the present work.

The influence of the ‘temporal discretization’ errors was not analyzed in the
present study. Usually the spatial discretization error effect is larger than the
error arising from the time integration [16]. It could be shown that in case of
fully developed turbulent flows, existing small time and space scales are simply
advected by the most energetic eddies [16]. This argument yields an accuracy
time-scale similar to the Courant–Friedrichs–Lewy (CFL) criterion. Thus, in
all present calculations, the stability condition CFL < 0.4 was employed, which
guaranteed that the actual time step was close to the accuracy time step.

Another important parameter is the error tolerance for chemistry system
integration. This parameter influences the accuracy of the species predictions
and the total computational time for each time step (iteration) as well. In
the present study the absolute tolerance was set to 10−5 and no sensitivity
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study was carried out. However, for the further method development it will be
required to assess the influence of this parameter on the flow predictions both
in terms of accuracy and computational efficiency.

7 Concluding remarks

The Eddy Dissipation Concept with the detailed chemistry approach and the
standard k-ǫ turbulence model (with the standard constants) were applied to
simulate the Sandia flame CHNa and the Sydney flame HM1E. The finite-rate
chemistry effects were described by the FFR and the GRI3.0 mechanisms. The
robust implicit Runge-Kutta method (RADAU5) was used for integrating stiff
ordinary-differential equations to compute the reaction rates. The radiation
heat transfer was treated with the simple P-1 model. Statistically stationary
results were obtained and compared in detail with the available experimental
data. In general, there was good agreement between the present simulations
and measurements for both flames. It is believed that one of the main reasons
for the observed discrepancies between the EDC-based predictions and exper-
imental data for the Sandia flame CHNa was the round-jet anomaly of the
k-ǫ turbulence model. The Sydney flame HM1E was calculated with the k-ω
SST turbulence model as well. However, the predicted results did not reveal
any significant deviations between the standard k-ǫ and the SST model which
could be explained by the SST model implementation in OpenFOAM.

The steady laminar flamelet model was applied to investigate the influence
of the turbulence-chemistry interaction. For this purpose the commercial code
ANSYS FLUENT was utilized. It worth noticing that the same grids were
used and the quite similar numerical methods, boundary conditions and the
sub-models for the turbulence and radiative heat transfer were chosen. The
finite-rate chemistry effects were taken into account using the FFR and GRI3.0
mechanisms. It was found that the most accurate SLF-based predictions for
the Sandia flame CHNa was obtained with the modified constant Cǫ1 = 1.52.
The present results obtained with the SLF-based approach and the default
value of the PDF turbulence Schmidt number Sct = 0.85 were found to be
less accurate than the EDC-based for the Sydney flame HM1E due to the lack
of the turbulence mixing. The calculation with the modified Schmidt number
Sct = 0.4 showed some improvement in the prediction of the composition and
temperature but was not sufficient to match the experimental data well.

Overall, the present results give a good indication on the adequacy and ac-
curacy of the implemented solver in the OpenFOAM toolbox and its readiness
for further combustion application development.
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Abstract A turbulent piloted methane/air diffusion flame (Sandia Flame D)
is calculated using both compressible Reynolds-averaged and large-eddy simu-
lations (RAS and LES, respectively). The Eddy Dissipation Concept (EDC) is
used for the turbulence-chemistry interaction, which assumes that molecular
mixing and the subsequent combustion occur in the ‘fine structures’ (smaller
dissipative eddies, which are close to the Kolmogorov length scales). Assuming
the full turbulence energy cascade, the characteristic length and velocity scales
of the ‘fine structures’ are evaluated using a standard k-ǫ turbulence model for
RAS and a one-equation eddy-viscosity sub-grid scale model for LES. Finite-
rate chemical kinetics are taken into account by treating the ‘fine structures’ as
constant pressure and adiabatic homogeneous reactors (calculated as a system
of ordinary-differential equations (ODEs)) described by a Perfectly Stirred Re-
actor (PSR) concept. A robust implicit Runge-Kutta method (RADAU5) is
used for integrating stiff ODEs to evaluate reaction rates. The radiation heat
transfer is treated by the P1-approximation. The assumed β-PDF approach
is applied to assess the influence of modeling of the turbulence-chemistry in-
teraction. Numerical results are compared with available experimental data.
In general, there is good agreement between present simulations and measure-
ments both for RAS and LES, which gives a good indication on the adequacy
and accuracy of the method and its further application for turbulent combus-
tion simulations.
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1 Introduction

The long-term goal of the present work is to develop a large-eddy simulation
model for high Reynolds number flows of practical interest with further adap-
tation for turbulent combustion modeling. The core numerical method is based
on the OpenFOAM toolbox [57] which was originally developed as a high-end
C++ classes library (Field Operation and Manipulation) for a broad range
of fluid dynamics applications, but quickly became very popular in industrial
engineering as well as in academic research.

Previously, methodical investigations for several plane turbulent bluff-body
flows have been carried out with the goal of validation, verification and under-
standing of the capabilities of the numerical method using the conventional
approach for solution of the steady/unsteady compressible Reynolds-averaged
Navier-Stokes equations (RANS/URANS), which sometimes referred to as
“Reynolds-averaged simulations” (RAS). These results were analyzed in detail
and agreed fairly well with experimental data [35].

Recently, Lilleberg et al.[33] carried out several turbulent combustion cal-
culations of detailed flame experiments such as the Sandia Flames D,E [2] and
a piloted lean lean-premixed jet burner [8], [9]. Lilleberg and his co-workers [33]
used a classical approach for the solution of the steady, compressible Reynolds-
averaged Navier-Stokes (RANS) equations, where the turbulence was treated
via a standard k-ǫ model [31] and adopted several ways to couple chemical ki-
netics with the Eddy Dissipation Concept [40], [10], including fast chemistry,
local extinction and detailed chemistry approaches. As was expected, the de-
tailed chemistry approach showed the best agreement with the measured data
for all cases.

Later, the validation of the method was extended for two benchmark
flames: the Sandia Flame CHNa [3] and the Sydney Bluff-Body Flame HM1E
[7]. Both flames were calculated using the standard k-ǫmodel [31]. The turbulence-
chemistry interaction was treated via EDC with the detailed chemistry [17]
described by the full GRI-3.0 mechanism [4]. In general, there was good agree-
ment between these simulations and measurements for both flames. It is be-
lieved that one of the main reasons for the observed discrepancies between
the predictions and experimental data was the round-jet anomaly of the k-ǫ
turbulence model. Overall, these preliminary results [38] (together with pre-
viously obtained results [32],[33]) give a good indication on the adequacy and
accuracy of the implemented solver and its readiness for further combustion
application development.

In the present study, the method was updated for the combustion LES.
Earlier, the LES technique (with several sub-grid scales models) was validated
against the flows over a circular cylinder at Reynolds numbers Re = 3.9× 103
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[36] and Re = 2× 104 [37]. One of the possible extension of the EDC as a sub-
grid scale combustion model for LES was proposed by Panjwani [44]. Here, its
further development is provided as well as the simulation results of the Sandia
Flame D [2].

Thus, the aim of this work is further validation of the OpenFOAM ca-
pabilities for RAS/LES applications to the combustion flows of engineering
interest. Another scope of this work is to provide high-quality documentation
of the implemented method and its detailed validation.

The paper is divided into four main parts. The first and the second parts
of the paper describe the mathematical and numerical modeling, respectively.
Then, a general description of the test cases is given. Finally, computational
results are presented, results are analyzed and discussed, and conclusions are
drawn.

2 Mathematical modeling

One of the most commonly adopted approach in modeling of turbulent reacting
flows in the context of RANS/URANS is the Eddy Dissipation Concept (EDC).
Initially developed in the 1970s [39], EDC was formulated as a well-established
turbulent combustion closure model in the 1990s - 2000s [40], [17], [10].

2.1 Reynolds-averaged simulations

In the present work we will not provide the details of the EDC in the context
of Reynolds averaging simulations, see, for example, the work by Lilleberg
et al. [33] for the comprehensive model description. It worth noticing only
that in the present study the EDC was coupled with the detailed chemistry
approach. For this purpose, the concept of the Perfect Stirred Reactor [17] was
utilized with the chemical kinetic mechanism GRI-3.0 [4]. The turbulence was
modeled using the standard k-ǫ model [31]. The radiation was treated by the
P1-approximation [6].

2.2 Large-eddy simulations

Here, the extension of EDC in the context of the large-eddy simulation is
provided.

2.3 Governing equations

In present LES, the relevant flow variables are filtered in the physical space
(assuming weighted averaging in a given volume). The filterd variable f̄ (x)
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denotes by overbar is defined as

f̄ (x) =

∫

V

G (x− x∗) f (x∗) dx∗, (1)

where V is the volume of the LES filter and G is a filter kernel. In the present
study a top-hat (or sometimes called ’box’) filter [15], where the filter oper-
ations in each xj direction are identical, is employed. The filter width ∆ is

defined as ∆ = (∆x∆y∆z)
1/3

assuming the filter kernel as

G (x) = G(x1, x2, x3)

{
1/∆ |xi| < ∆i/2, i = 1, 2, 3
0 otherwise

(2)

where (x1, x2, x3) are the spatial coordinates of the location x.
A mass-weighted, Favre filtering is introduced as:

ρ̄f̃ (x) =

∫

V

ρG (x− x∗) f (x∗) dx∗. (3)

The filtered Favre-averaged balance equations of mass, momentum, energy
and species are:

∂ρ̄

∂t
+

∂ρ̄ũj

∂xj
= 0 (4)

∂ρ̄ũi

∂t
+

∂ρ̄ũiũj

∂xj
= − ∂p̄

∂xi
+

∂τ̃ij
∂xj

− ∂

∂xj
(ρ̄ (ũiuj − ũiũj)) (5)

∂ρ̄Ỹs

∂t
+

∂ρ̄Ỹsũj

∂xj
=

∂

∂xj

(
ρ̄Ds

∂Ỹs

∂xj

)
− ∂

∂xj

(
ρ̄
(
ũjYs − ũj Ỹs

))
+ ω̄s (6)

∂ρ̄h̃

∂t
+
∂ρ̄h̃ũj

∂xj
=

∂

∂xj

(
ξhj + uiτij

)
− ∂

∂xj

(
ρ̄
(
ũjh− ũj h̃

))
+
∂p̄

∂t
− ∂

∂xj
(q̄r)+S̄hc

(7)
where f̄ and f̃ denote Favre-filtered quantities instead of ensemble means.
Here, ρ is the density, u is the velocity, p is the pressure, h =

∑
s Ỹs

∫
Cp,s dT̃

represents the enthalpy, T is the temperature, Ys is the species mass fraction,
Ds is the mass diffusion coefficient for species s in a mixture (Ds = D =
2.88 × 10−5 m2/s), ωs is the species reaction rate, qr is the radiative heat

loss, Shc represents the source term due to combustion and ξhj is the filtered
laminar diffusion flux.

S̄hc is modeled according to

S̄hc = −
N∑

s=1

ω̄s

Ms
hθ
f,s , (8)

where hθ
f,s is the species formation enthalpy, Ms is the species molecular

weight.
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Here, Cp,s is calculated as a function of temperature from a set of coeffi-
cients taken from NIST-JANAF thermochemical tables [5].

The subgrid flow physics is concealed in the subgrid stress tensor B =

ρ̄ (ũiuj − ũiũj) and flux vectors bs = ρ̄
(
ũjYs − ũj Ỹs

)
and bh = ρ̄

(
ũjh− ũj h̃

)
.

The subgrid pressure fluctuations and dissipation terms are neglected. More-
over, the subgrid-scales incompressibility hypothesis [13] is used for derivation
of the energy balance equation, assuming low Mach number limit.

It is assumed that the gas mixture behaves as a linear viscous (Newtonian)
fluid, which assumes that ρ̄, p̄ and T̃ are linked by the equation of state
p̄ = ρ̄RT̃ , where R the composition dependent gas constant.

The shear-stress tensor τij is given by

τ̃ij = 2µS̃ij −
2

3
µδijS̃kk = 2µS̃D, (9)

where S̃ij the components of the viscous stress (rate-of-strain) tensor S̃ defined
as,

S̃ij =
1

2

(
∂ũi

∂xj
+

∂ũj

∂xi

)
, (10)

and µ the viscosity, and

S̃D =
1

2

(
∂ũi

∂xj
+

∂ũj

∂xi

)
− 1

3
δij

∂ũi

∂xj
(11)

the deviatoric part of S.
Explicit LES closures can typically be classified as functional or structural

models [50], [13]. Functional models are designed based on the turbulence
energy cascade from large- to small-scales considered for the fully-developed
turbulent flows. The energy drain for the energy cascade is modeled using the
hypothesis of a subgrid viscosity µB [11] resulting in

B =
2

3
ρ̄δij k̃ − 2µBS̃D. (12)

To close these models, the one equation eddy viscosity model [58] is utilized for

which the subgrid viscosity is given by µB = ckρ
√

k̃∆, and the subgrid kinetic
energy k̃ is estimated by solving a separated modeled transport equation of
the form,

∂ρ̄k̃

∂t
+

∂ρ̄k̃ũj

∂xj
= Fp + Fd − Fǫ, (13)

Fp = −B · S̃, (14)

Fd =
∂

∂xj

(
(µB + µ)

∂k̃

∂xj

)
, (15)

Fǫ = cǫ ρ k̃3/2/∆, (16)
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where Fp is production, Fd diffusion and Fǫ dissipation terms, respectively,
and ck, cǫ are model coefficients. It is worth noticing that both models coef-
ficients can be calculated dynamically using two levels of filtering and scale
similarity. However, it was found that the dynamic procedure leads to the
numerical instabilities for the combustion LES with the EDC, and static co-
efficients ck = 0.07 and cǫ = 1.048 [50] were used in the present study.

The subgrid fluxes are modeled according to a simple gradient diffusion
approximation

bs =
µB

Sct,s

(
∂Ỹs

∂xj

)
, (17)

bh =
µB

Prt

(
∂h̃

∂xj

)
, (18)

where Sct,s and Prt are turbulence Schmidt and Prandtl numbers, which were
set to Sct,s = Prt = 0.7.

2.3.1 EDC for turbulent combustion

The Eddy Dissipation Concept is based on the energy cascade model and
assumes that molecular mixing and chemical reactions occur on the smaller
dissipative eddies, which are close to the Kolmogorov length scales and are
termed ‘fine structures’. The characteristic length L∗ and velocity u∗ scales of
the fine structures are of the same order of magnitude as Kolmogorov scales
and can be expressed as

L∗ =
2

3

(
3C3

D2

C2
D1

)1/4(
ν3

ǫ̃

)1/4

, (19)

u∗ =

(
CD2

3C2
D1

)1/4

(νǫ̃)
1/4

, (20)

where CD1 = 0.134 and CD2 = 0.5 [10]. Here, we assume that the full cas-
cade takes place at each numerical cell, and the connection between the fine
structure and the larger eddies is achieved through the cascade. Thus, char-
acteristics of the large eddies such as velocity u′ can be evaluated using the
turbulence model. The turbulence kinetic energy k̃ is found from the the solved
transport equation (Eqn. 13). The dissipation of the subgrid kinetic energy ǫ̃sgs
is expressed as

ǫ̃sgs = cǫ ρ k̃3/2/∆, (21)

where the model constant cǫ = 1.048.
In the model expressed below, different superscripts refer to states inside

fine structures (*), surroundings (◦) and filtered values of the computational
cell (∼).
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The ratio between the mass in the fine structures and the total mass is
postulated as

γ∗ =

(
u∗

u′

)2

=

(
3CD2

4C2
D1

)1/2(
νǫ̃

k̃2

)1/2

(22)

The mass exchange between the fine structures and the surroundings, divided
by the mass of the fine structures, is defined as

ṁ∗ = 2
u∗

L∗ =

(
3

CD2

)1/2(
ǫ̃

ν

)1/2

(23)

The mass exchange between the fine structures and the surroundings, divided
by the total mass, is calculated according to

ṁ = γ∗ṁ∗ (24)

The mass-averaged filtered reaction rate for the s-th specie is given as

−ω̄s =
ρ̄ṁχ

1− γ∗χ

(
Ỹs − Y ∗

s

)
, s = 1, . . . , Ns (25)

and the relationship between the mass-averaged mean state, fine-structure
state and surrounding state is expressed as

Ψ̃ = γ∗χΨ∗ + (1− γ∗χ)Ψ◦ (26)

Here, χ is the reacting fraction of the fine structures, which can depend on
probability of co-existence of the reactants, degree of heating and a limiter to
the reaction due to lack of reactants. In the present study, χ = 1, as suggested
by Gran and Magnussen [17]. The mass fraction Ỹs for species s is calculated
from solving the species mass transport equation for each individual species.
The fine-structure mass fraction Y ∗

s is computed through the detailed chem-
istry approach.

2.3.2 The detailed chemistry approach

Finite-rate chemical kinetics are taken into account by treating the fine struc-
tures as constant pressure and adiabatic homogeneous reactors. Thus, the fine
structures mass fractions values Y ∗

s can be calculated by solving a system of
ODEs describing a Perfectly Stirred Reactor (PSR) [17],

dY ∗
s

dt
=

ω∗
s

ρ∗
+

1

τ∗
(Y ◦

s − Y ∗
s ) , s = 1, . . . , Ns (27)

The reaction rate ω∗
s is evaluated from a chemical kinetics mechanism. Y ◦

s is
the mass fraction of the inflow stream to the reactor. In the present study, it
is assumed adiabatic and isobaric PSRs. Further, it is assumed that the PSRs
are at steady state [17], meaning that the steady-state solution of Eq.27 is
achieved by integrating it in time to steady state.
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It is worth noticing that the residence or mixing time scale τ∗ is evaluated
using the molecular viscosity and the dissipation rate

τ∗ =
1

ṁ∗ (28)

In the present study the chemistry was treated by the single step mecha-
nism:

CH4 + 2O2 = CO2 + 2H2O (29)

with the following rate parameters: A = 9.49×1011 [m, kg, mol, s], β = 0, Ta =
23650 K, nCH4 = 0.7 and nO2 = 0.8. It worth noticing, that applying of more
detailed kinetic schemes such as the GRI3.0 mechanism is still computationally
expensive and was out of scope of the present work.

2.4 The mixture fraction probability density function model

In the present study the mixture fraction, f is defined as [55]

f =
Zi − Zi,ox

Zi,fuel − Zi,ox
, (30)

where Zi is the elemental mass fraction for element i. The subscripts ox and
fuel denote the value at the oxidizer and fuel stream inlets, respectively. Using
the standard assumptions of the equal diffusion coefficients for all species, and
assuming that the considered flow is turbulent, (where turbulent convection
overwhelms molecular diffusion), f is the elemental mass fraction. The Favre-

mean transport equation for f̃ and its variance f̃ ′′2 [29] are

∂

∂t

(
ρ̄f̃
)
+

∂

∂xj

(
ρ̄ũj f̃

)
=

∂

∂xj

(
µt

Sct

∂f̃

∂xj

)
, (31)

∂

∂t

(
ρ̄f̃ ′′2

)
+

∂

∂xj

(
ρ̄ũj f̃

′′2
)
=

∂

∂xj

(
µt

Sct

∂f̃ ′′2

∂xj

)
+ Cgµt

(
∂f̃

∂xj

)2

− Cdρ̄
k̃

ǫ̃
f̃ ′′2,

(32)
where f

′′
= f − f̃ , Sct = 0.85, Cg = 2.86 and Cd = 2.

For the Reynolds-averaged calculations, k̃ and ǫ̃ are retrieved from the
transport equations of the standard k-ǫ model [31].

For the large-eddy simulation, f̃ ′′2 is modeled according to

f̃ ′′2 = CkL
2
s

∣∣∣∣∣
∂f̃

∂xj

∣∣∣∣∣

2

, (33)

where Ls is the mixing length for sub-grid scales and Cv is constant. The
mixing length scale is computed as

Ls =
k̃3/2

ǫ̃
, (34)
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where k̃ is retrieved from the transport Eq. 13 and ǫ̃ is calculated according
to Eq. 21. The constants Ck and Sct are computed by applying the dynamic
procedure proposed by Germano [14]. It worth noticing that both constants ck
and cǫ from Eq. 13 for the assumed β-PDF approach are computed dynamically
as well.

In the present study a chemical equilibrium assumption is used, where re-
actions rates are sufficiently fast for the mixture to be in a state of chemical
equilibrium. With this assumption the equilibrium state of density, tempera-
ture and composition can be obtained by minimizing the free energy [55].

The instantaneous values of mass fractions, density, temperature and en-
thalpy depend on the instantaneous mixture fraction:

φi = φi (f, h) . (35)

For the turbulence-chemistry interaction the assumed-shape probability
density function (PDF) is used. Density weighted scalars are calculated as

φ̃i =

∫ 1

0

p̃ (f)φi df. (36)

In the present study, the PDF’s are specified by tilde as Favre-probability-
density functions. The β-function is used to model p̃ (f).

The non-adiabatic extension for this model is based on the assumption
that the enthalpy fluctuations are independent on the enthalpy level:

φ̃i =

∫ 1

0

p̃
(
f, h̃
)
φi df, (37)

and
p
(
f, h̃
)
= p̃ (f) δ

(
h− h̃

)
, (38)

where δ is the Delta function. Further, Eqs. 37-38 require solution of the model
transport equation for the total enthalpy [22]

∂

∂t

(
ρ̄h̃
)
+

∂

∂xj

(
ρ̄ũj h̃

)
=

∂

∂xj

(
kt
Cp

∂h̃

∂xj

)
− ∂

∂xj
(q̄r) , (39)

where kt is the turbulence thermal conductivity and Cp is the specific heat

capacity. h̃ is defined in the following way:

h̃ =

N∑

s=1

Ỹsh̃s, (40)

where Ỹs is the mass fraction of the species s and

h̃s = h0
s (Tref ) +

∫ T̃

Tref

Cp,s dT (41)

and h0
s (Tref ) is the formation enthalpy of the species s at the reference tem-

perature Tref .
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2.5 Modeling radiation

The radiation is modeled by the P1-approximation, which is the simplest form
of the more generalized P-N method (or spherical harmonics) [6] assuming
that a flame is optically thin. The radiative heat loss q̄r is calculated as

− ∂

∂xj
q̄r = αcG− 4ecσT

4, (42)

where αc is the absorption coefficient (m−1), ec is the emission coefficient
(m−1) and σ is the Stefan-Boltzmann constant. The incident radiation G is
modeled according to

∂

∂xj

(
Γ

∂

∂xj
G

)
− αcG+ 4ecσT

4 = 0, (43)

Γ =
1

3 (αc + σs)
, (44)

where σs is the scattering coefficient (σs = 1 m−1), respectively. The absorp-
tion coefficient and the emission coefficient are calculated using a weighted-
sum-of-gray-gases model (WSGGM) [23] as a function of local concentrations
of CO2 and H2O, path-length and pressure. The emissivity weighting factors
for CO2 and H2O are taken from Smith et al. [53].

3 Brief description of the numerical methodology

The main emphasis of this work was put on the problem of validation of
the Eddy Dissipation Concept implemented in the OpenFOAM (hereafter
OF) toolbox [57]. However, to investigate the influence of the turbulence-
combustion interaction modeling, the assumed β-PDF approach was tested as
well using the ANSYS FLUENT (hereafter AF) technology [1]. It worth notic-
ing, that the same grids were used for both solvers. The standard k-ǫ model
[31] (SKE hereafter) with wall functions and the one-equation eddy-viscosity
SGS model [58] (TKE hereafter) were used for the closure problem for URANS
and LES, respectively. The radiative heat transfer was treated using the P-1
approximation.

3.1 OpenFOAM

The OpenFOAM code [57] was used for the EDC-based simulations. The solver
was developed based on the finite-volume (FVM) method [15] and the the
PISO (pressure implicit with splitting of operators) algorithm [54] for the
pressure-velocity coupling, implemented according to Rhie and Chow type
interpolation for the cell-centered data storage structure [25]. The precondi-
tioned (bi-) conjugate gradient method [20] with incomplete-Cholesky precon-
ditioner (ICCG) by Jacobs [26] was used for solving linear systems with a local
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accuracy of 10−7 for all dependent variables at each time step for RAS, while
a smooth solver (with a Gauss-Seidel smoother) was used for LES.

The numerical method had second-order accuracy in space and time. The
linear-upwind interpolation scheme (the ‘second-order upwind’ scheme [56])
and linear (second-order central differences, CDS-2) interpolation were applied
for convective terms approximation and other spatial derivatives, respectively,
for RAS calculations.

For the large-eddy simulations, the Gamma scheme by Jasak et al. [27] was
applied for the momentum equation convective-term approximations, which is
a bounded form of CDS-2. The blending was controlled by a parameter, γ,
which was set to γ = 0.15. As is common practice for reacting LES [45], [30],
a total variation diminishing (TVD) scheme [19] was used for the scalars to
avoid unphysical overshoots and second law violations.

A second-order implicit Euler method (BDF-2 [15]) was used for time in-
tegration together with the dynamic adjustable time stepping technique to
guarantee a local Courant number less than 0.4 both for RAS and LES.

The calculation of the species reaction rate ω̄s requires the integration of
Eq.27 for each computational cell in the domain. For this purpose, the robust
RADAUS5 algorithm [18] was used. The RADAUS5 algorithm is designed
for the solving stiff ODE systems and applies a 5th order accurate implicit
Runge-Kutta method based on the Radau quadrature formula. The relative
tolerance, absolute tolerance and maximum number of iterations to meet the
target accuracy were set to 5× 10−5, 10−5 and 107, respectively.

3.2 ANSYS FLUENT

Using the factorized FVM [15], the RANS equations were solved with a second-
order accuracy in space and time. The velocity and pressure fields were matched
with a centered computational template based on the SIMPLEC [54] algorithm
within the spirit of Rhie and Chou [49]. The convective terms were represented
according to the Leonard quadratic upwind scheme (QUICK) [56] for RAS,
while the bounded CDS-2 and second-order upwind schemes were used for
LES for the momentum and other scalars, respectively. The linear system of
equations was solved with Gauss–Seidel smoother, which was accelerated by
an algebraic multi-grid (AMG) technique, based on the additive-correction
strategy [24]. LES was carried out using implicit dual-stepping technique with
the fixed time step of 10−5s.

3.3 High performance computing

OpenFOAM is the massive parallel open source C++ classes library based on
message-passing interface (MPI). The most of the present calculations were
carried out using Vilje HPC facility (www.notur.no). RAS calculations were
carried out using 32 cores in parallel, while LES simulations were performed
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using 80 cores. In general, it was required approximately 2 weeks for RAS and
3− 4 weeks for LES to achieve statistically converged solutions.

4 Test case description

4.1 Experimental setup

The Flame D from the Sandia/TNF workshop is a piloted methane-air diffu-
sion flame [2]. The central main jet consisted of a methane-air mixture (with
25% by volume of CH4) corresponding to an equivalence ratio of 3.174. This
is above the upper flammability limit of methane so combustion is still con-
trolled by mixing. It was surrounded by a pilot flame and a slow coflow of air
outside. The bulk velocities of the main jet, pilot and coflow were U∞ = 49.6
m/s, Up = 11.4 m/s and Uc = 0.9 m/s, respectively. The main jet nozzle had
an inner diameter (d) of 7.2× 10−3 m, which resulted in a jet Reynolds num-
ber, Rej = U∞d/ν = 2.24 × 104, where ν is the main jet kinematic viscosity,
ν = 1.58 × 10−5m2/s. Flame D exhibited local extinction to a limited degree
[2]. The pilot flame was burning a mixture of C2H2, H2, air, CO2, and N2

with an enthalpy and equilibrium composition that is equivalent to a mixture
of methane and air at an equivalence ratio of φ = 0.77. The pilot annulus inner
and outer diameters were 7.7× 10−3 m and 18.2× 10−3 m, respectively. The
experimental data was documented in detail by Barlow and Frank [2].

4.2 RAS grids and boundary conditions

Some details of the RAS computational domain are shown in Fig. 1. The axial
and radial dimensions of the computational domain after the burner exit were
set to 76.5 × d and 20.83 × d, respectively. The EDC-based simulations were
carried out for two grids. The coarse grid had 110 and 40 cells along the axial
and radial directions, respectively. The jet pipe was resolved with 4 cells, and
the pilot was resolved with 5 cells, in the radial direction. The length of the
pre-inlet fuel and pilot pipes were approximately 15×d. The second mesh was
designed just by a subsequent grid refinement by factor 2 in both radial and
axial direction. Details of the fine grid are presented in Fig. 1.

In general, the differences between EDC-based results obtained on these
grids were insignificant for the mean velocities, temperature and main species
such as O2, N2, CO2, H2O and H2. However, for the intermediate species
such as CO, OH and NO, high-resolution grid provides more accurate results.
Therefore, all present EDC-based and β-PDF-based results discussed below
were obtained using the high-resolution grid (termed hereafter RAS-A2). Fur-
ther grid refinement was not carried out due to resource limitations.

The problem was solved assuming symmetry about the centerline. The
computational domain was designed as a sector of 5o with imposed periodic
boundary conditions and included pre-inlet pipes for the fuel-jet and pilot in
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Fig. 1 General view of the computational domain (a) and details of the grid near the inlet
(b) for the Sandia Flame D. x and r are the domain coordinates in axial and radial direction

order to obtain fully-developed turbulent velocity profiles. Uniform velocity
profiles were specified for the jet, pilot and co-flow. All radial and circum-
ferential velocity components were set to be zero. The inflow temperatures
were set based on the experimental settings. The exit pressure was specified
to 105 Pa at the outlet, and zero-gradient pressure was imposed at the inlet
boundaries. A non-slipping condition for velocity was applied for all walls.
Wall-functions were set for k and ǫ. The temperature at the walls was calcu-
lated according to the zero gradient boundary condition. The fuel jet, pilot
and co-flow compositions were specified in terms of the species mass fractions
calculated from the experimental data. Marshak’s boundary conditions [41],
based on solutions of Legendre polynomials of odd order, were adopted for
radiative heat flux calculations.
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4.3 LES grids and boundary conditions

Two grids (termed hereafter LES-A1 and LES-A2) were used in this study for
LES. The axial and radial dimensions of the computational domain for the A1
grid (Fig. 2) were set to 139× d and 20.83× d, respectively. The resolution of
the A1 grid was 240×60×90 in the axial, radial and circumferential directions
with the grid clustering applied to the jet and pilot with the purpose to resolve
the strong gradients that arise near the inlet. Both, the jet pipe and the pilot
were resolved with 18 cells in the radial direction. LES-A1 mesh was designed
without any pre-inlets.

Fig. 2 Details of the LES-A1 grid: general scheme (a), description of the grid in x− y (b)
and y − z (d) planes and zoom of the grid in x− y (c) and y − z (e) planes for the Sandia
Flame D. x, y and z are the domain coordinates in stream-wise, transverse and span-wise
directions, θ ans r are the circumferential and radial coordinates, respectively

The A2 grid (Fig. 3) was designed with the purpose to investigate the
effect of the inlet boundary conditions. The axial and radial dimensions of the
computational domain for the A2 grid were set to 72.5×d and 20.83×d with the
subsequent resolution of 460× 80× 80 in the axial, radial and circumferential
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directions. The pre-inlet section of the grid for the jet, pilot and co-flow (Fig.
2c) had the axial length of 8.05 × d with the uniform axial spacing with 120
cells. The jet pipe, the pilot and co-flow were resolved with 20, 20 and 40 cells
in the radial direction, respectively. The grid clustering was applied in radial
direction to resolve strong shear layers between jet, pilot and co-flow.

Fig. 3 Details of the LES-A2 grid: description of the grid in x− y (a) and y− z (c) planes
and zoom of the grid in x− y (b) and y − z (d) planes for the Sandia Flame D

5 Results and discussion

5.1 Present predictions

All simulated cases are listed in Table 1 (where the following abbreviations
are used: C – code OF or AF, TM – turbulence model (SKE or TKE), TCM
– turbulence-chemistry interaction model (EDC or β-PDF), CH – chemistry
mechanism, R – radiation sub-model, M – mesh).

Time-averaged results from the simulations are discussed and compared
with the experimental data by Schneider et al. [51], who performed LDV veloc-
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Table 1 Run matrix

Run C TM TCM CH R M
ke-EDC-GLB OF SKE EDC Single Step P1 RAS-A2
ke-EDC-GRI3 OF SKE EDC GRI3.0 P1 RAS-A2
ke-β-PDF AF SKE β-PDF – P1 RAS-A2
A1-LES-EDC-GLB OF TKE EDC Single Step P1 LES-A1
A2-LES-EDC-GLB OF TKE EDC Single Step P1 LES-A2
A1-LES-β-PDF AF TKE β-PDF – P1 LES-A1

ity measurements, and Barlow and Frank [2], who measured the temperature
and the concentrations of chemical species. The averages have been obtained
from the computational results by sampling over two flow-through times for
RAS and 10 − 15 flow-through times for LES, where the flow-through time
is defined as the ratio between the axial length of the computational domain
to the jet bulk velocity. Hereafter, the time-averaging operator is denoted by
〈〉. The tilde mark denoting Favre-averaging (or filtered Favre-averaging) is
omitted for the simplicity.

5.2 RAS results

Fig. 4 displays axial and radial distributions of the mean axial velocities. In
general, good agreement between predictions and experimental data could
be observed. One can see, that the present results under-estimated to some
extent the jet velocity along the central axis. The divergence between the
β-PDF approach and the measured data was more significant and could be
possibly explained by the compressibility effects. Hewson and Kerstein [21]
carried out a detailed investigation of such phenomena and suggested that
the dilatation of the flow was a possible explanation for these discrepancies.
According to Hewson and Kerstein [21] dilatation pushes the fluid downstream
leading to higher mixture fractions on the axis and affecting the dissipation
rate. Agreement between calculations and measurement along the centerline as
well as between radial profiles at x/d = 7.5 was very satisfactory. At x/d = 30
and x/d = 45 the calculated velocities were slightly lower (especially for the
assumed β-PDF approach) compared to the experimental data which indicated
that the decay of the jet was under-estimated and can be explained by using
the standard k-ǫ model with a not-corrected Cǫ1 constant [47],[42].

A comparison of the predicted flame temperatures is displayed in Fig. 5.
Scalar data are presented in Fig. 6. Along the central axis, the peak mean
temperature agreed well with the experimental data. The maximum peak
temperatures obtained by all runs 〈Tp〉 = 1955 − 1960 K matched well the
measured peak temperature 〈Tp〉 = 1945 K. One can observe a small shift
between predicted and measured peak locations approximately of 6 × d for
the β-PDF approach which can be explained by the dilatation effect [21]. The
worst prediction was obtained by the EDC-based approach where the single-
step chemistry was used.
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The calculated mean species 〈YO2〉, 〈YN2〉, 〈YH2〉, 〈YH2O〉, 〈YCO2〉, 〈YCO〉
and 〈YCH4〉 by the EDC-based approach with the GRI3.0 chemistry had the
similar behavior as the mean temperature and reasonably agreed with the
experimental data. Strong deviations were observed only for 〈YOH〉, 〈YNO〉
which showed only the correct trends.

The production of NO is highly dependent on temperature. Thus, one of
the possible reasons for such discrepancies may be the incorrect treatment of
radiation which can have a significant effect on the predicted NO levels [12].
In the present study an optically thin assumption was used for the treatment
of the radiative losses. Frank et al. [12] showed that the optically thin radia-
tion sub-model did not accurately predict the radiant fraction for this flame
which reflects the complexity of the NO formation process. Based on spectral
characteristics of the radiant emission and transmittance, they found that an
optically thin assumption was inappropriate for partially premixed CH4/air
jet flames. Thus, it will be interesting in future work to calculate this flame
with another radiation sub-model.

Prediction of OH in any combustion simulation is particularly challenging
due to the strong nonlinearity of the species evolution [48]. The level of agree-
ment displayed by OH was reasonable good, however the calculated maximum
mass fraction was over-predicted significantly compared with the respected
measured data.

In general, the predictions of the flame was in good agreement with the
reported measurements. It should also be noted that the choice of the detailed
chemical reaction mechanism affects the prediction of the peak values and
peak positions of the scalars, especially minor species, such as CO, OH an NO
[33]. In this study, the full GRI-Mech 3.0 mechanism [4] was used. Choosing
another chemical kinetic mechanism with the same level of detail would have
given slightly different predictions but minor differences for the major species
and the temperature [59].
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Fig. 4 Comparison of predicted and measured mean axial velocity along the axis (a) and
at x/d = 7.5 (b), x/d = 30 (c) and x/d = 45 (d) for the Sandia Flame D
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Fig. 5 Iso-contours of mean temperature (K) for the Sandia Flame D: ke-EDC-GLB (a),
ke-EDC-GRI3 (b) and ke-β-PDF (c)
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Fig. 6 Influence of the turbulence-chemistry interaction model for the Sandia Flame D:
mean temperature and mean composition profiles along the axis
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5.3 LES results

Fig. 7a,b shows instantaneous temperature fields of the computed flow. Fig.
7c gives an overview of the local coherent structures visualized by means of
λ2 (defined according to Jeong and Hussain [28]) at the same instance. It is
interesting to note that close to the nozzle, the region around the reaction
zone was dominated by the molecular diffusion and hardly showed turbulent
motion and might be regarded as being laminar [45]. This phenomena has
been found in many experiments and can be explained by the fact that fuels
with Lewis numbers different from unity were sources of strong differential
diffusion effects, which could survive even far downstream of the transition to
turbulence [45],[46]. Further downstream, the formation of large-scale coherent
structures took place due to the growth of perturbations. The iso-surface of
λ2 identified the vortex cores that originate from the roll-up of the shear layer
between jet flow and pilot and between pilot and co-flow which are convected
further downstream by the mean flow.

Figs. 8-9 compare one-dimensional Fourier energy spectra and one-dimensional
wavelet energy spectra (illustrates the time-frequency evolution of the scalo-
gram) extracted from the run A2-LES-EDC-GLB at downstream locations
(x/d = 10 and x/d = 20) on the centerline of the wake. The spectral analysis
was done in the same manner as in our previous work [37]. One can see that
the flow near the axial location x/d = 10 was mostly laminar and became
turbulent further downstream (x/d = 20). The inertial subrange was repro-
duced clearly for a large spectral range, assuming that sub-grid modeling was
not over-dissipative and the flow was fully turbulent at x/d = 20. Moreover,
the spectra were also consistent with the presence of small scales that can be
observed clearly at the scalogram displayed in Fig. 9.

The mean axial velocity and its root-mean-square (RMS) values along the
centerline are displayed in Fig. 10. All runs were in reasonable agreement
with the experimental data, although the RMS values obtained by the EDC-
based approach seem to be under-predicted in the core region of the jet where
combustion takes place. However, such discrepancies could be explained by the
the nature of the applied inlet boundary condition, insufficient grid resolution
and the effects of the applied TVD schemes leading to the limited resolution
of the finest scales.

A strange peak in the mean axial velocity distribution obtained by A2-LES-
EDC-GLB was observed in Fig. 10a located somewhere between 20 × d and
30× d. This unphysical behavior, probably, could be explained by the design
of the A2 grid. Indeed, the A2 grid had the uniform cell distribution along
the axis up to x/d ∼ 10 whereupon the sudden grid expansion (coarsening)
started. It is well known that spurious solution oscillations could be observed
quite often while numerical approximation of compressible flow equations on
non-uniform grids [37].

The calculated mean temperature and mean mass fractions of O2, N2, CH4,
CO2 and H2O and their RMS values along the centerline are shown in Figs. 11-
12. In general all profiles agreed reasonably with the experimental data. The
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mean temperature profiles collapsed well with the experimental data for all
runs. However, it seems that transition to the turbulence was slightly delayed
by A2-LES-EDC-GLB and A1-LES-β-PDF. The predicted fluctuations of the
temperature matched reasonably the experimental data. One can observe some
discrepancies between predicted and measured values of the temperature RMS
around the first peak (approximately at x/d = 30) caused mainly due to
sudden heat release and expansion of the gases near the nozzle which leads to
the production of momentum and turbulence kinetic energy.

Agreement between simulations and measured data for the RMS values of
N2, O2, CH4 and H2O was reasonable. Behavior of these species have the same
trend as for the temperature. The profiles of the RMS values for composition
along the axis replicated the behavior of the temperature RMS. The mean
mass fraction of CO2 was slightly over-predicted by both runs.

Fig. 13 shows scatter plots of the temperature as a function of mixture
fraction by the experiment and the assumed β-PDF approach at three axial
distances. The experimental conditional mean of the temperature is shown in
Fig. 13 as well. Overall, the agreement between calculations and the experi-
ment was good. One can observe that the maximum temperature at x/d = 7.5
was under-predicted by approximately 200 K. The match between the pre-
dicted and conditional mean temperatures was good up to 〈f〉 = 0.5 and
〈f〉 = 0.3 at x/d = 30 and x/d = 45, respectively. It is interesting to note that
the deviations between the LES-based and the URANS-based results for the
β-PDF approach were minimum.

Fig. 7 Instantaneous iso-surfaces of temperature (K) obtained by A1-LES-β-PDF (a), A1-
LES-EDC-GLB (b) and λ2 visualization (colored by temperature) by A1-LES-EDC-GLB
(c) for the Sandia Flame D
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Fig. 8 Fourier power spectra (WPD) and wavelet coefficient energy (CWT) with its asso-
ciated scalogram of the axial velocity at x/d = 10 obtained by A2-LES-EDC-GLB for the
Sandia Flame D

Fig. 9 Fourier power spectra (WPD) and wavelet coefficient energy (CWT) with its asso-
ciated scalogram of the axial velocity at x/d = 20 obtained by A2-LES-EDC-GLB for the
Sandia Flame D
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Fig. 11 Mean temperature and composition along the axis for the Sandia Flame D



24 Dmitry A. Lysenko et al.

0 10 20 30 40 50 60 70 80
0

200

400

600

<
T
>

,
[K

]

x/d

Exp

A1−LES−EDC−GLB

A2−LES−EDC−GLB

A1−LES−β−PDF

0 10 20 30 40 50 60 70 80
0

0.02

0.04

0.06

0.08

<
Y

O
2
>

,

x/d

Exp

A1−LES−EDC−GLB

A2−LES−EDC−GLB

A1−LES−β−PDF

0 10 20 30 40 50 60 70 80

0.005

0.01

0.015

0.02

0.025

0.03

0.035

<
Y

N
2
>

,

x/d

Exp

A1−LES−EDC−GLB

A2−LES−EDC−GLB

A1−LES−β−PDF

0 10 20 30 40 50 60 70 80
0

0.01

0.02

0.03

0.04

0.05

<
Y

H
2

O
>

,
x/d

Exp

A1−LES−EDC−GLB

A2−LES−EDC−GLB

A1−LES−β−PDF

0 10 20 30 40 50 60 70 80
0

0.01

0.02

0.03

0.04

0.05

0.06

<
Y

C
H

4
>

,

x/d

Exp

A1−LES−EDC−GLB

A2−LES−EDC−GLB

A1−LES−β−PDF

0 10 20 30 40 50 60 70 80
0

0.01

0.02

0.03

0.04

0.05

0.06

<
Y

C
O

2
>

,

x/d

Exp

A1−LES−EDC−GLB

A2−LES−EDC−GLB

A1−LES−β−PDF

Fig. 12 Fluctuations of mean temperature and composition along the axis for the Sandia
Flame D

Fig. 13 Scatter plots of temperature versus mixture fraction at three axial locations x/d =
7.5 (a), x/d = 30 (b) and x/d = 45 (c) for the Sandia Flame D
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6 Concluding remarks

The Eddy Dissipation Concept, which has been successfully used in RANS/URANS
calculations of turbulent flames has been formulated as a combustion model for
the large-eddy simulations and implemented in the OpenFOAM toolbox. The
model has been applied both for RAS and LES of the turbulent methane/air
combustion for the Sandia flame D. The assumed β-PDF approach was used as
well to check the influence of modeling of the turbulence-chemistry interaction.
The EDC-based and the β-PDF-based results were compared to the experi-
mental data. It is important, that the present results were obtained without
any adjustment or calibration of the model constants and agreement was quite
reasonable for all quantities for both RAS and LES predictions. The remain-
ing differences have been discussed. It is believed that one of the main reasons
for the observed discrepancies between the RAS predictions and experimental
data was the round-jet anomaly of the standard k-ǫ turbulence model. The
lack of the grid resolution and the insufficient inlet boundary conditions can
be considered as the main limitations for the present LES.
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