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Sammendrag

I konvensjonell design av seilb̊ater er krengemomentet fra rigide koblinger
mellom foiler i luft og vann en begrensing p̊a maksimal hastighet. Ved
å eliminere skroget vil drag som resultat av v̊at overflate reduseres betydelig
og øke den potensiale makshastigheten for seilefartøyet. Dagens ROV-er
er begrenset av sin avhengighet til et forelderskip gjennom tilkoblingen i
kommunikasjons- og kraftlederen. AUV-er er begrenset av kapasitet for la-
gring av energi ombord. Vind er en lett tilgjengelig energikilde til sjøs, noe
som har blitt utnyttet av seilere i lang tid. Ved å utnytte denne energien kan
et marint fartøy øke operasjonsomr̊adet sammenliknet med konvensjonelle
fartøy. Dette kan gjøres gjennom å utvikle et system av foiler beregnet for
seiling, ved siden av et energihøstingsystem som kan sørge for ytelse under
vindstille perioder. Høyden over vannet i banen til en drage kan utnyttes
til kommunikasjon over lengre avstander, samt effektiv høsting av energi.
Aerofoiler designet for høy ytelse har ustabil dynamikk og introduserer ulike
utfordringer for utvikling av kontrollsystem. Ved å neglisjere høyere ordens
aerodynamikk kan en forenklet modell utvikles. Kombinert med empirisk
data kan dette benyttes til å studere forskjellige metoder for design av kon-
trollsystem for et vindkraftdrevet marint fartøy der en drage blir brukt til
framdrift. En paravane kan reflektere kreftene fra en drage i vannet med
minimal drag, og dermed åpne for et fartøy som kan seile i høy hastighet. Et
slikt fartøy kan være med p̊a å utvide eller kombinere eksisterende arbeid-
somr̊ader for dagens ROV-er og AUV-er.

En PID-kontroller vil ikke klare å kontrollere en drage n̊ar støy er in-
trodusert i vindmodellen. Forskjellige optimeringstilnærminger, som MPC
og thrustallokeringsteori bør vurderes i fremtidig desing av kontrollsystem
for drager. Thrustallokeringstilnærming kan være ikke-eksisterende til tider,
spesielt i kritiske øyeblikk i dragens respons. Løsningen for en lineariser-
ingstilnærming med tilbakekobling er ikke triviell, ettersom kontrollinputen
er koblet for en parawing. Feil akkumuleres hurtig. N̊ar approksimasjoner er
benyttet, vil kontroll p̊a feildynamikken etter lineariseringen bli unøyaktig.
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Abstract

Remotely operated or autonomous vehicles can carry out many measuring
and monitoring tasks more cheaply than crewed vehicles, but due to their
smaller sizes, they may lack endurance. One solution is to extract energy
from the environment. Wind-powered vessels can extract a lot of energy
quite efficiently, but mostly suffer from slow speed. A limiting factor is that
the normal arrangement of foils in the air and the water generates a turning
moment, which must be countered by a righting moment that is related to
size. Resistance to wave-induced capsize depends on rotational inertia, also
dependent on size. Small and cheap vehicles of conventional design are vul-
nerable.

This limitation is removed if force vectors from air and water foils can
be aligned without a turning moment. [1] and [2] proposed that either a
paraglider or an airship could serve as sail, and a paravane as the foil in the
water. The high vantage point of the aerial element would further be useful
for monitoring, for spotting other vessels, whether for collision avoidance or
for spotting vessels fishing in marine sanctuaries, and for returning a radar
echo that stays well clear of the clutter generated by a seaway. The speed of
the vessel is not limited by stability, but only by how reliably the paravane
remains hooked into the water, by structural integrity, and eventually by
cavitation.

The aerodynamics of kites are highly non-linear in nature and move in a
quarter spherical plane. These notions are exploited by experienced kite
surfers in order to maximize thrust in the direction of travel. A control
system with the same properties applied on a kite of appropriate size and
aspect ratio can provide a significant propulsive force in an autonomous ma-
rine application. In combination with other energy harvesting system the
operational workspace can be expanded compared to ROV’s and AUV’s of
today.

ii



Summary

In conventional sailboat design, the heeling momentum introduced by the
rigid connection of foils in air and water is a limitation on the maximum ve-
locity. By removing the hull all together, wetted surface induced drag can be
removed and increase the theoretical maximum velocity of a sailboat. Today
ROV’s are limited by their attachment to a parent ship through the umbil-
ical. AUV’s have operational limits due to energy storage capacity. Wind
is a readably available energy source and is exploited in traditional sailing.
By exploiting the wind energy a marine vehicle can increase the operational
space compared to conventional vehicles. This can be done by incorporat-
ing foils for sailing and an energy harvesting system to increase no wind
performance. The high vantage point of kites can improve communication
and energy harvesting capabilities. Efficient aerofoils have unstable flight
dynamics and high frequency response, and introduce several challenges for
a control system. By neglecting higher order dynamics, a simplified model
in combination with experimental data can be used to investigate different
approaches in control system design regarding a wind powered marine vehi-
cle application where a kite is utilized for propulsion. A paravane can reflect
the kite forces in the water with minimum drag and opts for a high speed
sailing vehicle that can expand or combine the existing workspace covered
by ROV’s and AUV’s today.

A PID-controller will not be able to control a kite when a random walk pro-
cess is introduced on the ambient wind. Different optimization approaches,
such as MPC using NLP algorithms and thrust allocation theory, should
be considered in future work regarding design of a control system for kites.
However, the solution in a thrust allocation approach may not always exist,
and specially at critical points in the system response. A feedback lineariza-
tion approach may not be trivial to apply, as the control inputs are coupled
for a parawing kite. Errors accumulate quickly, and when approximations
are involved, control on the error dynamics based on the residual from the
linearization may be insufficient.
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Preface

This master thesis was written during the spring of 2015 as part of the master
program at the department of Marine Technology at the Norwegian Univer-
sity of Science and Technology (NTNU), Trondheim, Norway. The thesis is
edited as a technical report.
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Chapter 1

Introduction

Throughout history sailing has been central in the development of civiliza-
tions, from explorations and adventure to trade and warfare. Norwegian
Thor Heyerdahl proved that the early human mastered the art of sailing
before inventing the wheel nor the saddle, through his Kon-Tiki missions.
Christopher Columbus discovered America by accident trying to find a west-
erly trade route to India.

According to [3] the energy demand will increase by 35 % in from 2014
to 2040, which could have more than doubled without advancements in ef-
ficiency. Oil will remain the preferred fuel for transportation purposes, and
natural gas is emerging as growing choice of fuel. The growing population
combined with an increase in burning of fossil fuels, with emissions following,
raises a challenge to public health and environment. Estimations suggests
the world oil reserve will last for another 53 years [4] and thus the need
for alternative energy sources is imminent. Wind power is readily available
and has been exploited in transportation by humans in at least the last two
millennia.

To one who has turned lifeless materials into a thing alive and
forced it to do his bidding against the resisting forces of nature, in
silence, without fuel, and without defiling air or water, there can
never be anything more wonderful than the sailboat. To one who
has not had the experience, no telling of it can touch him. The
sailboat never offends the senses of fish, fowl or man; to make it
move faster is to make it yet more a thing of freedom and beauty.

- [2]
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1.1 Motivation

ROV’s and AUV’s are performing a variety of tasks today. Mapping and
monitoring of marine resources and environment for governance and deci-
sion making, and oil and gas in deep water conditions are examples of such
tasks. As technology advances the operation complexity is allowed to in-
crease. ROV’s are typically deployed and operated from floating platforms,
such as ships and have a depth range of 0−6000 [m] according to [5]. ROV’s
have the ability to report high resolution data for a targeted area, and an um-
bilical attachment provides unlimited electrical power and high bandwidth
communication. They have a limited spatial range, usually less than 1 [km]
and a coverage area less than 100 [m2]. Surface vehicles will have the ability
to expand the workspace by wireless communication. Operations of an ROV
attached by an umbilical are expensive due to the day rates of parent ships
and operators, technicians and supervisors. The operation window is limited
by weather, seeway and currents resulting in reduced availability. Increased
autonomy and fault-tolerant control is a challenge and an area of research.

AUV’s are mostly used in mapping and monitoring in marine applications
today, and have a relative high survey area coverage over time compared to
an ROV. The spatial resolution data is relatively high considering detailed
seafloor and water column mapping. An AUV is less dependent on a parent
ship during operations, which enables cost savings. Advancements in tech-
nology and science opens for the potential to take advantage of autonomy in
operation planning and handling of unexpected events, resulting in smarter
and more efficient operations. In an event of a critical system failure, there
is a risk of total loss of data and vehicle, and the workspace is limited by the
on board power supply. The possibility of collision with marine traffic and
flotsam are possible operational limits as well. Some challenges and areas of
research in developing AUV’s are identified to be collision avoidance, real-
time data processing, planning, inertial navigation systems, power supply,
communication, payload capacity and operations in shallow water and Arc-
tic areas. According to [5] AUV’s can improve autonomy and implement the
use of automatic docking stations in the future. Development of hybrid ve-
hicles able to switch between AUV and ROV mode may become a possibility.

Traditional western sailing vessels are based on a displacement hull design
and their maximum velocity is thus limited by the length of the waterline,
making them slow. Even though the sailing sport has evolved and success-
fully beat speed records, they are only making incremental advances accord-
ing to [2]. There should be a theoretical possibility to sail multiple times
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faster than the ambient wind, based on lift-to-drag-ratio considerations, and
a step-function advance in speed could be made. Iceboats sail up to perhaps
four times the ambient wind speed, without brinkmanship.

The implementation of an on-board energy harvesting system could poten-
tially expand the operation workspace for future autonomous marine vehicles.
Wind power is readily available, and could be exploited in such applications.
The idea of a high speed sailing autonomous marine surface vehicle can be
market inspiring and part of the future in marine robotics.

1.1.1 Challenges of conventional sailboats

A conventional sailboat has a configuration of rigid connected hydrofoils and
aerofoils where a hull acts as a float and the connecting link between the
forces exerted by air and water. Seen in figure 1.1 a sketch of a close-hauled
sailboat demonstrates the resulting forces experienced by the system. When
the boat is sailed properly, the force resultant from aero and hydrofoils pro-
vides a forward momentum, and the boat accelerates until the drag on the
hull equals the forward momentum and the boats maximum speed is reached.
The illustration indicates a turning momentum from the sails that has to be
countered by the keel. The main force contribution in this system is in the
transverse direction and the associated momentum in roll. The righting mo-
ment has to be based on a suspended weight in such a configuration. Thus
the force relations can be established and a the maximum load capacity and
associated velocity can be identified. The heeling moment in such a con-
figuration is traditionally exerted either by the crew shifting its weight, or
by a high density bulb on the keel. The increased weight introduced by a
bulb configuration results in an increase in the volume of the hull, in order
to maintain the sailboats ability to remain afloat. An increased hull vol-
ume increases the wetted surface induced drag, associated with a decrease in
maximal velocity.

3



Figure 1.1: Conventional sailboat, image taken from www.boatdesign.net

1.2 Previous work

Several people have been intrigued with the idea of improving the perfor-
mance of sailboats. The study of limitations on conventional sailboat design
has been a main focus of their work. They have come to different designs, de-
creasing and ultimately removing the limitations introduced in section 1.1.1.

Bernhard Smith (1910-2010) was an American rocket scientist and sail-
boat designer. His work includes the first launch of a liquid-propellant rocket
in America and research in naval surface weaponry. His book Sailoons and
Fliptackets covers his ideas of the ultimate high speed sailboat, which com-
pletely defies traditional design, according to [2]. Some of his ideas on im-
proving sailboat design was to offset the foils in water and air laterally and
inclining them to line up the resulting forces, in order to decrease and ulti-
mately remove heeling moment. His designs need a lot of structure to connect
the foils rigidly, because the foils need to be separated by a relatively long
distance. The Sailrocket project serves as a good example of these challenges.

Didier Costes independently invented the ”Chien de Mer”, or a hapa,
and is known as a developer of the hapa and complementary kite rigs for
heelfree sailing. Kites solve the structural problem seen in Smiths ideas, be-
cause they only need light weight tensile connections in order to separate the
foils to line up the forces, and removing the heeling moment. The Cglider
project of Cylvian Claudel is currently doing progress in developing Costes
ideas and successfully experimented with a mass-less hydrofoil and kite setup.
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If the boat is light weight compared to the resulting vertical forces ex-
erted by a kite, the system risks getting pulled out of the water and become
airborne. For an autonomous system, this might result in a system failure.
Hagedoorn turned that vice into a virtue by removing the hull and letting the
hydrofoil counteract the vertical force, in order to remain submerged. Pro-
fessor J.G. Hagedoorns paper of 1971 was remarkable due to the fact that
his idea eliminated the hull completely. His analysis started by reviewing the
conventional sailboat configuration and proceeded by removing the keel from
the hull and replacing it on an outrigger to windward, making it much more
efficient in its traditional role, as well as increasing stability by countering
the heeling moment from the sail. In the next step he removed the rigid
coupling from the main hull to the outrigger foil all together, and replaced it
by the hapa connected to the main hull by cables. The hapa can most easily
be understood as a underwater kite. By eliminating the hull the resulting
drag can be greatly reduced and stability can be improved. Paul Ashford
has applied the hapa concept on a cruising boat, and his concept of dynamic
incident control is said to be crucial for the development of high speed hapas.

According to [6], Robert Biegler performed experiments with the Wipika
kite and an inflatable catamaran. Reportedly, the Wipika kite has more sta-
ble flight dynamics compared to that of a kite designed for kite surfing.

The Amateur Yacht Research Society (AYRS) is a UK registered Edu-
cational Charity dedicated to improve yachting. Its members range from
professional yacht designers to eccentrics with ideas that they cannot make
work. They claim to have produced the ideas for the modern sailing multi-
hulls, self-steering gear, sailboards, sailing hydrofoils, the World Speed Sail-
ing Record system etc. according to [7].

SkySail is a german based company that has developed a kite propulsion
system for the shipping industry. The system involves a launch and recovery
phase, as well as a dynamic flight control. The dynamic flight control system
is maximizing the energy output by exploiting the local acceleration and
increase apparent wind over the kite by flying in eight-number shaped paths,
according to [8].
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Figure 1.2: SkySails: Image rights SkySails GmbH

The pumping kite power system in [9] utilises the same principle as Sky-
Sail in maximizing energy output. On the contrary this system the kite is
unrolling a cable hooked to a electric energy converter. When the cable spool
is fully unrolled, the kite is set to the neutral position where lift is minimized,
and the cable spool is re-rolled. This system has been tested in heights above
900[m] of unrolled cable. Experimental results reported a cycle efficiency of
62.20% and a average power output of 3726.40[W ] using a 10[m2] Hydra-kite.

Saildrone is a US based team of engineers and technicians who have de-
veloped a fully autonomous sailing drone. The sailing vessel incorporates a
rigid wing sail and the hull is of a trimaran design with stabilizing outriggers.
The wing is controlled by a tail and reports ultra-efficient aero and hydro
dynamics according to [10].

Figure 1.3: Saildrone: Image
rights [10]

• Length: 19 ft

• Width: 7 ft

• Height: 20 ft

• Draft 6 ft

• Average speed: 3-5 knots

• Maximum speed: 14 knots

• Payload capacity: 200 lbs

• Payload power supply: 5-10 W

• Deployment duration: 6-8 monts

Dipl. Phys. Moritz Mathias Diehl’s PhD. thesis in real-time optimization
for large scale nonlinear processes covers basic dynamics for roll-angle con-
trolled kites and applied model predictive control (MPC) where steady state
aerodynamics are assumed. His PhD thesis is cited in several projects, such
as [8] and [11].
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1.3 Main contributions

The main contributions of this thesis is a concept study of dynamics and
control strategies of a multi panel soft fabric parawing kite. A literature study
of existing concepts relevant in the study of the concept of a wind powered
marine vehicle, where applications of harvesting of wind power for propulsion
is central has been performed. A field study where experimental testing where
identifying challenges regarding control system design and development of a
conceptual wind powered marine vehicle was carried out.

1.3.1 The literature search process

The literature search was conducted by using the Oria search engine found
at www.oria.no. When the Oria search engine is accessed from NTNU’s
intranet the user is able to perform specialized searches in the NTNU library
resources spanning books, articles, journals, music, films, electronic resources
and more. The information gathering process was interesting work and an
important part regarding this thesis.

1.4 Organization of the thesis

First, the thesis establish its motivation and investigates relevant previous
work. Then it proceeds in building a concept evaluation foundation for the
evaluation of the following presentation of different existing concepts and
ideas regarding the development of a wind powered marine vehicle. There-
after a conceptual mathematical model of a parawing kite is established in
order to carry out simulations. The simulations of the conceptual system is
presented and then discussed. A field study regarding the chosen concept
of study was carried out and described. Based on the findings within this
thesis, it concludes with a suggestion for further work.

7
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Chapter 2

Concept evaluation foundation

This section aims to build a foundation for evaluation of different concepts,
that are relevant to the goals of this thesis. The criteria set are based on
conversations with Sørensen and Biegler as there are no directly relevant data
from an existing market, because the concept of a wind powered marine vehi-
cle as defined within this thesis, does not exist elsewhere than in a conceptual
space. Knowledge of existing ROV’s and AUV’s is combined to some extent
based on [5]. The idea of the operational space of the wind powered marine
vehicle is to span the workspace of both ROV’s and AUV’s presented. The
reader should take note that the weightings in the score charts are personal
preferences to the author.
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2.1 Common concept criteria

In this section some common concept criteria are listed in a table providing
definitions and a scoring chart for evaluations in a generalised manner.

Nr Name Definition Scoring
1 Environmental effects The ability to avoid and pre-

vent flotsam and lightning dam-
age, disturbance of life at sea

10

2 Launch and recovery The ability to store, transport,
launch and recover the vessel

15

3 Cost The cost of research and develop-
ment and operational costs have
to meet the limitations of the
market

10

4 Marine traffic moni-
toring

The ability to avoid collisions,
spot crime and accidents

10

5 Robustness The ability to endure extreme
environmental and operational
loads and structural redundancy
(number of moving parts)

20

6 Endurance The ability to harvest energy, no-
wind and heavy weather perfor-
mance

20

6a Energy harvesting The ability to store and generate
power for propulsion and opera-
tion

15

6b Heavy weather perfor-
mance

The ability to predict, avoid and
survive extreme conditions of sea-
way and wind

5

7 Level of autonomy The ability to operate without in-
put from commander

5

8 Path planning and
path following

The ability to plan and follow
paths to successfully reach oper-
ation and endurance goals

10

Total 100

Table 2.1: Generalized score chart
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2.2 Survey mode

Survey mode is hereby defined to be operations where the goal of the vessel
is to span a predefined area and perform monitoring tasks. Examples of
such survey tasks can be monitoring of marine traffic, sea life, crime spotting
or oceanographic data collection. The span of the predefined area can be
realized by path planning and path following algorithms, input from operator
or a combination of both. Listed are some specified criteria for later scoring
of concepts to help the evaluation process. No stationary operations are
assumed in this section.

Nr Name Definition Scoring
9 Path Realization The ability to reach all points

of planned path, or predefined
area. The ability to sail hauled
(incoming wind speed angle <
90◦ will be a key property.

25

10 Vessel speed Stable, predictable and market
inspiring speed at design wind
velocities

25

10a Lift to drag ratio Effectiveness of air foil 15
10b Extra propulsion The use of stored energy for

propulsion in no-wind condi-
tions

10

11 Communication The ability to report sampled
data (and communicate with
operator)

25

12 Diving capabilities The ability to maintain for-
ward momentum under sub sea
operations

25

Total 100

Table 2.2: Score chart for survey mode concepts

2.3 Paylod (transport) mode

Payload mode is hereby defined to be operations where the vessel transport
a design payload or cargo from one point of interest to another. An example
can be autonomous transport of payload to a point of interest and transition
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to work mode, or classic cargo transportation. Listed are some specified
criteria for scoring of concepts to help the evaluation process. No stationary
operations are assumed in this section.

13 Speed The ability to transport design payload
or cargo at market inspiring speed

30

14 Reliability The ability to reach target point of in-
terest within defined time limits. Key
points will be effectiveness of path plan-
ning and path following algorithms and
the ability to reach all points in planned
path.

30

15 Robustness Intact payload or cargo upon arrival at
point of interest

20

16 Payload Capability Total payload capacity 20
Total 100

Table 2.3: Score chart for paylod mode concepts
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2.4 Work mode

Work mode is hereby defined to be operations where the vessel remains sta-
tionary at a point of interest. Listed are some specified criteria for scoring
of concepts to help the evaluation process. Stationary operations only is
assumed in this section.

17 Station keeping The ability to remain station-
ary at point of interest, for in-
stance by dynamical position-
ing

50

18 Endurance The ability to harvest energy
when stationary to reach oper-
ation goals

30

19 Diving capabilities The ability to conduct sub
sea operations while remaining
stationary

20

Total 100

Table 2.4: Score chart for work mode concepts
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Chapter 3

Concepts

This section aims to present and provide a way of quantitative evaluation of
concepts found in a literature study, as well as by conversations and email
correspondence with Robert Biegler, and other ideas who ultimately may
be a part of a pilot project, and to reach the thesis goals. Scoring charts
for different operation modes are established in order to score the different
concepts in a way that suits the goals of this thesis.

Figure 3.1: Flight window of a kite: Image courtesy of Robert Biegler

13



3.1 Concepts for wind power exploitation

This section aims to study and evaluate some different applications of wind
power exploitation for propulsion and operational power consumption, based
on existing documentation.

Figure 3.2: figure
Flying trapeze: Image courtesy of Robert Biegler
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3.1.1 Blimps

Blimps are hereby defined to be inflated lighter-than-
air (LTA) structures with control surfaces, such as air
ships, aerostats and Zeppelins. Different designs can
be seen in figure 3.5. Their strongest asset is their
buoyancy based lift capabilities, which make them
suited for air suspended payload or cargo operations,
such as monitoring tasks and energy harvesting. Even
with a low drag hull design, blimps will have a low
lift-to-drag ratio compared to foils only structures,
and may not be suited for sailing other than trac-
tion based sailing. One idea is to mount a ventral
wing underneath the blimp, acting as an air keel to
improve sailing properties. Their robustness in heavy
weather, due to the large area facing incoming wind, is
dependent on materials and structural integrity. As
proposed in [2] a design incorporating a blimp with
control surfaces attached to a paravane could park
near shore or at a hub in strong winds, and later con-
tinue the mission. According to [12], The HeliKite
as seen in figure 3.3, is capable of surviving heavy
weather while remaining stationary to its point of at-
tachment. Control and dynamics theory is available
and well known. Depending on the structure of the
blimp, it may take up little space when stored, due to
its inflation properties. Environmental effects to be
considered for blimps are leakage of inflation fluid to
the environment. Helium is a commonly used inflation
gas, and is a non-renewable resource, according to The
Independent Newspaper, until a workable fusion reac-
tor is made. Today, all helium comes from radioactive
decay or a biproduct of hydrocarbon gas extraction.
A blimp design may require a large hull and control
surfaces to obtain sufficient buoyancy and control ac-
tuation to counter the resulting aerodynamic forces.
If the hull is made of a non-conductive material, it
may not be subject to lightning damage, and avoid-
ing such an event should be considered in the concept
development. Table 3.1 shows a score chart of a blimp
as a part of a wind powered marine vehicle concept.

Nr Scoring
1 7
2 15
3 10
4 10
5 10
6 15
7 4
8 2
Sum 73
9 10
10 15
11 7
12 25
Sum 57
13 30
14 15
15 15
16 20
Sum 80
17 50
18 30
19 20
Sum 100

Table 3.1:
Blimp score
chart

Figure 3.3:
HeliKite:
taken from [12]
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3.1.2 Traditional kites

Traditional kites are hereby defined to be non-rigid
fabric structured air foils. Kites can be be catego-
rized as to have either permanently defined leading
and trailing edges or not. Kites do not traditionally
have any control surfaces but are controlled by teth-
ers. In order to change roll angle, or yaw angle, the
kite is twisted by pulling either control tethers, or
both simultaneously to control pitch angle, depend-
ing on the design. They can further be quantitatively
categorized by lift to drag ratios at 5 and below. Kites
are traditionally used for leisure purposes, such as kite
surfing. Due to their relative low cost and complex-
ity in production and operation they are getting in-
volved in propulsion purposes, such as the SkySails
system in [8] and energy harvesting as in [13]. Kites
are rigorously tested and practical experience is read-
ily available through the kite surfing community in
Trondheim. There exist documentation on kite con-
trol system proposals and dynamics. The advantage
of a traditional kite applied to a realisation of a pilot
project would be the ability to buy a kite off shelf for
testing of hydrofoils and their local system behaviour
and dynamics, as well as incorporated in a complete
system. A modification by helium inflation could fur-
ther improve no wind performance by adding buoy-
ancy, such that the kite will not crash and potentially
cause a system failure. Traditionally, kites have oper-
ational limits due to generated power related to wind
speed, where the relative wind at the kite can increase
by a factor of the square of its lift to drag ratio, ac-
cording to [14]. Tacking would be an impossible ma-
noeuvre for a mass less design, as a coincidence of the
kite reaching a point where the resulting lift force will
be vertical, and the hydrofoils having zero velocity re-
sulting in zero lift force to counter the kite forces, the
vehicle would become airborne and potentially cause
a system failure.

Nr Scoring
1 8
2 12
3 10
4 8
5 20
6 18
7 4
8 10
Sum 90
9 25
10 22
11 20
12 25
Sum 92
13 27
14 28
15 15
16 5
Sum 75
17 10
18 15
19 10
Sum 35

Table 3.2: Kite
score chart

Figure 3.4:
10[m2] kite.
Image taken
from [15]
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Depending on the materials of the kite structure, lightning damage could
be avoided. In the case of a system failure where the kite structure is de-
stroyed, the materials of the kite would be dispersed in the sea and could
potentially harm sea life. The fabric color of a kite should be taken into con-
sideration regarding the possible disturbance of sea life. A kite with pitch
and roll control could be able to survive extreme weather by adjusting the
angle of attack to incoming wind in order to minimize lift. Kite surfers reg-
ularly park their kite in a neutral position, where aerodynamic and gravity
loads balance each other.
The survival properties will depend on lift-to-drag-ratio regarding extreme
loads. The relatively unstable flight dynamics of a kite, [8], could potentially
complicate air suspended survey operations, which will ultimately depend
on chosen flight pattern and control system. By incorporating an energy
harvesting system the endurance could be improved regarding no wind per-
formance. The maximal heading angle to ambient wind is dependent on
lift-to-drag-ratio. Wind surfers are regularly seen to be able to sail upwind
(< 90◦) to incoming wind. Regarding a system incorporating a mass-less
hydrofoil design, station keeping would be a demanding task, and may be
impossible, due to the inherent unstable flight dynamics of a kite. As seen
in leisure kite surfing, the opportunity of high speed sailing is inspiring re-
garding a concept of a wind powered marine vehicle. The kite concept score
in table 3.2 is according to tables 2.1 through 2.4.

Figure 3.5: Different blimp designs: Taken from [? ]
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3.1.3 Inflatable wing based on the concept of tensairity

According to [16] an aerofoil based on the concept
of tensairity reports lift to drag ratios of 5 to 10
with only a 16% increase in mass compared to a soft
fabric kite of similar design. The concept greatly
improves the structure’s stiffness and thus maximal
load capacity. Due to the two panel design as seen
in aeroplane wings, the possibility of incorporating
LTA-properties by inflating the wing can improve
its no wind performance. The concept can imitate
well known and documented foil designs and possibly
implement control surfaces if needed. The realization
of a pilot project where this concept is incorporated
will demand research and development and suggests
a somewhat higher cost than the use of a traditional
kite, due to the need for advanced materials. The
same way as traditional kites, a tensairity kite will
face the risk of resulting in an airborne system while
tacking due to vertical resulting lift and zero fluid
flow over the hydrofoils. The score chart seen in table
3.3 provides a generic evaluating of the concept in
relation to the goals of this thesis.

Figure 3.6: Tensairity kite: Image taken from [16]

Nr Scoring
1 8
2 10
3 7
4 5
5 18
6 18
7 4
8 10
Sum 80
9 25
10 25
11 20
12 25
Sum 95
13 30
14 30
15 15
16 5
Sum 80
17 8
18 15
19 10
Sum 33

Table 3.3:
Tensairity kite
score chart
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3.1.4 Flying squaresail and trapeze kite

The flying squaresail and trapeze kite is essentially a
square soft fabric kite with inflatable panels, designed
for LTA-properties by Robert Biegler, as an attempt
to design kits that would maintain a constant altitude.
As seen in figure 3.2 , the squaresail design has a na-
celle attached in the origin of the system, for steering
purposes. The nacelle is connected with rigid bars to
the side edges of the kite. The main idea of the de-
sign is a kite flying at constant altitude to avoid the
possibility of take off during change of tacks in a mass-
less hydrofoil configuration, as well as improving no
wind performance. By incorporating LTA-properties,
this configuration should be able to carry a relatively
larger payload than a traditional kite, as well as main-
taining a good lift-to-drag-ratio for sailing, compared
to a blimp configuration. The increased payload ca-
pacity could be exploited by a energy harvesting sys-
tem, such as a wind turbine. By bridling the kite
swept back, in order to let the kite park in the neu-
tral position by zero control actuation. The neutral
position defined to be the position in the kites flight
window where the gravity and aerodynamic forces are
balanced, and the system is at rest. But in the neu-
tral position, the fence of bridles at the top will act as
a low aspect ratio wing, with its angle of attack con-
trolled by the bridle. This principle could keep the
wing above the water with reduced pull, for parking
and improve station keeping capabilities. The flying
trapeze is intended to provide swept back edges that
may give the kite a stable altitude when it is maxi-
mally depowered. The concept will need research

Nr Scoring
1 8
2 10
3 7
4 5
5 18
6 18
7 4
8 10
Sum 80
9 25
10 25
11 20
12 25
Sum 95
13 30
14 30
15 15
16 5
Sum 80
17 8
18 15
19 10
Sum 33

Table 3.4:
Flying square
sail and
trapeze kite
score chart

and development, which suggests increase in cost. Depending on the mate-
rials in use, an evaluation of environmental impact should be done before
realizing this concept. The use of soft fabric panels suggests that the kite
would take up minimal space when stored. Launch and recovery should be
fairly straight forward given the stable altitude flight dynamics and LTA-
properties in light wind conditions. Launching in strong winds could be
problematic. Modelling of aeroelasticity is computational expensive.
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3.1.5 Hybrids and other concepts

The Square Box kite described in [17] is worth mentioning, as it reportedly
removes the problem of vertical lift during tacks. Lingual difficulties suggest
translation aid in a further study of this concept. Hybrids of mentioned
concepts should be considered. There exist some concepts worth mentioning,
such as a blimp-kite-hybrid called HeliKite, the helium filled wind turbine,
wing with center blimp. Other concepts from [17] worth mentioning are the
speed wing, quarter sphere traction kite, the Cody kite, cone or cylinder kite,
the Wipika and a delta wing kite known as a hang-glider.

3.1.6 Energy harvesting

As proposed, an energy harvesting system may be necessary. One idea can be
to suspend a propeller under the air foil that can generate and store electrical
power during flight and generate propulsion in reverse in no wind conditions.
The higher vantage point suggests stronger winds, and thus more potential
of generated power. One important aspect of incorporating such a system is
the increase in drag and weight on the air foil system. Thus, minimization of
drag and weight should be an important aspect of design, further suggesting
an increase in cost due to development and advanced materials. Such a
system can potentially decrease the systems overall redundancy. Another
idea can be to mount a energy harvesting system on the hydrofoil system to
reduce drag and weight on the aerofoil system, with a decrease in possible
energy harvesting due to the relative lower apparent wind velocity near the
sea surface compared to the aerofoil, according to [14]. The energy storing
system would consist of batteries, and the weight to energy storing capacity
would be a important design aspect. A configuration where the harvesting
system is air suspended and the energy storage system is water suspended,
an umbilical will have to be attached in order to secure the power transition.
The umbilical may be subject to damage and could further decrease the
systems overall redundancy.

Figure 3.7: Altaeros airborne
wind turbine. Image taken
from [18]
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3.2 Concepts of hydrodynamics

This section aims to present and evaluate some concepts of hydrodynamics,
based on a literature study and by conversations and email correspondence
with Robert Biegler, as well as other ideas. The main goal of the hydrody-
namic system is to reflect the forces from the wind power exploitation system
to maximize forward momentum. Reduction of drag and weight are impor-
tant aspects regarding the maximum velocity and maximum heading angle to
the ambient wind. Ventilation and cavitation are important aspects of wear
and tear for hydrofoils, and will affect stability. Extreme loads and structural
integrity should also be considered. Some concept criteria were established
to evaluate the different concepts of hydrodynamics, and are presented in
table 3.5.

Nr Name Definition Scoring
20 Forward momentum Reflect forces from aerofoil to

generate net forward momen-
tum

20

21 Pitch stability The ability to maintain fluid
flow over hydrofoils in seaway,
to maintain forward momen-
tum

20

22 Yaw stability The ability to maintain a
stable and predictable course
heading for navigation pur-
poses

15

23 Lift to drag ratio Affects maximal velocity and
angle to apparent wind

20

24 Cavitation and venti-
lation

Important aspects of robust-
ness and redundancy regarding
wear and tear

10

25 Flotsam The ability to avoid entangle-
ment of flotsam to avoid possi-
ble system failure

5

26 Cost Research and development,
production and maintenance
cost

10

Total 100

Table 3.5: Score chart for hydrodynamic concepts
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3.2.1 Mass less hydrofoil

The concept of a mass less hydrofoil have foil forces
dominating such that mass effects can be neglected.
The application of a mass less hydrofoil system in the
context of this thesis will be to reflect the forces from
the aerofoil system to generated a net forward momen-
tum, until steady state conditions are reached. The
reflecting forces in consideration are leeway drift, ver-
tical and horizontal lift, torque in pitch and roll, as
well as yaw regarding directional stability for naviga-
tion purposes. Stability in pitch and heave will be im-
portant to prevent the system from becoming airborne
and experience surface interactions, potentially result-
ing in system failure. The different possible designs
can be a shunting vehicle, a tacking vehicle or a gy-
bing vehicle. Both the gybing and tacking vehicle will
have permanently defined leading and trailing edges,
whereas the shunting design will not. A shunting proa
design can possibly reduce weight by the reduction in
foils needed to reflect leeway and lift forces from the
aerofoil, but will possibly need an increased number
of control surfaces to improve stability. This is due to
the fact that the vehicle will discretely switch fore and
aft during change of tacks, and the keel has to be sym-
metric in the structures longitudinal axis. Also worth
mentioning is that yaw control can be done by mov-
ing the point of force transfer from the aerofoil fore
and aft of the center of momentum, resulting in net
torque in the desired direction of rotation for steering
purposes. A tacking or gybing design will possibly

Nr Scoring
20 20
21 15
22 15
23 20
24 7
25 4
26 8
Sum 89

Table 3.6:
Score chart
of mass less
hydrofoil

Figure 3.8:
Paravane:
Ashford an-
chor. Image
courtesy of
Robert Biegler

need at least two center hydrofoils to reflect leeway and vertical forces from
the aerofoil on both tacks. Both configurations may need active control of
pitch. A J- or C-foil configuration of the center foils could be configured in
such a way that they reflect the kite pull dynamically to increase stability.
The high speed potential of this concept suggests a higher risk of loosing pitch
stability in seaway and increase cavitation and ventilation. The foils should
also be designed to minimize drag, avoid flotsam entanglement and to be
able to generate lift reflecting the kite pull. There are some existing concepts
that should be taken into consideration when developing the wind powered
marine vehicle concept, and may reduce cost of research and development.
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3.2.2 Hull with hydrofoils

The application of a classical hull design may be
considered for transportation and payload purposes
where the design weight of payload or cargo is sig-
nificant, and aerial suspension is deemed insufficient.
Hereby a classical hull design is defined to be any geo-
metrical bodies that provides a buoyancy force greater
than the system gravity force. A hull may be of a clas-
sical displacement type, a planning design or hybrids.
As in the mass less hydrofoil concept, the hull design
should incorporate hydrofoils to reflect the leeway and
forces from the aerofoil system, to ensure a net for-
ward momentum. Important aspects for a hull design
are minimization of wetted surface regarding drag,
hull volume reflecting demanded buoyancy when sys-
tem is at rest and during surface impacts, and longitu-
dinal stability for navigation purposes. Also slamming
effects at high speed travel in seaway should be con-
sidered, regarding the integrity of payload or cargo.
The important aspects for the hydrofoils in this sys-
tem will be similar as described in section 3.2.1. When
considering the implementation of a hull in the overall
system, one idea might be to let the hull be lifted out
of the water by the aerofoil system forces to reduce
and ultimately remove wetted surface induced drag.

Nr Scoring
20 18
21 17
22 15
23 15
24 7
25 4
26 5
Sum 81

Table 3.7:
Score chart
of hull with
hydrofoils

Figure 3.9:
Sketch of hull
with hydrofoils
for tacking
configuration

After the hull is foilborne the control system needs to stabilize the flight
in such a way that the hull remains foilborne, without letting the system
escape the surface, possibly demanding water suspended control surfaces.
An airborne vehicle can potentially result in a system failure. When the hull
is foilborne the system might be able to transit into a state similar to the
mass less hydrofoil system still at market inspiring speed. Due to the fact
that such a design potentially will be specialized regarding payload or cargo
aspects, research and development is needed and may increase cost compared
to a mass less hydrofoil design.
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3.3 Total physical system aspects

A concept of aerofoil system and hydrofoil system ultimately has to be con-
nected in a complete vehicle system. This section aims to highlight some
important aspects regarding the physical properties of a wind powered ma-
rine vehicle that are not already mentioned.

The aerofoil system can be connected to the hydrofoil system and con-
trolled by a bridle system, such as traditional kite surfing systems used for
leisure purposes, to avoid torque transfer to the vehicle. Kite surfers control
their kite by altering the length of the outermost tethers in the bridle system
connected to the sides of the kite, resulting in a twist of the kite about the
pitch (or yaw) axis, generating a change of yaw angle. They are usually able
to control pitch angle directly by altering (all) control tethers at the same
time. This concept of control demands actuators near the point of connec-
tion to the vehicle, and an analysis of forces and response frequency relative
to total line force is suggested. Given the unstable flight dynamics of a kite,
the energy cost of a control system may be substantially. In the absence of
strong and conductive cables connecting the aerofoil and hydrofoil, a large
actuator as well as energy storage and harvesting system must be carried
in the air. This configuration will increase the volume of the aerofoil and
possibly the aerodynamic forces, which again demands a larger actuator. If
the main mass carried is water suspended, larger actuation forces can be
tolerated.

The implementation of an aerofoil based on the concept of tensairity
should consider the introduction of control surfaces, based on the resulting
stiffness of the foil. If the foil stiffness becomes relatively large in comparison
to a soft fabric kite, control by tether deflection resulting in twist about the
pitch axis may not be optimal or even possible.

3.3.1 Bridle system

Bridles are hereby defined to be two or more lines or cables spreading a
pull force in the bridle’s longitudinal direction. Important aspects to be
considered regarding the design of the bridle system should be wear and tear,
such as corrosion of metals, UV-damaging of polymers, snap loads, extreme
loads, maximum load capacity,fracture mechanics, ventilation in water and
air, ringing from vortex shedding in water and air, lightning damage and
influence on life at sea. Polymers are frequently used in sailing and kite
surfing due to their low weight to strength ratio, but will be disposed to
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UV-damage and fracture mechanics, where breaking of individual fibres and
friction damage are important aspects. The bridles robustness is one of the
most crucial factors for the overall system redundancy, as one can imagine the
resulting system failure in the case of a broken bridle. If the communication
between the aerofoil electronics and the hydrofoil electronics is wired, it will
most certainly have to run along the bridle system and the redundancy of
the overall system is even more reliant on the bridle system. Aerodynamic
drag on the tether should be considered as an important factor regarding the
kite dynamics.

3.3.2 Hinge

A hinge is hereby defined to be a part of a stationary frame that allows
swinging of the attached part relative to the frame. The transfer of forces
from the aerofoil to the hydrofoil system will be trough a hinge, to ensure
zero torque transfer. Some important aspects of a hinge in the overall phys-
ical system are friction due to bridle interaction, maximum load capacity,
corrosion of metals, snap loads, flotsam entanglement, lightning damage and
fracture mechanics.

3.4 Cost

Total cost expectations should be estimated and compared to market expec-
tations and its propensity to invest when evaluating the feasibility of different
concepts. Suggested markets are oil and gas, oceanographic studies, fishing
industry, maritime industry, aquaculture, crime spotting and leisure. These
different markets span a variety of monetary resources, which will affect the
course of a concept development. Some important cost factors are materials,
research and development, production and eventually marketing.
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3.5 Chosen concept of study

This section aims to describe the chosen concept of study in the proceeding
sections of this thesis. The choice is based on the previous sections, as well
as discussions, expert opinions and the authors personal references.

3.5.1 Aerofoil concept

The choice of aerofoil concept regarding propulsion fell on an soft fabric
multi-panel kite of the parawing type. This kind of kite has slower dynamics
compared to a stunt kite used in kite surfing due to its lower lift-to-drag-
ratio, suggesting more forgiving response regarding a control system design.
The multi-panel design provides a relative large kite volume that is optimal
regarding LTA design. The soft fabric structure suggests a low storage vol-
ume. The non-rigid structure however may introduce significant higher-order
effects, such as aeroelasticity and deformation due to differences in external
and internal fluid pressure.

The parawing in consideration is controlled through a control bar, attached
to the kites sides in such a way that dynamic control of local yaw and pitch
is possible. This may be an advantage compared to kites where roll angle
is dynamically control, while the pitch angle is more or less static regard-
ing control response. An important aspect of consideration is loss of control
when to aggressive control is applied in yaw, as it was observed that the
tether lines twists instead of the kite responding to the control input.

3.5.2 Hydrofoil concept

The choice of hydrofoil concept regarding overall system design fell on a par-
avane designed by Robert Biegler. The choice fell on this design due to the
fact that Biegler has been developing this kind of design for some time, as
well as the potential high speed capabilities. The cost of research and devel-
opment was virtually negligible. The design was somewhat unconventional
and exciting regarding the authors personal reference.

According to Biegler, the long canard of prototype II seen in figure 3.11
is split into a separate canard and a ventral fin. Then the canard can be
set to provide lift when contouring the surface, while the ventral fin is set
at neutral, so that it does not drive the hull up out of the water. To gybe
it may be enough to set the canard at neutral and make the ventral fin roll
and turn the paravane, or perhaps it will need both. The idea behind using
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Figure 3.10: Tow test of 1st paravane design iteration

servo rudders to control canard and ventral fin is both to reduce the power
needed and that the effective lever arm between canard and servo rudder
increases as the paravane pitches down, giving more lift to the canard. The
elevator/rudder has a long lever arm so that it has effective control against
the lever arm between the point where the kite line attaches and the centre
of lift and drag. The kite line attaches to about the middle of the spine.
The structure above the water surface, would be able to carry a few solar
cells and position lights. Position lights could also be placed on each wing
tip, and the set above the water switched on, if it is permitted for lights to
be invisible for the few seconds of a gybe, when both sets are submerged.
The line on the wing shows the bend, including that it is towed out. The
paravane can be connected by tethers, one to transfer the main constraint
force, one for steering the local yaw angle for navigation purposes, and one
for steering the pitch angle for diving and gybing operations.

The paravane can be understood as a structure of foils where net mo-
mentum at the force transfer point is an important design factor. Biegler’s
design incorporates a wave breaker, as seen in figure 3.10, at the structure
foremost point in the longitudinal axis, in order to avoid diving in seaway.
Further the foil structure has a transverse control surface in front of the cen-
ter of momentum to provide control input in pitch. In the longitudinal axis
there is a spine designed for structural integrity regarding net momentum
about the transverse axis, as well as a foil designed for stability in yaw and
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Figure 3.11: Gybing paravane: Image courtesy of Robert Biegler

sway. The aft foils consist of a set angle transverse foil as well as a rudder.
Displaced in the transverial axis from the center point of momentum, there
is a double L-shape foil in the vertical axis, designed to counter leeway pull
similar to a keel on a conventional sailboat. The L-shape design should be
able to reflect the vertical as well as the transverse pull even at significant
roll angles. The double L-shape design is due to the discrete switching of
system properties during gybing operations.

The overall design is intended to reflect the transverse and vertical pull at
the point of force transfer, while minimizing drag in the longitudinal direc-
tion, as well as following the sea surface in order to stay submerged. The
paravane can be controlled in pitch and yaw. During gybing operations, the
paravane is controlled in pitch and yaw, such that it rolls ≈ 180◦ about its
longitudinal axis and switches dynamics, such that the L-shape keel design
is able to reflect the vertical and transverse pull from the new tack while
sailing.
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3.5.3 Total system

The idea is to connect the paravane and the kite with actuators at the cen-
ter of force transfer on the paravane. The further progress of the will be to
investigate strategies in control system design for such a configuration. This
thesis will be focusing on the dymamics and control of the kite system, mod-
elled with a fixed origin. The goal will be to identify important aspects of
control system design. The thesis will remain highly conceptual, considering
the choice of concept.

Figure 3.12: Conceptual illustration of parawing and paravane connected
with wind rudder. Image courtesy of Robert Biegler

29



Chapter 4

Background and Mathematical
Modelling

This section aims to introduce the reader to basic sailing mechanics and
establish a mathematical model for the dynamics of a multi panel soft fabric
parawing kite in order to further investigate important aspects of the design
of a control system for a kite that can be applied in a wind powered marine
vehicle concept. The topics covered are an introduction to sailing and foil
dynamics and a mathematical model of the dynamics of a parawing kite.

4.1 Introducton to sailing

Sailing is hereby defined to be exploitation of wind power by active control
of areo- and hydrofoils in order to generate a net forward momentum of a
marine vehicle. Sailing can roughly be divided into traction based sailing
and aerodynamic lift based sailing. In traction based sailing the idea is to
utilize the aerofoil friction, and the impermeability of the wing, to pull the
vehicle in the direction of the ambient wind velocity. Lift based sailing is
further explained in this thesis and will remain the main focus regarding
sail theory. This section ultimately aims to provide the reader with a basic
understanding of sailing.
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4.1.1 Wind velocity terms

True wind is defined to be the wind velocity vector in an inertial reference
frame, such as the NED frame. Apparent wind is defined to be the wind
velocity vector sum of true wind and body velocity, or trivially explained
as the wind velocity experienced at the body in motion. For a high speed
sailing vessel the sail configuration can be divided in relation to three different
sectors of angle to the apparent wind; close hauled sailing, reaching and broad
reaching. Sailing close-hauled is defined to be sailing with an heading angle
< 90◦, reaching at ≈ 90◦ and running > 90◦ to the ambient wind, according
to [19]. These sectors are chosen as they are generally known do define
different areas of important loads. When sailing close hauled, the leeway
drift and torque in roll are classically important loads, while pitch and roll
torque is important while broad reaching. The reader should take note that
the position in these zones vary dynamically for a high-speed sailing vessel,
as the apparent wind shifts forward as the vehicle velocity increases. For
high-speed sailing vehicles, the heading angle to the apparent wind will be
the deciding factor.

4.1.2 Changing tack: tacking, gibing and shunting

The resulting force vector of any lift generating aerofoil need to have an
angle of attack to the incoming wind in order to generate lift. When the
angle of attack becomes large enough, the foil will stall. According to [14],
the resulting force vector of a foil is governed by

F = Lu +Dl, u · l = 0 (4.1)

According to [2] when the angle of attack becomes small enough, a phenom-
ena occurs that defines the no sail zone. This zone will be reflect about a
symmetry axis parallel to true wind. The tack of a sail is defined to be the
position of the sail regarding the symmetry axis facing true wind, divided into
port and starboard tack. Tacking in general is defined to be the manoeuvre
where the vehicle changes tack. Tacking by crossing the true wind bow first
is called coming about or tacking, whilst changing tack stern to windward is
called gybing. Shunting is defined to be the manoeuvre of changing tack on
a proa, where stern and bow of the vessel is switched. The three different
manoeuvres are illustrated in figure 4.1.
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Figure 4.1: Different trajecto-
ries for change of tack.Taken
from [2]

A Coming about

B Gybing

C Shunting

4.1.3 Sailing efficiency

How efficiently a vehicle is able to sail usually considers how well the vehicle
sails in different angles to true wind. Note that sailing directly into the wind
is impossible as discussed in section 4.1.2, and powered propulsion has to
be incorporated. At large angles of attack, the aerofoil may stall and thus
generating drag only. The lift-to-drag-ratio provides the drag angle that is
the theoretical highest point to windward the vessel is able to sail. According
to [6] this angle can be roughly defined to be a sum of aero- and hydrodynamic
drag angle:

αs = χh + χa (4.2)

where the drag angle is defined to be

tanχi = (L/D)−1 (4.3)

where L/D is the lift-to-drag ratio. The maximal theoretical vehicle velocities
at different heading angles to true wind φ can be calculated according to [2]
by equation 4.2 and

Vb =
sinφ− αs

sinαs
(4.4)

This equation assumes constant angle of attack, constant L/D-ratio of aero-
foil and hydrofoils, mass-less configuration, force sum transfer of forces be-
tween aerofoil and hydrofoils, zero leeway drift, and that the vehicle velocity
Vb perfectly reflects the apparent wind. These assumptions may not reflect
real world experience, but gives an initial perspective of the vehicles velocity
potential. When the lift and drag force coefficients are varying with angle
of attack, there will be a point at small angles of attack where lift equals
drag. There will also be a region with declining lift at large angles of attack,
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with lift eventually reaching zero, as well as the lift-to-drag-ratio. This will
eventually define the closest angle to apparent wind the vehicle is able to
sail in a real world situation, as well as performance throughout the wind
directional window. A polar plot of maximum theoretical velocity vs angle
to true wind φ at true wind speed W = 10 [ms−1] is presented for a mass less
configuration in figure 4.2 with parameters declared in table 4.1 at constant
lift and drag coefficients.

10203040

30

210

60

240

90 270

120

300

150

330

180

0Max velocity vs angle to true wind

V
el
o
ci
ty

Angle to true wind

Figure 4.2: Polar plot of velocity potential vs heading angle to wind

The maximum theoretical velocity of such a configuration is computed to
be 34.16 [ms−1] at and angle to incoming wind φ = 107.56◦.

Name Value
L/Dh 10
L/Da 5
W 10 [ms−1]

Table 4.1: Parameters
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4.2 Introduction to foil dynamics

This section aims to provide the reader with a basic understanding of rigid
structure foil dynamics, which is an essential background for this thesis.

According to [20], a foil need an incoming fluid flow velocity U and cir-
culation around the foil in order to generate lift. The lift and drag force
magnitude L, D in quasi-static modelling is defined as:

L = CL
1

2
ρU2S (4.5)

D = CD
1

2
ρU2S (4.6)

where CL, CD is the lift and drag coefficients, ρ is the density of the fluid
and S is the planform area,or area of the foil. The foil area is defined to be
the projected area of the foil in the direction of the lift force of zero angle of
attack.

α is the angle of attack, or the angle between the foil center line and
incoming fluid flow as seen in figure 4.3. In practice the lift to drag ratio
varies by angle of attack until the foil stalls. By assuming relatively small
angle of attack with small or no change, constant lift to drag ratio may be
assumed for a streamlined foil, such as the NACA-foil. F is the net force
from the foil, which is a sum of the lift and drag force vectors.

Figure 4.3: Foil definitions. Image taken from [20]

Foil theory is based on the following boundary conditions:
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The kinematic boundary condition no fuild particle can penetrate the
surface of the foil

The Kutta condition the flow must leave tangentially from the trailing
edge, i.e. the foil must not be stalling

The far-field condition at a point at infinity distance from the foil, the
fluid velocity equals the undisturbed fluid velocity U

The lift force vector is defined to be perpendicular to the incoming fluid
flow vector. The drag force vector is defined to be parallel to the incoming
fluid flow vector. The thrust force T of a foil is relevant in sailing, and
is defined to be the the component of the lift and drag force along the α
direction as seen in figure 4.4. As the angle of attack increases, the thrust
force increases accordingly until the foil stalls.

Figure 4.4: figure
Thrust force of foil. Image taken from [20]
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4.3 Mathematical model of kite dynamics

In this section the dynamics of a multi panel, low aspect ratio, soft fabric
kite are studied in detail. In order to carry out analytic and numerical
analysis the kite model is simplified to a rigid wing with constant angle of
attack, resulting in constant lift to drag ratio and associated coefficients. In
a real world application, this relates to a set pitch angle on the kite and
assuming the accelerations of the kite will be instantaneous compared to
the slower dynamics of a connected hydrodynamic system according to [8].
This assumption implies that higher order aerodynamics, such as transient
dynamics, aeroelasticity and vortex shedding are neglected. The kite used
within this section is attached along both edges parallel to the kites local
roll axis, through tether lines to a control bar also parallel to the roll axis
when the yaw and pitch angles relatively between the control bar and the
kite are zero. This implies that the control bar and the kite experience the
same angular motions, and that the concept assumes direct control of yaw
and pitch angle of the kite through manipulation of the orientation of the
control bar. This assumption may not be true in a real world application.

x

y

z

P

Figure 4.5: Soft fabric multi panel parawing kite model
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4.3.1 Kite coordinate system

In order to carry out both an analytical and a numerical analysis of the kite
system, the equation of motion and a local coordinate system describing the
kites motion, has to be established. This section follows the nomenclature
of [21]. As the kite is constrained by a tether with constant length l to the
control bar, a spherical coordinate system is convenient to describe its flight
dynamics. The position vector p ∈ R3 in cartesian coordinates with its origin
at the pivot center of the control bar as seen from the kite pilot, with the
ambient wind W ∈ R3 as positive in the x-direction, is defined as:

p =

xy
z

 = l er (4.7)

where er is the unit vector parallel to the tether described by spherical co-
ordinates:

er ∈ R3 =

sin θ cosφ
sin θ sinφ

cos θ

 (4.8)

where θ is the spherical elevation angle and φ is the spherical azimuth angle.
Let us introduce a local right handed coordinate system with the three basis
vectors er,

eθ ∈ R3 =

cos θ cosφ
cos θ sinφ
− sin θ

 (4.9)

and

eφ ∈ R3 =

− sinφ
cosφ

0

 (4.10)

x
y

z

W

p

φ

θ

eθ

eφ

er

Figure 4.6: Local basis vectors
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4.3.2 Equation of motion

The system equation of motion becomes:

p̈ =
d2p

dt2
=

F

m
(4.11)

where F ∈ R3 is the force vector containing the resultant forces acting on the
kite in cartesian coordinates, and m is the mass of the kite system. In order
to compute the velocity and accelerations of the kite, the time derivatives
have to be established according to [21] with velocity

ṗ = reθθ̇ + r sin(θ)eφφ̇+ erṙ (4.12)

and acceleration:

p̈ = eθ
(
rθ̈ − r sin(θ) cos(θ)φ̇2 + 2ṙθ̇

)
+ eφ

(
r sin(θ)φ̈+ 2r cos(φ)φ̇θ̇ + 2 sin(θ)ṙφ̇

)
+ er

(
r̈ − rθ̇2 − r sin2(θ)φ̇2

) (4.13)

By introducing the constant tether length r = lt ⇒ ṙ = r̈ = 0, (4.12) is
simplified to

ṗ = lteθθ̇ + lt sin(θ)eφφ̇ (4.14)

and (4.13) is simplified to:

p̈ = eθ
(
ltθ̈ − lt sin(θ) cos(θ)φ̇2

)
+ eφ

(
lt sin(θ)φ̈+ 2lt cos(φ)φ̇θ̇

)
− er

(
+ ltθ̇

2 + lt sin2(θ)φ̇2
) (4.15)

If we now introduce components from the force vector F by the same scheme
as for the local coordinates for the kite the projection of the total force in
the respective axes can be represented as follows:

Fθ = F · eθ, Fφ = F · eφ, and Fr = F · er (4.16)

the equation of motion can be established and solved for θ̈ and φ̈ such that:

θ̈ =
Fθ
ltm

+ sin(θ) cos(θ)φ̇2 (4.17)

φ̈ =
Fφ
ltm
− 2 cot(θ)φ̇θ̇ (4.18)
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According to [21] the force component in the tether direction Fr, as defined
by equation (4.16), will become redundant, as the force in the tether direction
will be augmented by a constraint force contribution Fc, so that Fr in (4.13)
is automatically satisfied when the augmented force F ′r = Fr − Fc replaces
Fr. The constraint force becomes:

Fc = Fr +mlt(θ̇
2 + sin2 θ φ̇2) (4.19)

4.3.3 Kite orientation and aerodynamic forces

In this section the goal is to build a foundation of system vectors describing
the resulting aerodynamic loads in the system as well as applying the control
inputs, and their relations through the different coordinate systems. The
kite is modelled as a point mass particle and it is assumed that the kites
leading edge is always pulled towards the apparent wind vector We. Only
steady state aerodynamic forces at a constant angle of attack are considered.
These assumptions greatly simplifies the computational cost and complexity
in building a simulation environment.

The ambient wind W, is modelled as a uniformly distributed field in the
(y, z)-plane with magnitude in x-direction only, as seen in figure 4.5. This
implies that the kite coordinate system is always rotated such that the x-
axis is always parallel to the ambient wind vector W. The kite will see the
apparent wind vector We as a difference in the ambient wind and the kites
velocity:

We = W − ṗ, eWe =
We

‖We‖2
(4.20)
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Figure 4.7: Resulting aerodynamic loads hand help vectors

By definition, the aerodynamic drag vector D, is parallel to the apparent
wind vector We, before rotations are applied. The aerodynamic lift is always
orthogonal to the drag vector. A new local coordinate system at p is defined
by unit vectors el, et and eψ, as seen in figure 4.7, in order to project the
aerodynamic force components. The kites longitudinal (roll) axis el is defined
as:

el =
We

‖We‖2
(4.21)

the kites transverse axis et is defined as:

et =
el × er
‖el × er‖2

=
We × er
‖We × er‖2

(4.22)

and the kites vertical axis eψ is defined as:

eψ = et × el =
(el × er)× el
‖el × er‖2

=
(We × er)×We

‖We‖2‖We × er‖2
(4.23)

where the fact that ‖et × el‖2 = 1 due to orthogonality is applied. In order
for et, eψ to well defined, the following constraint on the system dynamics
occurs:

‖We × er‖2 6= 0 (4.24)

40



that is when the apparent wind vector is parallel to the position vector of
the kite, i.e. when the position vector is parallel to the kite x-axis, which
is when θ = φ = 0. Before rotations by the control input, the aerodynamic
drag is parallel to el and the aerodynamic lift is parallel to eψ. The control
input is defined as rotation ψc about the kites local yaw axis eψ, and rotation
ϕc about the kites local pitch axis. As seen in figure 4.8, the control input ϕ
can be defined as:

sin(ϕc) =
∆lt
lk

= e∗l · er, cos(ϕc) =

√
l2k −∆l2t

l2k
(4.25)

where ∆lt ∈ [−lc, lc],where lc is the length of the control bar, ∆lt is the
length difference that occurs in the tether lines at the fore and aft points of
the control bar, when compared to the neutral position (when zero control
is applied) in the control bars local pitch direction.

Note that the sign of ∆lt defines the
direction of rotation in pitch, and can
be defined arbitrary. lk is the length
of the kite and el∗ is the kites longitu-
dinal axis after rotation ϕc is applied,
such that ϕc defines the rotation an-
gle between vectors e∗l and er. The
control input ψc defines the rotation
of the kite about its local yaw axis eψ
such that:

ψc

lk

∆lt
2

ϕc

ϕc

Figure 4.8: Control input ψc, ϕc

cos(ψc) = el · e∗l =

√
l2c − 4l2rc

l2c
, lr ∈ [−lc/2, lc/2] (4.26)

where lrc is the reel out length of the control bar in the yaw-direciton.

cos(ψc − 90◦) = cos(90− ψc) = sin(ψc) = el · e∗t =
2lrc
lc

(4.27)

where et is the kites local transverse (pitch) axis after control input is applied.
Note that it is assumed that the tether lines are always fully loaded by a
pulling force. This may not be true in a real world application, specially
when aggressive yaw control is applied in yaw, ∆ψc. This phenomena can
be described as the kite dynamics are slower than the control input, and
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the result is a twist of the tether lines about p. This phenomena is further
described in section 7. The drag force magnitude is expressed as:

FD =
1

2
ρaAkCD‖We‖2 (4.28)

and the lift force magnitude is expressed as:

FL =
1

2
ρaAkCL‖We‖2 (4.29)

where ρa is the air density, Ak is the area of the kite, CD is the kites constant
drag force coefficient, CL is the kites constant lift force coefficient. The
projections of the drag and lift vectors onto el, et, eψ after control input can
now be defined as:

D = FD(cosϕc cosψcel + cosϕc sinψcet + sinϕceψ) (4.30)

and
L = FL(− sinϕc cosψcel − sinϕc sinψcet + cosϕceψ) (4.31)

note that by inserting the relation FL/FD = E = const and orthogonality,
the following constraint has to be satisfied:

D

‖D‖2
· L

‖L‖2
= 0 (4.32)

Further the control input rotations in relation to el, et, eψ needs to be intro-
duced. ψc rotates the system about eψ and ϕc rotates the system about et.
The relations to the main system coordinates needs to be established as well.
The projection of el, et, eψ onto er, eθ, eφ are of interest. The projection of
el onto er, eθ, eφ can be defined as:

(el · er)er =
We · er
‖We‖2

er, (el · eθ)eθ =
We · eθ
‖We‖2

eθ

(el · eφ)eφ =
We · eφ
‖We‖2

eφ

(4.33)

The projection of et onto er, eθ, eφ can be defines as:

(et · er)er = (el × er) · er = (er × er) · el = 0,

(et · eθ)eθ = [(el × er) · eθ]eθ = [(eθ × er) · el]eθ = −(eφ · el)eθ
(et · eφ)eφ = [(el × er) · eφ]eφ = [(eφ × er) · el]eφ = (eθ · el)eφ

(4.34)

42



where orthogonality in er, eθ, eφ is used. The projection of eψ onto er, eθ, eφ
can be defines as:

(eψ · er) = −‖el × er‖2er, eψ⊥el

(eψ · eθ)eθ = ([(el × er)× el] · eθ)eθ =
((We × er)×We)

‖We‖22
· eθ
)
eθ

(eψ · eφ)eφ =
((We × er)×We)

‖We‖22
· eφ
)
eφ

(4.35)

Singularities in the force components can occur when the magnitude of the
apparent wind is zero, which means that there is zero aerodynamic forces and
the system fails. Now the lift and drag force components can be expressed
according to (4.16):

Dθ = FD
[

cos(ϕc) cos(ψc)(el · eθ) + cos(ϕc) sin(ψc)(et · eθ) + sin(ϕc)(eψ · eθ)]

= FD

[
cos(ϕc) cos(ψc)

We · eθ
‖We‖2

− cos(ϕc) sin(ψc)
eφ ·We

‖We‖2

+ sin(ϕc)
((We × er)×We)

‖We‖22
· eθ
)]

(4.36)
and

Dφ = FD
[

cos(ϕc) cos(ψc)(el · eφ) + cos(ϕc) sin(ψc)(et · eφ) + sin(ϕc)(eψ · eφ)]

= FD

[
cos(ϕc) cos(ψc)

We · eφ
‖We‖2

+ cos(ϕc) sin(ψc)
We · eθ
‖We‖2

+ sin(ϕc)
((We × er)×We)

‖We‖22
· eφ
)]

(4.37)
and

Dr = FD
[

cos(ϕc) cos(ψc)(el · er) + cos(ϕc) sin(ψc)(et · er) + sin(ϕc)(eψ · er)]

= FD

[
cos(ϕc) cos(ψc)

We · er
‖We‖2

− sin(ϕc)
‖We × er‖2
‖We‖2

]
(4.38)

and

Lθ = FL[− sin(ϕc) cos(ψc)(el · eθ)− sin(ϕc) sin(ψc)(et · eθ) + cos(ϕc)(eψ · eθ)]

= FL

[
− sin(ϕc) cos(ψc)

We · eθ
‖We‖2

+ sin(ϕc) sin(ψc)
eφ ·We

‖We‖2

+ cos(ϕc)
((We × er)×We)

‖We‖22
· eθ
)]

(4.39)
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and

Lφ = FL[− sin(ϕc) cos(ψc)(el · eφ)− sin(ϕc) sin(ψc)(et · eφ) + cos(ϕc)(eψ · eφ)]

= FL

[
− sin(ϕc) cos(ψc)

We · eφ
‖We‖2

− sin(ϕc) sin(ψc)
We · eθ
‖We‖2

+ cos(ϕc)
((We × er)×We)

‖We‖22
· eφ
)]

(4.40)
and

Lr = FL[− sin(ϕc) cos(ψc)(el · er)− sin(ϕc) sin(ψc)(et · er) + cos(ϕc)(eψ · er)]

= FL

[
− sin(ϕc) cos(ψc)

We · er
‖We‖2

− cos(ϕc)
‖We × er‖2
‖We‖2

]
(4.41)

4.3.4 Aerodynamic drag on tether

This section follows [22] in order to establish the aerodynamic drag force
on the tether. The tether lines are modelled by a single line parallel to p.
The normal reaction coefficient C⊥, is set to account for the total drag on the
tether lines. Further, it is assumed that the tether lines are always loaded and
by pull only. Higher order aerodynamics on the tether lines are neglected.
Let the projection of the apparent wind onto the tangential plane spanned
by the basis unit vectors eθ and eφ be defined as:

Wp
e = We − (er ·We)er (4.42)

such that the aerodynamic drag on the tether can approximated as:

Dt =
1

8
ρadtC⊥lt‖Wp

e‖Wp
e (4.43)

where dt is the tether diameter, lt is the tether length. Lets define FDt =
1
8
ρadC⊥l‖Wp

e‖. Then the tether drag expressed according to (4.16) becomes:

Dt,θ = FD,t(We · eθ) (4.44)

and
Dt,φ = FD,t(We · eφ) (4.45)

where the orthogonality eθ⊥er and eφ⊥er has been used. Note that Wp
e⊥er ⇒

Dt,r = 0.
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4.4 Sum of forces and system state definition

This section aims to build a decomposition of the force resultant on the kite
defined by (4.16), in order to establish the open-loop system.

The resulting force in cartesian coordinates is defined as:

F = L + D + Dt + Mg (4.46)

where the gravity force is defined as:

Mg = (0, 0,−mg)T = Mθeθ +Mφeφ +Mrer (4.47)

The components according to (4.16) becomes:

Fθ = Lθ +Dθ +Dt,θ +Mθ (4.48)

,
Fφ = Lφ +Dφ +Dt,φ +Mφ (4.49)

and
Fr = Lr +Dr +Dt,r +Mr (4.50)

where
Mθ = sin(θ)mg, Mφ = 0 and Mr = − cos(θ)mg (4.51)

where m is the system mass and g is the acceleration of gravity. Note that
the system mass should take account for the mass experienced by a fully
inflated kite, such that m = m0 + ∆ρV, ∆ρ = ρi − ρa, where ρi is the
inflation gas density. In this mass model, the added buoyancy of a kite with
LTA capabilities can be easily included. Now to obtain the relevant force
components in (4.16) to solve (4.17), equations (4.39), (4.36), (4.44) and
(4.51) is inserted in equation (4.48):

Fθ =
[
FD cos(ϕc) cos(ψc)− FL sin(ϕc) cos(ψc)

]We · eθ
‖We‖2

+
[
FD cos(ϕc) sin(ψc)− FL sin(ϕc) sin(ψc)

]eφ ·We

‖We‖2

+
[
FD sin(ϕc) + FL cos(ϕc)

] [(We × er)×We] · eθ
‖We‖22

+ FD,t(We · eθ) + sin(θ)mg

(4.52)

45



Now to solve (4.18), equations (4.40), (4.37), (4.45) and (4.51) is inserted in
equation (4.49):

Fφ =
[
FD cos(ϕc) cos(ψc)− FL sin(ϕc) cos(ψc)

]We · eφ
‖We‖2

+
[
FD cos(ϕc) sin(ψc)− FL sin(ϕc) sin(ψc)

]eθ ·We

‖We‖2

+
[
FD sin(ϕc) + FL cos(ϕc)

] [(We × er)×We] · eφ
‖We‖22

+ FD,t(We · eφ)

(4.53)

4.4.1 Tether tension

This section aims to provide a definition of the tether tension, which can be
useful to identify extreme loads, and aid the design of the tether lines.

As discussed in sectoin 4.3.2 and summarized in (4.19), the tether tension
becomes:

Fc = Fr + ltθ̇
2 + lt sin2(θ)φ̇2 − cos(θ)mg (4.54)

where Fr is obtained by inserting equations (4.38), (4.41) and (4.51) into
(4.50):

Fr =
[
FD cos(ϕc) cos(ψc)− FL sin(ϕc) cos(ψc)

]We · er
‖We‖2

−
[
FD sin(ϕc) + FL cos(ϕc)

]‖We × er‖2
‖We‖2

(4.55)

4.4.2 System state representation

Let us define the system state as x = (θ, θ̇, φ, φ̇)T and the control input
u = (ψc, ϕc)

T . The system can be summarized as:

ẋ = f(x, u) (4.56)

where

f((θ, θ̇, φ, φ̇)T , ψc, ϕc) =


θ̇

Fθ(θ,θ̇,φ,φ̇,ψc,ϕc)
ltm

+ sin(θ) g
lt

+ sin(θ) cos(θ)φ̇2

φ̇
Fφ(θ,θ̇,φ,φ̇,ψc,ϕc)

ltm
− 2 cot(θ)φ̇θ̇


(4.57)

Note that the gravitation term of Fθ in (4.52) is explicitly stated in the
system state representation in (4.57).
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4.4.3 Fossen notation

This section aims to represent the kite process plant in standard Fossen no-
tation, following the nomenclature of [23].

Let ε̇ ∈ R2 = ω = (θ̇, φ̇)T be the angular velocities in from the spherical
representation defined in section 4.3, and ṗ ∈ R3 be the kites velocity vector
in cartesian coordinates. Fc ∈ R is the tether constraint force which is useful
to study important system loads, as well as generated thrust in an propulsion
application and an optimization study.

ṗ = ltJ(ε)ω

Mω̇ +D(ε)ω + g(ε) = τt + τc

Fc − ltωTV (ε)ω − gr(ε) = Fr

(4.58)

Where the rotation matrix from sphercial to cartesian coordinates is defined
as:

J(ε) ∈ R3×2 =
[
eθ sin(θ)eφ

]
(4.59)

where the unit vectors eθ, eφ are defined under section 4.3. The non-linear
damping matrix is defined as:

D(ε) ∈ R2×2 =
m

lt

[
0 sin(θ) cos(θ)φ̇

− cot(θ) − cot(θ)

]
(4.60)

The mass matrix is defined as:

M =

[
m 0
0 m

]
(4.61)

and the gravitation matrix is defined as:

g(ε) ∈ R2 =
mg

lt
(sin(θ), 0)T (4.62)

The aerodynamic drag force on the tether is defined as:

τt ∈ R2 = FD,t

[
We · eθ
We · eφ

]
= FD,t

[
ξ1
ξ2

]
‖We‖2 (4.63)

and the control input force vector representation is defined as:

τc = χTRT
ψcR

T
ϕcf

T (4.64)
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where the control input is defined in the rotation matrices:

Rϕc ∈ R3×3 =

 cϕc 0 sϕc
0 1 0
−sϕc 0 cϕc

 , Rψc ∈ R3×3 =

 cψc sψc 0
−sψc cψc 0

0 0 1

 (4.65)

where ψc rotates the aerodynamic force resultant about et and ψc rotates
the aerodynamic force resultant about eψ, where the unit vectors et, eψ are
defined in equations (4.22) and (4.23). The mapping of the aerodynamic
force components onto eθ, φ from the kites local coordinate system el, et, eψ
is defined in matrix χ:

χ ∈ R3×2 =

ξ1 ξ2
ξ2 ξ1
ξ3 ξ4

 (4.66)

where ξi defines the cosine of the rotation angles in the respective mappins,
such that:

ξ1 = el · eθ, ξ2 = el · eφ,
ξ3 = eψ · eθ, ξ4 = eψ · eφ

(4.67)

where orthogonality is used. The aerodynamic force component vector is
defined as:

f ∈ R1×3 =
[
FD 0 FL

]
= FD

[
1 0 E

]
(4.68)

where the relation FL/FD = E has been used. A similar representation for
the tether constraint force is defined as:

Fr ∈ R = χTr R
T
ψcR

T
ϕcf

T (4.69)

where the mapping of the the aerodynamic tether drag force components
onto eθ, eφ from the kites local coordinate system is defined as:

χr ∈ R3 =

ξr10
ξr2

 (4.70)

where

ξr1 =
We · er
‖We‖2

, ξr2 = −‖We × er
‖We‖2

(4.71)

and further

V (ε) ∈ R2×2 =

[
1 0
0 sin2(θ)

]
(4.72)

and the gravitation component is defined as:

gr(ε) ∈ R = − cos(θ)mg (4.73)
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Chapter 5

Kite control plant model
strategies

This section aims to study different approaches in designing a control plant
model for the multi panel parawing kite. Suggestions for appropriate goals
for an ideal controller, a controllability analysis for a linearized open loop
system, an attempt in establishing a feedback linearization controller as well
as a short note on state estimation is presented.

5.1 Objectives for kite control system

This section aims to define a set of goals to be fulfilled by an ideal control
plant design.

For sailing in a specific direction in the wind window the tuning goal can
be to maximize thrust for a specific heading in the horizontal space, in for
instance an inertial frame. The idea is to divide the wind window in different
sectors and design an optimal controller for each sector. The sectors can
be defined as closed hauled sailing, reaching and broad reaching. There will
also be a need for a controller goal for the transition between these sectors as
well as for the gybing operation. These controllers should consider the effec-
tive wind speed and resulting extreme loads, specially the vertical load, as it
might result in an airborne system. Different controllers can for instance be
designed based on the ambient wind velocity, ranging from low to moderate
wind and extreme wind conditions. Thus, a study to identify the maximum
wind speed, and the minimum wind speed defined by the limitations on the
applied physical controller should be carried out, and is beyond the scope of
this thesis.
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A common goal for all sectors should be that the kite has to stay clear
of the water (θ = 90◦). A hard path constraint function is therefore given,
according to [21]:

h(x, u) = (75◦ − θ) ∈ [0, 75◦], φ ∈ (−π/2 + ∆φ, π/2−∆φ) (5.1)

where ∆φ is some allowance based on the kites drag angle in order to con-
strain the kite from flying past the minimum theoretical drag angle. The
resulting towing force from the kite in the xy-plane can be defined as Ft.
This force can be defined as the projection of the tether constraint force Fc

in the x, y-plane in the system defined in section 4.3, and can be defined as:

‖Ft‖2 = Fc

∥∥∥∥∥∥
sin θ cosφ
sin θ sinφ

0

∥∥∥∥∥∥
2

= Fc| sin θ| (5.2)

with corresponding components in x and y directions:

Ft,x = Fc| sin θ| cosφ, Ft,y = Fc| sin θ| sinφ (5.3)

where φ ∈ [φ0 −∆φ, φ0 + ∆φ], where φ0 is the desired heading in the wind
window (reaching etc), and ∆φ is the maximum allowance of deviation from
this trajectory. Note that this representation will be optimized for speed
at a given sailing zone, not heading. In an heading analysis, the rotation
regarding angle between desired heading and ambient wind direction should
be included, and can be represented as:

max(‖Ft(x, u)‖2)|φ=φi = max(Fc(θ, ψc, ϕc)| sin θ|
∣∣
φ=φi

(5.4)

where φi represents the desired direction of the maximized pull force in the
local kite system representation, taking into consideration that the heading
in an inertial frame is the top goal, such that φi counters the rotation between
the ambient wind and desired heading upon changes in the direction of the
ambient wind. Another constraint that should be fulfilled is to minimize the
vertical force, in order to keep the vehicle from being pulled out of water:

min(|Fz(θ, φ, ψc, ϕc)|) = min(|Fc(θ, φ, φ, ψc, ϕc)| cos(θ)) (5.5)

The state definition can be rewritten as ẋ = f(x, u), where

f(x, u) =



θ̇
Fθ
ltm

+ sin(θ) g
lt

+ sin(θ) cos(θ)φ̇2

φ̇
Fφ
ltm
− cot(θ)φ̇θ̇

‖Ft‖
|Fz|


(5.6)
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To take advantage of the relative wind speed and the associated increase in
net generated thrust, kite surfers fly their kites in a sinusoidal manner up-
wind. Downwind they maximize the net generated thrust by sailing the kite
in a lying 8-loop manner. For either, the looping path can be characterised
by a non-dimensional unknown period T that is relative to the ambient wind
velocity, according to [21].

Periodic boundary conditions on these looping patterns can be expressed
in a generalized way as:

r(x(0), x(T )) =



φ(T )− φ(0)
θ(T )− θ(0)

φ̇(T )− φ̇(0)

θ̇(T )− θ̇(0)
ψc(T )− ψc(0)
ϕc(T )− ϕc(0)

φ̇(0)
1
T

∫ T
0
‖Ft‖dt(0)

lim 1
T

∫ T
0
|Fz|dt− eFz


= 09×1 (5.7)

where eFz is the error allowed on the minimization of Fz, and φ̇ is introduced
in order to remove the indefiniteness due to symmetry of periodic flying
patterns with regards to phase shifts, according to [11]. The constraints on
the controller is defined to be:

|u| ≤ umax (5.8)

The summary of the optimal control problem can now be expressed as:

maximize F̄t(x(t), u(t), T )

minimize
1

T

T∫
0

|Fz(x(t), u(t), T )|dt

subject to :

∀ t ∈ [0, T ] : ẋ = f(x(t), u(t))

∀ t ∈ [0, T ] : |u| ≤ umax

∀ t ∈ [0, T ] : h(x(t), u(t)) ∈ [0, 75◦]

0 = r(x(0), x(T ))

(5.9)

As suggested by Sørensen, this is a typical moving horizon problem to be
solved using model predictive control (MPC) theory and nonlinear program-
ming (NLP) algorithms, which is beyond the scope of this thesis.
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5.2 Controllability of linearized open loop sys-

tem

This section aims to investigate the controllability of the unforced open loop
kite system at some chosen arbitrary points. The idea is to build a founda-
tion to aid the process of designing a control system for the parawing kite.

The generalized jacobian matrices A,B of the system ẋ = f(x, u) from equa-
tion (4.57) was computed in MATLAB using the script main2.m, seen in
appendix B, using the Syms toolbox and can be summarized as:

A =


0 1 0 0
f1 f3 f5 f7
0 0 0 1
f2 f4 f6 f8


4×4

, B =


0 0
g1 g4
0 0
g2 g4


4×2

(5.10)

where fi = fi(x, u), i = 1 . . . 8, and gj = gj(x, u), j = 1 . . . 4. A controllability
check was performed at data points: ((θ̇, φ̇) = (0, 0), (−π, 0), (π, 0), (π, π), θ ∈
[0, π/2], φ ∈ [−π/2, π/2]). The controllability matrix, and the associated
jacobians A,B of the linearized system was evaluated at each point, according
to [24]:

C =
[
B AB A2B A3B

]
n×(kn) , n = 4, k = 2 (5.11)

and the number of uncontrollable states was stored in a matrix CTB ∈ RN×N :

CTB,i,j = n− rank(C), n = 4, i = j = 1 . . . N (5.12)

for N ×N data points, defined by the resolution of θ and φ.
A contrallbility check was performed
for a kite with parameters presented
in table 5.1 for a N = 50 resolution on
the data points. The results are plot-
ted in figure 5.1 for each data point
as defined, in the original kite system
defined ins section 4.3. The system
was fully controllable (green) for all
data points in figure 5.1 a). For the
remaining figures, 5.1 b)-d), the lin-
earized system was fully controllable
for all states except a region around
θ = φ = 0 where

Parameter Value Unit
lt 7.5 [m]
m 1.80 [kg]
ρa 1.23 [kgm−3]
CL 1.5 [−]
CD 0.5 [−]
C⊥ 1.2 [−]
Ak 10 [m2]
dt 0.0.1 [m]
W 5 [ms−1]

Table 5.1: Kite parameters
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Figure 5.1 a): θ̇ = 0, φ̇ = 0 Figure 5.1 b): θ̇ = −π, φ̇ = 0

Figure 5.1 c): θ̇ = π, φ̇ = 0 Figure 5.1 d): θ̇ = π, φ̇ = π

Figure 5.1: Controllability checks
controllability check was undefined (red) due to singularities for all φ-angles.
These results does not completely conform with observed behaviour of kites,
as they tend to generate less lift than drag and gravity pull as the angle
between the kites longitudinal axis and the uniform ambient wind field goes
to zero, with associated loss of control would be expected.
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5.3 Feedback linearization of the kite system

This section aims to propose initial steps in the design of a controller based
on feedback linearization based on the kite dynamics established in previous
sections.

5.3.1 Taylor expansion around small control angles ap-
proach

The control input sine terms can be substituted in equations (4.52) and (4.53)
by the linear definitions in equations (4.26) and 4.25. A feedback linearization
controller can then be designed based on the system established in equaton
(4.57) using Taylor expansion series around zero control input regarding the
cosine terms as defined in (4.26) and (4.25), where the expansion√

a2 − b2
a2

≈ 1 +O(a2) (5.13)

can be used, where a, b are real. The Fθ can be approximated as:

Fθ ≈ F̄θ = FD

[
1− 3

∆lt
lt

]
ξ1 + FD

[2lr
lc
− 3

∆lt
lt

2lr
lc

]
ξ2

+ FD

[∆lt
lt

+ 3
]
ξ3 + FD,tξ1‖We‖2

(5.14)

and Fφ can be approximated as:

Fφ ≈ F̄φ = FD

[
1− 3

∆lt
lt

]
ξ2 + FD

[2lr
lc
− 3

∆lt
lt

2lr
lc

]
ξ1

+ FD

[∆lt
lt

+ 3
]
ξ3 + FD,tξ2‖We‖2

(5.15)

such that a feedback linearizing controller could be found. The control in-
puts are coupled. As stated in [21], errors accumulate quickly, and such a
controller may not be feasible regarding the unstable dynamics of kites. The
small gain theorem should be applied, and under compensating the control
input could be wise, according to Sørensen. A PID-controller could be im-
plemented on the state error dynamics, and a stability analysis should be
performed on the closed loop system and compared to PID-control on the
state error dynamics only. Solving the coupled control input is not trivial,
and further linearizing of this control design is beyond the scope of this thesis.
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5.3.2 Thrust allocation approach

In this section the aim is to study the approach of feedback linearization of
the system represented by the Fossen standard notation in equation (4.58).
It involves solving equation (4.58) for Mω̇ = 0 such that:

τc0 = D(ε)ω + g(ε)− τt (5.16)

A control input can then be applied as τc1 based on constrained control
allocation algorithms, similar to those for azimuth thrusters, as presented in
[23] section 12.3.4 as suggested by Skjetne, such that τc = τc0 + τc1. Then
the resulting demanded generalized control input τc can be used to find the
demanded control input in equation (4.64) such that:

τc = ΓR1R2f, τc = Γv, v = Γ+τc, v = R1R2f (5.17)

where R1 = RT
ψc

and R2 = RT
ϕc . A constraint on the validity of such a

controller will be if there exist a generalized inverse Γ+. As Γ ∈ R2×3 = χT

is broad with rank 2. Assuming Γ is full row rank, the generalized inverse
can be computed as:

Γ+ = ΓT (ΓΓT )−1 = χ(χTχ)−1 (5.18)

such that the existence of the generalized inverse Γ+ relies on the singularity
of χTχ with eigenvalues:

λ1 = −
(16ξ21ξ

2
2 + 16ξ1ξ2ξ3ξ4 + ξ43 + 2ξ23ξ

2
4 + ξ44

2

) 1
2

+ ξ21 + ξ22 +
ξ23
2

+
ξ24
2

λ2 =
(16ξ21ξ

2
2 + 16ξ1ξ2ξ3ξ4 + ξ43 + 2ξ23ξ

2
4 + ξ44

2

) 1
2

+ ξ21 + ξ22 +
ξ23
2

+
ξ24
2
(5.19)

where ξi’s are defined in equation (4.67). For regions where the generalized
inverse does not exist, the control input can be kept constant, according
to Skjetne. The (generalized) inverse can be computed using singular value
decomposition (SVD) for regions where Γ is not full row rank. The conditions
of when Γ is full row rank is when there exists (c1, c2, c3) ∈ R3 such that
(ξ1, ξ2, ξ3) = (c1ξ2, c2ξ1, c3ξ4) ∈ R3, where c1 6= c2 6= c3. Then the only
possibility of Γ is not full row rank is when

el · eθ = el · eφ = ±1

2

∣∣∣ eψ · eθ = eψ · eφ = ±1

2
(5.20)

Solving the system for the control inputs in the rotation matrices in (5.17)
is not trivial, is beyond the scope of this thesis.
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5.4 Control actuation, measurements and

state estimation

This section aims to propose a setup of actuators and control surfaces for the
wind powered marine vehicle concept of study, identify typical problems in
obtaining essential state information in order to control the system defined
in equation (4.57), and provide the reader with suggested solution strategies.

5.4.1 Control actuation

According to Wahl the most feasible approach for actuating the control an-
gles suggested as control inputs in a control plant based on the kite dynamics
presented in section 4.3 is linear servos, as they are able to match the de-
manded extreme calculated extreme loads as obtained in section 6. A typical
inexpensive (1600-2000 NOK) linear servo operating on 12[V ] DC electric
power has 1500[N ] rated load output, a 500[mm] stroke length and a piston
speed of 10− 45[mm/s] unloaded. Position servos are much more expensive
regarding power output compared to linear servos, and would require a 3-
phase power supply and probably a larger power supply and energy storage
system, increasing the system mass. Regarding steering and gybing of the
paravane, it can be actuated by using linear servos as well. Biegler suggested
the use of wind and water suspended rudders such as those used in sailing
for self steering purposes, in order to aid steering and possibly gain some
inherent stability regarding the control system.

5.4.2 Measurments and state estimation

The system defined by equation (4.57) assumes that all states are known as
well the ambient wind vector W. This might be far from the case in a real
world application. As discussed in [11] the apparent wind vector at the kite
can be measured fairly easy using an anenometer. The position of the kite
however, is somewhat more difficult to measure. According to T.I. Fossen,
this is a typical attitude estimation problem, where the measurements from
instruments such as gyroscopes, accelerometers and magnetometers can be
combined with integrated inertial and satellite navigation systems in order
to estimate the states involved in computing the kites position. According to
[25], the accuracy of the method is dependent on the estimation of the bias
on the body-fixed measurements, which is beyond the scope of this thesis.
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Chapter 6

Simulation setup and results

In this section simulation results of the open loop system based on the kite
dynamics described in section 4.3 in order to identify important system loads
and provide an illustrative basis for discussing the validity of the mathemat-
ical model. MATLAB and Simulink was used as simulation tools, with the
model file KiteOpenLoop.slx which is attached in the digital version of this
thesis. The main MATLAB script running the simulations can be seen in
appendix A.

6.1 Simulation setup

The main goal for the simulation was to investigate the validity of the kite dy-
namics by comparison to empiric data and identify important system loads.
The kite is simulated with a stationary fixed origin, with the ambient wind
modelled as a constant uniformly distributed field with a random walk pro-
cess modelled as zero mean white noise with power density spectrum Sn at
a frequency of 10[Hz], in order to simulate a real world situation. The sim-
ulations ran were with and without the random walk process for open and
closed loop system with different initial conditions on the system states.

6.1.1 System block diagram and simulation parame-
ters

In figure 6.1, the system is represented in a block diagram for a visualization
of the simulation setup in Simulink. The model is based on equation (4.57).
A PID-controller was applied on ϕc, ψc based on the error dynamics in θ, φ
in the closed loop system. The parameters in the controller were chosen by
trial and error as the smallest input that was able to reach the set point value
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within a reasonable time limit.

f(x,u)
∫

u
x

ẋ
W

n

Figure 6.1: Block diagram representation of open loop kite system

The parameters used in the simulations is presented in tables 6.1 and 6.2.
The states θ, φ where saturated by θ ∈ [θmin, θmax] and φ ∈ [φmin, φmax]. For
simulations 1 and 2 the control input was kept constant at zero, while for
simulation 3 and 4, the control input on ϕc computed by the PID-algorithm
was saturated by ϕc ∈ [ϕc,min, ϕc,max], while the control input in ψc was kept
constant at zero. For simulation 5, ψc was applied the same PID-controller
as in simulation 3 and 4, independently of the controller ϕc. The main
objective for simulation 1 and 2 was to investigate the behaviour of the open
loop system with (simulation 2) and without (simulation 1) noise on the
ambient wind velocity vector, as well as studying the tether constraint force.

The main objective for simulation 3 and 4 was to investigate the be-
haviour of the closed loop system with and without noise on the ambient
wind vector, while investigating loads and control demand. According
to Wahl, a typical linear servo delivering a force up to 1500[N ], has a
displacement rate in the region of 10 − 45[mms−1. In simulation 5, a dual
PID controller was applied without noise. A guess on the demanded force
from actuators applying control input in θ, φ was computed by:

τθ = 0.5θ̈mclc, τφ = 0.5φ̈mclc (6.1)

in order to get an initial perspective of the loads at the control bar. The
existence of the generalized inverse of Γ in equation (5.18) was studied as
discussed under section 5.3.2. Also the projections of the aerodynamic forces
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from the kite local coordinate system described under section 4.3.3 onto the
spherical coordinate system by ξi’s in equation (4.66) was computed.

Name Value unit
ρa 1.23 [kgm−3]
g 9.81 [ms−2

CL 1.5 [−]
CD 0.5 [−]
C⊥ 1.2 [−]
mk 1.80 [kg]
mc 0.66 [kg]
Ak 10 [m2]
lt 7.5 [m]
lc 1.0 [m]
dt 0.01 [m]
θmax π/2 [rad]
θmin 0 [rad]
φmax π/2 [rad]
φmin −π/2 [rad]
W 3 [ms−1]
Sn 0.01 [NA]

Table 6.1: Simulation parameters

Simulation 1 & 2
Name Value unit
Tsim 10 [s]
θ0 1.2atan(CD/CL) [rad]

θ̇0 0 [rad/s]
φ0 0 [rad]

φ̇0 0 [rad/s]
Simulation 3, 4, 5

Tsim 10, 1.755, 10 [s]
θ0 60 [deg]

θ̇0 0 [rad/s]
φ0 0, 0,−π/8 [rad]

φ̇0 0 [rad/s]
θsp atan(CD/CL) [rad]
φsp 0 [rad]
ψc 0 [rad]
ϕc,min −π/2 [rad]
ϕc,max π/2 [rad]
KP 20 [−]
KI 2 [−]
KD 4 [−]

Table 6.2: Simulation specific pa-
rameters

6.2 Results

In this section the simulation results are presented in figures, and commented.
In the end, the results are summarized and discussed to some extent. Red
lines in the plots of θ, φ-states indicates system failure limits. The green lines
in the plots of the θ, φ indicates the set point value for the PID-controller.
The red lines in the plot of the projection angles ξi’s indicates the critical
value regarding the row rank of Γ. Tether constraint loads above 1000 [N]
was chosen as an extreme load limit, as loads above this limit should be able
to lift a human operator in a real world application. Fluctuations in the
constraint force above 500 [N] over a period less than 1 [Hz] is suggested as
a snap load.
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6.2.1 Simulation 1: Open loop system

The simulation parameters are stated in tables 6.1 and 6.2. The results are
plotted in figures 6.2 through 6.5.

Figure 6.2: Kite 3D trajectory
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Figure 6.3: System states and det(χTχ)

Figure 6.4: System loads
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Figure 6.5: ξi-values: Row rank Γ

As seen in figure 6.2, for the open loop system without noise, the kite is
initially positioned in the theoretical drag angle position and flies over to
a position indicating a different computed drag angle where the system lies
at rest. As seen in figure 6.3 it can be argued that the generalized inverse
Γ+ exists throughout the simulation. The tether constraint force is not to
be considered an extreme load, nor a snap load. The theoretical actuator
demand τθ, τφ is in range of suggested linear servos. Figure 6.5 suggests Γ in
equation (4.66) is full row rank. The flight trajectory is similar to what one
would expect in a real world situation where the wind is stable in direction
and velocity.
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6.2.2 Simulation 2: Open loop, random walk

The simulation parameters are stated in tables 6.1 and 6.2. The results are
plotted in figures 6.6 through 6.9.

Figure 6.6: Kite 3D trajectory
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Figure 6.7: System states and det(χTχ)

Figure 6.8: System loads
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Figure 6.9: ξi-values: Row rank Γ

As seen in figure 6.6, the initial position of the kite is the same as in simulation
1. The simulation was run with a random walk process on the ambient wind
vector. The kite crashes into the ground within 5 [s] of simulation as it is
disturbed from its resting position defined by the computed drag angle as
discussed under simulation 1. Simulation results after the point of impact can
be regarded as not physical. As seen in figure 6.7, det(χTχ) near to, or equal,
zero within the first 5 [s] of simulation, indicating that the thrust allocation
approach would not be able to dynamically control the system in this region.
The projection angles ξi’s indicates that Γ in equation (5.20) is full row rank
throughout the simulation. The loads are within range before the impact.
The fluctuations in the constraint force may suggest a snap load situation.
An interesting result is that the φ-state is influenced by the random walk
process, if compared to simulation 1, and becomes non-zero before impact.
This suggests a coupled system, as expected from the mathematical model.
The response of the kite has high frequency (< 1[Hz]), close to the wind
random walk process. The trajectory is spherical, which is expected.
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6.2.3 Simulation 3: Closed loop system

The simulation parameters are stated in tables 6.1 and 6.2. The results are
plotted in figures 6.10 through 6.13.

Figure 6.10: Kite 3D trajectory
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Figure 6.11: System states and det(χTχ)

An attempt at controlling the elevation angle θ with a PID-algorithm was
carried out without noise on the ambient wind vector. As seen in figure
6.10, the kite flies from its initial position to the set point elevation angle at
the theoretical drag angle, and remains at rest. As seen in figure 6.11 the
initial response in θ̈ with associated loads seen in figure 6.12 is considered
extreme as a result. The extreme load region suggest snap loads. However,
this response may be considered of too high frequency to be physical, and
suggests a singularity in the computations. det(χTχ) is initially close to zero.
Figure 6.13 indicates that Γ remains full row rank throughout the simulation.
The theoretical computed controller demanded force and response frequency
is too high to that of a typical linear servo.
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Figure 6.12: System loads

Figure 6.13: ξi-values: Row rank Γ
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6.2.4 Simulation 4: Closed loop, random walk process

The simulation parameters are stated in tables 6.1 and 6.2. The results are
plotted in figures 6.14 through 6.17.

Figure 6.14: Kite 3D trajectory
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Figure 6.15: System states and det(χTχ)

Figure 6.16: System loads
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Figure 6.17: ξi-values: Row rank Γ

An attempt at controlling the elevation angle θ with a PID-algorithm was
carried out with a random walk process on the ambient wind vector. The
simulation was stopped after 1.755 [s] due to a singularity in the θ state, as
the kite flies past the drag angle towards θ = 0 and the kite crashed. This
result is similar to what one would expect in a real world situation. The
noise on the wind vector results in exponentially growth of all states, and a
controller that is unable to respond to changes in the system. det(χTχ) is
close to, or equal to, zero around the 1 [s] mark, as well as at the end of
the simulation, as seen in figure 6.15. Figure 6.17 indicates that Γ remains
full row rank throughout the simulation. As seen in figure 6.16, the control
input u2 is oscillating at a hihg frequency around the 0.1[s] mark, that a linear
servo would not be able to exert. The singularity in the simulation results
in loads growing infinitely at the end of the simulation. Load computations
are considered not physical due to the singularity in the computation. Due
to the singularity in the computation, the associated loads in the system are
extreme and instantaneous.
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6.2.5 Simulation 5: Closed loop system dual PID

The simulation parameters are similar as stated in tables 6.1 and 6.2 for
simulation 3 and 4, except a PID-controller is applied on ψc with the same
parameters as for ϕc, with initial value φ0 = −π/8 . The results are plotted
in figures 6.18 through 6.21.

Figure 6.18: Kite 3D trajectory
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Figure 6.19: System states and det(χTχ)

As seen in figure 6.18 the controller fails to reach the set point value of
φsp = 0 at full control demand u1, as seen in figure 6.20 and the kite crashes.
The kites trajectory is not spherical after impact, due to the way the path
constraints on the states are applied (through saturation). The set point
value in θ is overshot and the state reaches zero. The demanded control
input is out of range for a typical linear servo. Figure 6.19 suggests there
is a singularity in the state derivatives, or at least close to, in θ̈, φ̈ initially,
with resulting extreme loads. det(χTχ) is close to, or equal to, zero initially.
Figure 6.21 suggests that Γ remains full row rank throughout the simulation.
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Figure 6.20: System loads

Figure 6.21: ξi-values: Row rank Γ
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6.2.6 Summary of simulation results

The simulations confirms that small errors accumulates quickly, considering
the error dynamics, as stated in [21]. PID-control on θ fails when a random
walk process on the ambient wind is introduced, and the demanded control
input is out of range of typical linear servos. PID-control applied on θ, φ
independently fails to control the system. There are extreme loads in the
simulation due to singularities in the computation. This phenomena is not
considered physical and indicates inaccuracies in the mathematical model.
However, the closed loop system with control input in ϕ was able to control
the θ state without random walk process on the wind vector. The associated
open loop system response indicates that the neutral position, defined by
the drag angle is a marginally stable equilibrium point of the system. The
simulation results can be summarized as:

• Not able to control states with PID when random walk process is in-
cluded

• Singularities in the computations indicating inaccurate mathematical
model

• Application of path constraints can be done in a different way

• Coupled dynamics in the system, as expected

• Spherical trajectory within path constraints
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Chapter 7

Field Study

This section aims to describe and summarize the field study that was carried
out in this thesis. Two tow tests were performed on two different iterations
on Bieglers paravane design, as well as a flight test of the parawing kite. The
main goal for the field study was to get an initial preference of the dynamics
of both the paravane and the parawing kite. The field studies was recorded
and are accessible at https://vimeo.com/130117869 with password Para-
plyer4545.

7.1 Paravane

Two tow tests were performed of Bieglers paravane design April 9th and
May 9th 2015. The towing vessel used was Steinbiten III; a Hanse 370e
sailboat. The objective of both tests were to get an initial preference of total
drag on the paravane, constraint force capabilities, steering and performing
change of tack operations. The structural integrity, seaway performance,
pitch stability and directional stability was also investigated. The trials
were captured on tape, using a GoPro Hero 3+ video camera. Still pictures
from the video are presented in this section.

7.1.1 Sea trials April 9th

The trials were carried out in seaway, with estimated significant wave height
of 0.3 − 0.5[m]. The observations during the trials suggests that to model
the paravane as reflecting the horizontal transverse forces perfectly as long
as the vehicle is sailing on course and adding a drag force in the longitudinal
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direction locally on the paravane should be a reasonable assumption. Some
inertial momentum should be added in regards to the yaw of the paravane,
understood as turning moments about center of rotation in yaw. The effect
of having a wing and rudder at some separation may have a greater effect
than the rotational inertia of the mass, especially because the separation
between wing and rudder may be increased to gain better control. The range
of angles between kite line and paravane is largely restricted to anything
between the resultant force going through the wing and the resultant force
going through the rudder. In a previous design, that angle was small.
Merely enlarging the rudder is unlikely to help. The submarine hull needs
to be longer, and the rudder farther back. The rate at which yaw angle can
change when the angle between kite line and paravane changes should be
limited by how far wing and rudder are separated. If that behaves like a
rotational inertia, it may be modelled as a greater mass distribution. The
number may be the sum of a constant by representing mass distribution,
and be proportional to the square of speed to represent the effect of flow
over the foils.

The gybing operation looked highly non-linear and would be hard to
model. It may be possible to model this operation as a discrete switching
dynamic system: that it instantaneous mirrors the dynamics when it
crosses the wind dead downwind, and shoots up onto the new tack, as
we observed seen in figure 7.1. Either way, with the kite dead downwind,
it would not exert any transverse force component, empirically speaking.
The transverse force would be reduced because as the kite arcs up, the
horizontal component of the force decreases. That is something that
was not reproduced during the trials. It should make gybing easier.
Until quantitative data is gathered, either from tests or from detailed mod-
elling of a specific design, there is no justification from anything complicated.
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Figure 7.1: Gybing of 1st paravane design iteration

A possible linearization of the paravane dynamics could be to constrain the
rudder foil dynamics to linear lift-to-drag-proportions, but most preferably
where the lift-to-drag-ratios are constant, thus varying only with the current
velocity squared. This would simplify mathematical modelling regarding
control system design. This would result in a conservative under estimate of
the foil forces of the rudders, as long as they do not stall and have fluid flow
to a certain velocity.

Proposed design changes for the paravane after these trials are:

• Extend the canard below the submarine hull, to provide greater torque
around the roll axis when gybing.

• Lengthen the submarine hull to increase separation between wing and
rudder (whether the vertical strut should also move aft, is not known
at this point).

• Divide the rudder into two, so that when gybing the upper part of the
rudder can be given a greater angle of attack, increasing the torque
around the roll axis. (Should that two-part rudder have anhedral or
dihedral angle, should it sweep back or sweep forward?)

• Find out whether the forward planning float (wave breaker) is neces-
sary. Can the paravane be allowed to nosedive during a gybe? If not,
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can the rudder take care of the problem?

The resistance to applied constraint force was tested by manually pulling
the towing tether as hard as possible, and it was not possible to lift the
paravane out of the water as long as the fluid at velocity over the foils.
A force of approximately 50[kg] was applied. If funds could be found to
build a prototype on which these factors could be rapidly adjusted, as in a
few minutes without exposing anything that must not get wet, it should be
possible to sort out a good design in roughly one year.

7.1.2 Sea trial May 9th

The sea trials were carried out in a calm sea state. The trial objective was to
investigate the gybe operation, steering performance and drag of the second
iteration of Bieglers design, described in section 3.5.2. Steering and gybing
performance was improved compared to the first sea trial, due to the altering
in the design.

Figure 7.2: Gybing operation of 2nd paravane design iteration

The canard below the submarine hull was extended to provide greater torque
around the roll axis when gybing. The submarine hull was extended, the
rudder was increased in size and its steering mechanics were improved, such
that a greater angle of attack was made possible. The test was carried out
without a forward float (wave breaker), and a test of pitch stability in seaway
remains inconclusive, due to the calm sea state during the trial. Due to the
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difference in sea state, an estimate of drag was inconclusive. The second
paravene design iteration proved to be more controllable in a physical sense,
compared to the first design iteration. The increased length of the submarine
hull, as well as the canard provided greater torque around the roll axis, and
these structures can have increased resistance to bending moment around the
pitch axis to ensure structural integrity. The resistance to applied constraint
force was tested by manually pulling the towing tether as hard as possible,
and it was not possible to lift the paravane out of the water as long as the
fluid at velocity over the foils. A force of approximately 50[kg] was applied.

7.2 Kite

A flight test was performed June 8[th to investigate important loads, response
on different control inputs, forced system failure and measurement of the
ambient wind in order to compare the mathematical model to real data to
some extent. The test setup consisted of measuring loads at the control bar
using simple digital weights and an anenometer to capture the ambient wind
velocity. The data was sampled using a GoPro Hero 3+ video camera. Still
pictures from the test are presented in this section.

Figure 7.3: Aggressive control on elevation angle

The ambient wind velocity was highly unstable, estimated to be in the
region 6 − 10[knots] with gusts up to 14[knots] with fluctuating heading.
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The test consisted of launch, and trying to control the kite to reach its
neutral position, defined by the drag angle. An attempt at measuring the
forces at the control bar was carried out. The idea was to sample data from
fish weights with the camera attached to the pilots head, but the unstable
wind, with resulting extreme response of the kite made the data sampling
unsuccessful. The ambient wind was measured, using an anenometer of the
type WindMate.

As seen in figure 7.3, a force of 5[kg] was applied at some point in
time on the end of the control bar in order to generate a turning moment in
pitch on the kite, trying to simulate control input ϕc. The kite responded
by flying towards the neutral position, defined by the drag angle.

Figure 7.4: Aggressive control in yaw

As seen in figure 7.4, when aggressive high frequency control was applied in
yaw, simulating control input in ψc, the kite does not respond immediately
and the result is a twist of the tether lines around the position vector p repre-
sented by the red center tether. As a result of the unstable wind conditions,
the kite was difficult to control by a human operator, and data sampling
proved to be inconclusive.
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Chapter 8

Conclusion

In this thesis different concepts of wind power exploitation, as well as total
system concepts for a wind powered marine vehicle have been studied. A
concept of study was chosen, a mathematical model of the dynamics of a
multi-panel soft fabric kite was developed and different approaches regarding
control plant design has been presented. Field study of the kite and Bieglers
paravane design was carried out. This part concludes the thesis and proposes
further work.

8.1 Concluding remarks

Robert Bieglers paravane design was working as expected and looks promis-
ing in an wind powered marine vehicle application where sailing is the main
source of propulsion. The first iteration of the paravane design was difficult
to steer and gybe, which was improved in the second design iteration.
Overall, the paravane showed a decent structural integrity with possibilities
of improvement. The second iteration proved to be controllable and oper-
ational. Bieglers design could be part of a future of high speed sailing design.

The mathematical model of the kite proved to be accurate to some
extent regarding the kite trajectory. The model resulted in some regions
with singularities in the simulations. Based on the field study, and the
control design, the validity of the mathematical model remains inconclusive.
In the future, the implementation of the control inputs should be revised,
as control of rotations only proved to be a non trivial control problem.
Whether this is physical for a parawing kite or not, remains inconclusive.
The tether constraint force on the kite during aggressive accelerations, as
seen in the simulations and in the field study suggests a high power output
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at relative low ambient wind velocities. This indicates possibilities for high
speed sailing and states a challenge regarding the design of a control system.

A PID-controller on one state proved interestingly enough to be suffi-
cient in the open loop case without the random walk process, but was unable
to control the system when noise on the ambient wind was introduced. The
simulations suggest that the simulated drag angle is a marginally stable
equilibrium point of the system. A guess on the power output demand from
a linear servo connected to the kite control bar may be greater than the
available performance of a typical low budget linear servo. The demanded
response frequency was too high for such an actuator in closed loop case
including a random walk process. Regarding the thrust allocation approach
for designing a control plant, the defining mapping matrix Γ does not have
an generalized inverse at some points in the cases where the PID-controller
fails. By setting the controller constant at these points, it may not be
possible to stabilize the system. However, the controllability check for the
linearized open loop system however argues that the system is fully control-
lable, except for a region close to θ = 0. Simulations confirm singularities in
the solution within this region. This corresponds to the observed dynamics
of kite in a real world situation, where the wind would catch the opposite
side of the kite, and it would not remain inflated, and loose its foil properties.

The chosen concept at an early state looks promising regarding veloc-
ity, and poses an exciting challenge for future work.

8.2 Further work suggestions

This section aims to propose further work regarding the wind powered marine
vehicle.

8.2.1 Design of control system for kite

Based on the kite dynamics described in this thesis, MPC incorporating NLP
algorithms may be the optimal controller regarding a wind powered marine
vehicle designed for high speed sailing. Applying optimization theory on the
kite dynamics should be considered in order to design a high performance
controller. If online computational resources poses a challenge the thrust
allocation method could be considered. However, this approach may not re-
sult in an optimal controller. Due to the fact that the control inputs are
coupled and that errors accumulate quickly for a kite that is configured to
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be controlled by pitch and yaw suggests that the approach of incorporating
feedback linearization is not optimal. State estimation of the kite dynamics is
a typical attitude estimation problem. The control system design should in-
corporate a parameter study in order to ensure a relation between demanded
control input and available actuator properties.

8.2.2 Lagrangian mechanics approach in dynamics
modelling

The kite dynamics could be modelled as a modified inverted pendulum using
energy relations and Lagrangian mechanics with respect to non-linear control
for underactuated systems. The fact that the control inputs in the mathemat-
ical model developed in this thesis only rotates and project the aerodynamic
force components, may argue for this approach. According to [26], in such
a model, the kinetic and potential energy representation are used in order
to compute the Euler-Lagrange equations, and obtain the equations of mo-
tion. The passivity of the system should be investigated, and a controllability
analysis on the linearized system should be performed. Further investigation
of dynamic and static path constraints should be done in order to develop
a stabilizing control law. As presented in section 5.1 the constraints on the
motion of the system suggests this is a non-holonomic system.

8.2.3 Navigation: path planning and path following

The most important constraint on the trajectory of any sailing vehicle is
that it can not sail directly into the direction of the ambient wind, and the
minimum relative heading can be theoretically defined by the drag angle,
as discussed in section 4.1.3. As seen in figure 4.2, sailing dead downwind
is not an optimal trajectory for a high speed sailing vehicle, and should
be considered a constraint on the path. A path planning algorithm should
also take into consideration geographical constraints, as well as avoidance
of marine traffic, extreme weather and wild life when setting up waypoints
and computing the path between points of interest. Objectives for a path
planning algorithm can be the shortest, fastest or safest path. Objectives
such as minimizing energy cost from the control plant and maximizing
energy harvesting in such configuration should also be considered.

As seen in figure 4.1, the trajectory during any of the three different
manoeuvres of changing tack are circular to some extent. As stated in [27]
section 8.4.1, the shortest path from one point to another, where the path
has specified initial and terminal tangents and bounded curvature, consist of
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a circular arch followed by a straight line, followed by another circular arch.
Dubins path following algorithm can be suited for vehicles with circular
turning motions, i.e. negligible side-slip, while implementing the vehicles
minimum turn radius. According to [28], the path following algorithm can
be further improved by combining Dubins path with clothoids to ensure
continuity in curvature of the path. Computing the total length of such a
path is not computational expensive.

The high vantage point of a kite incorporated in a wind powered ma-
rine vehicle should be exploited in a navigation system. A payload
containing radar and AIS-system for marine traffic communication, inertial
and satellite navigation systems can be air suspended to increase overall
redundancy in operations.

A system based on hub parking can be incorporated, to expand the
workspace of a wind powered marine vehicle. The vehicle can park to avoid
extreme weather, for maintenance, altering of operational modes, charging
on-board energy storage etc. The hub can be designed as buoys as well as a
configuration involving a parent ship.

8.2.4 Further work regarding kite

One idea that can be considered in future work is controlling the kite
indirectly, through a partially balanced rudder. The maximum load depends
on the size of the rudder and the air flow speed. Depending on how well that
rudder can be balanced, taking into account movements of the centre of ef-
fort, a lever arm could be designed to optimize added stability on kite control.

Another approach can be a model sized version with high speed in
goal. Equipment is fairly inexpensive and testing can be performed indoors.
However, developing model sized kites may be a challenge regarding scaling
factors and modelling of material properties. High speed position servos are
fairly inexpensive as long as the torque demand is below 1[Nm]. However,
indoors testing would provide reliable wind, such that the model kite does
not drop, even without having the volume to carry enough helium to list
its payload in such a configuration. That could be optimal for testing
the concept, provided that different Reynolds numbers of a smaller kite
do not put it into a different regime that affect extrapolation to a larger scale.

There are two more alternatives. One is to control the rudder, not
through a servo while testing, but to lead control lines from the rudder to
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the point where the kite is anchored. Control those by hand, but measure
torque at the rudder. The other is to reduce the control loads by attaching
the servo not directly to the rudder, but to a tailplane that controls the
rudder. That is a concept utilized for flaps on aircrafts. See Figure 72d on
page 117 of [29]. There is some discussion in the text, which might give
an added factor on the control actuation needed. Or the rudder could be
designed as an autoptére rudder.

An analysis on extreme loads on the tether lines can be carried out,
by simulation and in a field study. An analysis by simulation should incor-
porate a detailed model of the kite tethers, considering tensile properties
regarding extreme loads, and snap loads. The load analysis can also be
setup to investigate velocity potential of a wind powered marine vehicle,
structural integrity of the total system as well as actuator demand and
design.

8.2.5 Further work on paravane design

Further development in the design of the paravane in the context of a high
speed sailing vehicle would benefit from a detailed hydrodynamic analysis,
where optimization of the design regarding drag, steering, pitch stability
as well as reflecting the kite forces as previously discussed should be an
objective. If resources were available, development of a prototype of the
concept should make it possible to achieve a good design in roughly one year.

According to Biegler, different self-steering concepts from the sailing
community can be applied in order to minimize the energy cost of a
controller on the paravane. The autoptére rudder is supposed to require a
smaller control input for a given effect. It might enable smaller servos to
control the canard and the paravanes rudder, or the kites rudder or control
bar, although a servo rudder on a long lever would reduce inputs even more.
However, the control dynamics are supposed to be different. A servo rudder
effectively gives the control surface a constant angle of attack. A wave
making a boat luff up, would increase the angle of attack of a rudder that
is fixed, and ideally self-steering should increase that angle even more. The
description of the autoptére rudder in [30] claims that if the trim tab is just
fixed, then the autoptére rudder will change its angle of attack in exactly
that way.
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Appendix A

Parameters2.m

1 % Kite parameters used f o r the s imul ink model KiteModel
. s l x

2 c l e a r ; c l o s e ;
3 % Simulat ion parameters
4

5 rsb = 0 ; %1e−10; % S i n g u l a r i t y b i a s f o r 1/ tan in
dhteta

6 T sim = 10 ;%2 . 3 ; % 4 . 3 4 ; % Simulat ion time [ s ]
7 p l o t t e r = 1 ; % p lo t t r a j e c t o r y or not ?
8 plotTetherTens ion = 1 ; % Plot the t e t h e r t en s i on ?
9 f i g f l a g = 1 ;

10 s a v e f i g s = 0 ;
11

12 %E = 3 ; % L/D−r a t i o
13 CL = 1 . 5 ; % L i f t c o e f f i c i e n t
14 E = 3 ;
15 CD = CL/E; % Drag c o e f f i c i e n t
16 beta = atan2 (CD,CL) ; % L−D c o e f f i c i e n t
17 cbeta = cos ( beta ) ;
18 sbeta = s i n ( beta ) ;
19 M = 1 . 8 0 ; % Mass o f k i t e ( inc luded payload=0)
20 A = 10 ; % Area o f k i t e
21 l t = 7 . 5 ; % t e t h e r l ength
22

23

24 r 0 = [ 0 0 1 ] ’ . ∗ l t ;% i n i t i a l p o s i t i o n o f k i t e
25 the ta 0 = 75∗ pi /180 ; %pi /3;% beta ; % i n i t i a l

p o s i t i o n o f k i t e in s p h e r i c a l
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26 dtheta 0 = 0 ; % i n i t i a l v e l o c i t y o f k i t e in
s p h e r i c a l

27 phi 0 = −pi /12 ; % i n i t i a l p o s i t i o n o f k i t e in
s p h e r i c a l

28 dphi 0 = 0 ; % i n i t i a l v e l o c i t y o f k i t e in
s p h e r i c a l

29 theta max = pi /2 ; % Saturat ion on e l e v a t i o n ang le (
h i t ground )

30 theta min = 0 ; % Saturat ion on e l e v a t i o n ang le (
cant go aga in s t the wind )

31 phi max = pi /2 ;
32 phi min = −pi /2 ;
33 % Air Rudder parameters
34 Ear = 20 ;
35

36 % Tether p r o p e r t i e s
37 CT = 1 . 2 ; % Normal r e a c t i o n c o e f f i c i e n t
38 d t = 0 . 0 1 ; % Diameter
39 m tether = 0 ;
40

41 % Control bar p r o p e r t i e s
42 m c = 0 . 6 6 ; % [ kg ]
43 l c = 1 . 0 ; % [m]
44

45 % PID c o n t r o l l e r va lue s
46 x1 0 = beta ;
47 x3 0 = 0 ;%pi /8 ;
48

49 % Abrevated parameters
50 Ge = CL/(CD + ( l t ∗ d t ∗CT) /(4∗A) ) ; % E f f e c t i v e g l i d e

r a t i o
51 kappa g = 0 ; % Geodesic curvature o f t r a j e c t o r y
52

53 % Phys i ca l p r o p e r t i e s
54 rho a = 1 . 2 3 ; % dens i ty o f a i r kg/mˆ3
55 g = 9 . 8 1 ;
56

57 % Ambient wind
58 W = [ 3 0 0 ] ’ ; % NED ambient wind v e l o c i t y
59 z 0 = 10 ; % r e f e r e n c e he ight dynamic wind

formula .
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60 alpha = 1/7 ;
61 no i se power = 0 . 0 ; %0 .01
62

63 s e t (0 , ’ d e f a u l t t e x t i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
64 i f p l o t t e r
65 sim ( ’ Openloopkite2 ’ , T sim )
66 f i g u r e (1 )
67 p lo t3 ( posout . Data ( : , 1 ) , posout . Data ( : , 2 ) , posout . Data

( : , 3 ) ) ;
68 %t i t l e ( ’ Kite 3D t r a j e c t o r y ’ ) ;
69 a x i s ( [ 0 l t − l t l t 0 l t ] ) ;
70 x l a b e l ( ’ $x$ ’ ) ;
71 y l a b e l ( ’ $y$ ’ ) ;
72 z l a b e l ( ’ $z$ ’ ) ;
73

74 % Save f i g 2 f i l e as bitmap 600 dpi r e s o l u t i o n
75 i f s a v e f i g s
76 f i g2 img ( 600 , 1 ) ;
77 end
78

79 f i g u r e (2 )
80 subplot ( 3 , 3 , 1 )
81 p lo t ( thetavec . Time , thetavec . Data ( : , 1 ) , [ thetavec .

Time (1 ) thetavec . Time( end ) ] , [ p i /2 p i / 2 ] , ’ r ’ , [
thetavec . Time (1 ) thetavec . Time( end ) ] , [ 0 0 ] , ’ r ’ , [
thetavec . Time (1 ) thetavec . Time( end ) ] , [ x1 0 x1 0
] , ’ g ’ ) ;

82 x l a b e l ( ’ $\ theta$ ’ ) ;
83 subplot ( 3 , 3 , 2 )
84 p lo t ( thetavec . Time , thetavec . Data ( : , 2 ) ) ;
85 x l a b e l ( ’ $\dot{ \ theta }$ ’ ) ;
86 subplot ( 3 , 3 , 3 )
87 p lo t ( thetavec . Time , thetavec . Data ( : , 3 ) ) ;
88 x l a b e l ( ’ $\ddot{ \ theta }$ ’ ) ;
89

90

91 subplot ( 3 , 3 , 4 )
92 p lo t ( phivec . Time , phivec . Data ( : , 1 ) , [ phivec . Time (1 )

phivec . Time( end ) ] , [ phi min phi min ] , ’ r ’ , [ phivec .
Time (1 ) phivec . Time( end ) ] , [ phi max phi max ] , ’ r ’
, [ phivec . Time (1 ) phivec . Time( end ) ] , [ x3 0 x3 0 ] , ’
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g ’ ) ;
93 x l a b e l ( ’ $\phi$ ’ ) ;
94 subplot ( 3 , 3 , 5 )
95 p lo t ( phivec . Time , phivec . Data ( : , 2 ) ) ;
96 x l a b e l ( ’ $\dot{ \phi }$ ’ ) ;
97 subplot ( 3 , 3 , 6 )
98 p lo t ( phivec . Time , phivec . Data ( : , 3 ) ) ;
99 x l a b e l ( ’ $\ddot{ \phi }$ ’ ) ;

100

101 subplot ( 3 , 3 , 7 )
102 p lo t ( detXtX . Time , detXtX . Data ) ;
103 x l a b e l ( ’ det ( $\ ch i ˆT \ ch i$ ) ’ ) ;
104

105 % Save f i g 2 f i l e as bitmap 600 dpi r e s o l u t i o n
106 i f s a v e f i g s
107 f i g2 img ( 600 , 1 ) ;
108 end
109

110 f i g u r e (3 )
111 subplot ( 2 , 2 , 1 )
112 p lo t ( x i s . Time , x i s . Data ( : , 1 ) , [ x i s . Time (1 ) x i s . Time(

end ) ] , [ 0 . 5 0 . 5 ] , ’ r ’ , [ x i s . Time (1 ) x i s . Time( end )
] , [ −0 .5 −0.5] , ’ r ’ )

113 x l a b e l ( ’ $\ x i 1$ ’ ) ;
114 subplot ( 2 , 2 , 2 )
115 p lo t ( x i s . Time , x i s . Data ( : , 2 ) , [ x i s . Time (1 ) x i s . Time(

end ) ] , [ 0 . 5 0 . 5 ] , ’ r ’ , [ x i s . Time (1 ) x i s . Time( end )
] , [ −0 .5 −0.5] , ’ r ’ )

116 x l a b e l ( ’ $\ x i 2$ ’ ) ;
117 subplot ( 2 , 2 , 3 )
118 p lo t ( x i s . Time , x i s . Data ( : , 3 ) , [ x i s . Time (1 ) x i s . Time(

end ) ] , [ 0 . 5 0 . 5 ] , ’ r ’ , [ x i s . Time (1 ) x i s . Time( end )
] , [ −0 .5 −0.5] , ’ r ’ )

119 x l a b e l ( ’ $\ x i 3$ ’ ) ;
120 subplot ( 2 , 2 , 4 )
121 p lo t ( x i s . Time , x i s . Data ( : , 4 ) , [ x i s . Time (1 ) x i s . Time(

end ) ] , [ 0 . 5 0 . 5 ] , ’ r ’ , [ x i s . Time (1 ) x i s . Time( end )
] , [ −0 .5 −0.5] , ’ r ’ )

122 x l a b e l ( ’ $\ x i 4$ ’ ) ;
123

124 % Save f i g 2 f i l e as bitmap 600 dpi r e s o l u t i o n
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125 i f s a v e f i g s
126 f i g2 img ( 600 , 1 ) ;
127 end
128

129 end
130

131 i f p lotTetherTens ion
132

133 f i g u r e (4 )
134 %sim ( ’ Openloopkite2 ’ , T sim )
135 subplot ( 3 , 2 , 1 )
136 p lo t (FcOUT. Time , −FcOUT. Data ( : , 1 ) ) ;
137 %t i t l e ( ’ Tether Constra int Force ’ ) ;
138 x l a b e l ( ’ $F c [N] $ ’ ) ;
139

140 subplot ( 3 , 2 , 4 )
141 p lo t ( thetavec . Time , thetavec . Data ( : , 3 ) .∗ l c ∗m c ∗0 .5

) ;
142 x l a b e l ( ’ $\ tau \ theta$ [N] ’ ) ;
143

144 subplot ( 3 , 2 , 3 )
145 p lo t ( phivec . Time , phivec . Data ( : , 3 ) .∗ l c ∗m c ∗0 .5 ) ;
146 x l a b e l ( ’ $\ tau \phi$ [N] ’ ) ;
147

148 subplot ( 3 , 2 , 5 )
149 p lo t ( u1 . Time , u1 . Data ) ;
150 x l a b e l ( ’ $u 1 ( t ) $ ’ ) ;
151

152 subplot ( 3 , 2 , 6 )
153 p lo t ( u2 . Time , u2 . Data ) ;
154 x l a b e l ( ’ $u 2 ( t ) $ ’ ) ;
155

156 % Save f i g 2 f i l e as bitmap 600 dpi r e s o l u t i o n
157 i f s a v e f i g s
158 f i g2 img ( 600 , 1 ) ;
159 end
160 end
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Appendix B

main2.m

1 c l e a r ;
2 N = 30 ; % Number o f e lements per input in

c o n t r o l l a b i l i t y a n a l y s i s
3 c l o s e t e s t = 0 ;
4

5

6 h = waitbar (0 , ’ I n i t i a l i z i n g sym o b j e c t s . . . ’ ) ;
7

8 syms x1 x2 x3 x4 u1 u2 ; %w
9 %syms l w m g rho a CD CL Cnorm Ak dt ;

10 syms f Fx1 Fx3 G a b c d H I FD FL ps i 1 ps i 2 ;
11

12 assume ( x1 > 0 & x1 < pi /2 ) ;
13 assume ( x2 , ’ r e a l ’ ) ;
14 assume ( x3 > −pi /2 & x3 < pi /2 ) ;
15 assume ( x4 , ’ r e a l ’ ) ;
16 assume ( u1 > −pi & u1 < pi ) ;
17 assume ( u2 , ’ r e a l ’ ) ;
18

19 assume ( f , ’ r e a l ’ ) ;
20 assume (Fx1 , ’ r e a l ’ ) ;
21 assume (Fx3 , ’ r e a l ’ ) ;
22 assume (G, ’ r e a l ’ ) ;
23 assume (a , ’ r e a l ’ ) ;
24 assume (b , ’ r e a l ’ ) ;
25 assume ( c , ’ r e a l ’ ) ;
26 assume (d , ’ r e a l ’ ) ;
27 assume (H, ’ r e a l ’ ) ;

95



28 assume ( I , ’ r e a l ’ ) ;
29 assume (FD, ’ r e a l ’ ) ;
30 assume (FL, ’ r e a l ’ ) ;
31 assume ( ps i1 , ’ r e a l ’ ) ;
32 assume ( ps i2 , ’ r e a l ’ ) ;
33

34 waitbar (1/10 ,h , ’ S imp l i f y i ng f i r s t group . . . ’ ) ;
35

36 l = 7 . 5 ;% assume ( l > 0 ) ;
37 % assume (w > 0 ) ;
38 m = 1 . 8 0 ;% mass o f k i t e . Mass o f c t r l−bar : 0 . 6 6 ;
39 g = 9 . 8 1 ;% assume ( g > 0 ) ;
40 rho a = 1 . 2 3 ;% assume ( rho a > 0) ;
41 CL = 1 . 5 ;% assume (CD > 0 ) ;
42 Ee = 3 ;%e f f e c t i v e g l i d e r a t i o
43 CD = CL/Ee ;% assume (CL > 0 ) ;
44 Cnorm = 1 . 2 ;% assume ( Cnorm > 0 ) ;
45 Ak = 10 ;% assume ( Ak > 0 ) ;
46 dt = 0 . 0 1 ;% assume ( dt > 0 ) ;
47 b ia s = eps ;
48 w = 3 ; % ambient wind speed [m/ s ] in x−d i r e c t i o n
49

50 er = [ s i n ( x1 )∗ cos ( x3 ) ; s i n ( x1 )∗ s i n ( x3 ) ; cos ( x1 ) ] ;
51 e theta = [ cos ( x1 )∗ cos ( x3 ) ; cos ( x1 )∗ s i n ( x3 ) ;− s i n ( x1 ) ] ;
52 ephi = [− s i n ( x3 ) ; cos ( x3 ) ; 0 ] ;
53

54 W = [w 0 0 ] ’ ;
55 p = l .∗ er ;
56 dp = l .∗ e theta .∗ x2 + l ∗ s i n ( x1 ) .∗ ephi .∗ x4 ;
57 We = W − dp ;
58 Wep = We − dot ( er ,We) .∗ er ;
59 s i m p l i f y (Wep, ’ I gno reAna ly t i cCons t ra in t s ’ , true , ’ Steps ’

,10) ;
60 e l = We/norm(We) ;
61 et = c r o s s (We, er ) /norm( c r o s s (We, er ) ) ;
62 et = s i m p l i f y ( et , ’ I gno reAna ly t i cCons t ra in t s ’ , true , ’

Steps ’ ,10) ;
63 % e p s i = c r o s s ( et , e l ) ;
64 % s i m p l i f y ( eps i , ’ I gnoreAna ly t i cConst ra in t s ’ , true , ’ Steps

’ , 1 0 ) ;
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65 e p s i = c r o s s ( c r o s s (We, er ) ,We) /(norm(We)∗norm( c r o s s (We,
er ) ) ) ;

66 s i m p l i f y ( eps i , ’ I gno reAna ly t i cCons t ra in t s ’ , true , ’ Steps ’
,10) ;

67

68 waitbar (2/10 ,h , ’ S imp l i f y i ng second group . . . ’ ) ;
69

70 FD = 0.5∗ rho a ∗CD∗Ak∗dot (We,We) ;
71 FD = s i m p l i f y (FD, ’ Steps ’ , 10 , ’

I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;
72 FL = 0.5∗ rho a ∗CL∗Ak∗dot (We,We) ;
73 FL = s i m p l i f y (FL, ’ Steps ’ , 10 , ’

I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;
74 Fdt = eva l (1/8∗ rho a ∗Cnorm∗dt∗ l ∗norm(Wep) ) ;
75 Fdt = s i m p l i f y ( Fdt , ’ Steps ’ , 10) ;%, ’

IgnoreAna ly t i cCons t ra in t s ’ , t rue )
76

77 waitbar (3/10 ,h , ’ S imp l i f y i ng th i rd group . . . ’ ) ;
78

79 ps i 1 = dot (We, e theta ) /norm(We) ;
80 ps i 1 = s i m p l i f y ( ps i1 , ’ Steps ’ , 10 , ’

I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;
81 ps i 2 = dot ( ephi ,We) /norm(We) ;
82 ps i 2 = s i m p l i f y ( ps i2 , ’ Steps ’ , 10 , ’

I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;
83 ps i 3 = dot ( c r o s s ( c r o s s (We, er ) ,We) , e theta ) /dot (We,We) ;
84 ps i 3 = s i m p l i f y ( ps i3 , ’ Steps ’ , 10 , ’

I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;
85

86 waitbar (4/10 ,h , ’ S imp l i f y i ng 4 th group . . . ’ ) ;
87

88 ps i 4 = dot (We, ephi ) /norm(We) ;
89 ps i 4 = s i m p l i f y ( ps i4 , ’ Steps ’ , 10 , ’

I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;
90 ps i 5 = dot ( etheta ,We) /norm(We) ;
91 ps i 5 = s i m p l i f y ( ps i5 , ’ Steps ’ , 10 , ’

I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;
92 ps i 6 = dot ( c r o s s ( c r o s s (We, er ) ,We) , ephi ) /dot (We,We) ;
93 ps i 6 = s i m p l i f y ( ps i6 , ’ Steps ’ , 10 , ’

I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;
94
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95 waitbar (5/10 ,h , ’ S imp l i f y i ng 5 th group . . . ’ ) ;
96

97 ps i 7 = dot (We, e theta ) ;
98 ps i 7 = s i m p l i f y ( ps i7 , ’ Steps ’ , 10 , ’

I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;
99 ps i 8 = dot (We, ephi ) ;

100 ps i 8 = s i m p l i f y ( ps i8 , ’ Steps ’ , 10 , ’
I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;

101 % ps i9 = dot (We, er ) /norm(We) ;
102 % ps i9 = s i m p l i f y ( ps i9 , ’ Steps ’ , 10 , ’

I gnoreAna ly t i cCons t ra in t s ’ , t rue ) ;
103 % ps i10 = norm( c r o s s (We, er ) ) /norm(We) ;
104 % ps i10 = s i m p l i f y ( ps i10 , ’ Steps ’ , 10 , ’

I gnoreAna ly t i cCons t ra in t s ’ , t rue ) ;
105 %
106 waitbar (6/10 ,h , ’ S imp l i f y i ng 6 th group . . . ’ ) ;
107

108 Fx1 = (FD∗ cos ( u2 )∗ cos ( u1 ) − FL∗ s i n ( u2 )∗ cos ( u1 ) )∗ ps i 1 . . .
109 + (FD∗ cos ( u2 )∗ s i n ( u1 ) − FL∗ s i n ( u2 )∗ s i n ( u1 ) )∗ ps i 2 . . .
110 + (FD∗ s i n ( u2 ) + FL∗ cos ( u2 ) )∗ ps i 3 . . .
111 + Fdt∗ ps i 7 ;
112 Fx1 = s i m p l i f y (Fx1 , ’ Steps ’ ,10) ;
113 Fx3 = (FD∗ cos ( u2 )∗ cos ( u1 ) − FL∗ s i n ( u2 )∗ cos ( u1 ) )∗ ps i 4 . . .
114 + (FD∗ cos ( u2 )∗ s i n ( u1 ) − FL∗ s i n ( u2 )∗ s i n ( u1 ) )∗ ps i 5 . . .
115 + (FD∗ s i n ( u2 ) + FL∗ cos ( u2 ) )∗ ps i 6 . . .
116 + Fdt∗ ps i 8 ;
117 Fx3 = s i m p l i f y (Fx3 , ’ Steps ’ ,10) ;
118

119

120 f = [ x2 ; Fx1/( l ∗m) + s i n ( x1 )∗g/ l + s i n ( x1 )∗ cos ( x1 )∗x4ˆ2
+ u2 ; x4 ; Fx3/( l ∗m) − 2∗ cot ( x1 )∗x2∗x4 ] ;

121

122 waitbar (7/10 ,h , ’ Computing Jacobian matr i ce s A and B . . . ’
) ;

123

124 A = jacob ian ( f , [ x1 x2 x3 x4 ] ) ;
125 B = jacob ian ( f , [ u1 u2 ] ) ;
126

127 waitbar (8/10 ,h , ’ S imp l i f y i ng Jacobian . . . ’ ) ;
128

129 f o r i = 1 :4
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130 f o r j = [ 2 4 ]
131 A( i , j ) = s i m p l i f y (A( i , j ) , ’ Steps ’ , 2 , ’

I gno r eAna ly t i cCons t ra in t s ’ , t rue ) ;
132 end
133 end
134

135

136

137 % f i d = fopen ( ’ Ageneral2 . dat ’ , ’w’ ) ;
138 % f o r i = 1 :4
139 % f o r j = 1 :4
140 % f p r i n t f ( f i d , ’%s\n ’ , char (A( i , j ) ) ) ;
141 % end
142 % end
143 % f c l o s e ( f i d ) ;
144

145 % C o n t r o l l a b i l i t y a n a l y s i s at W = 5 m/ s and u2 = 0
146 waitbar (9/10 ,h , ’ Sub s t i t u t i ng w and u2 as cons tant s in

j a cob i an s . . . ’ ) ;
147 A = subs (A, u2 , 0 ) ;
148 B = subs (B, u2 , 0 ) ;
149 c l o s e (h)
150

151 CTB = ze ro s (N,N) ;
152

153 x 1 = l i n s p a c e (0 , p i /2 ,N) ;
154 x 2 = pi ;
155 x 3 = l i n s p a c e (−pi /2 , p i /2 ,N) ;
156 x 4 = pi ;
157 u 1 = 0 ;
158 %u 2 = 0 ;
159

160 h = waitbar (0 , ’ Progres s o f c o n t r o l l a b i l i t y check . . . ’ ) ;
161 f o r i = 1 :N
162 %disp ( [ num2str ( i ) , ’ / ’ , num2str (N) , ’ outer i t e r a t i o n s

in 2D (Nˆ2) ’ ] ) ;
163 i f ( i ==1)
164 time0 = t i c ;
165 end
166 f o r j = 1 :N
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167 dumA = eva l ( subs (A,{ x1 , x2 , x3 , x4 , u1} ,{ x 1 ( i ) , x 2
, x 3 ( j ) , x 4 , u 1 }) ) ;

168 dumB = eva l ( subs (B,{ x1 , x2 , x3 , x4 , u1} ,{ x 1 ( i ) , x 2
, x 3 ( j ) , x 4 , u 1 }) ) ;

169

170 dumNan = isnan (dumA) ;
171 i f (max(max(dumNan) ) )
172 CTB( i , j ) = −1;
173 e l s e
174 CTB( i , j ) = length (dumA) − rank ( ct rb (dumA,

dumB) ) ;
175 end
176 end
177

178 i f ( i>=2)
179 t f i n = toc ( time0 ) ;
180 t t o t a l = round ( (N/ i )∗ t f i n − t f i n ) ;
181 totalm = f l o o r ( t t o t a l /60) ;
182 t o t a l s = t t o t a l − totalm ∗60 ;
183 waitbar ( i /N, h , [ ’ Progres s o f c o n t r o l l a b i l i t y

check . . . [ETA: ’ , num2str ( totalm ) , ’m ’ ,
num2str ( t o t a l s ) , ’ s ] ’ ] ) ;

184 end
185

186

187 end
188 c l o s e (h) ;
189

190 % Graphical r e p r e s e n t a t i o n o f c o n t r o l l a b i l i t y a n a l y s i s
r e s u l t s

191 x 12 = l i n s p a c e (0 , p i /2 ,N+1) ;
192 x 32 = l i n s p a c e (−pi /2 , p i /2 ,N+1) ;
193

194 zs = repmat ( cos ( x 12 ) ,N+1 ,1) ’ ;
195 f o r i = 1 : (N+1)
196 f o r j = 1 : (N+1)
197 xs ( i , j ) = s i n ( x 12 ( i ) )∗ cos ( x 32 ( j ) ) ;
198 ys ( i , j ) = s i n ( x 12 ( i ) )∗ s i n ( x 32 ( j ) ) ;
199 end
200 end
201 s e t (0 , ’ d e f a u l t t e x t i n t e r p r e t e r ’ , ’ none ’ ) ;
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202 f i g 1 = f i g u r e (1 )
203 s u r f ( xs , ys , zs ,CTB) , a x i s equal
204 colormap ( [ 1 0 0 ;0 1 0 ] )
205 x l1 = x l a b e l ( ’ $x$ ’ ) ; s e t ( xl1 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
206 y l1 = y l a b e l ( ’ $y$ ’ ) ; s e t ( yl1 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
207 z l 1 = z l a b e l ( ’ $z$ ’ ) ; s e t ( z l1 , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
208

209 %t1 = t i t l e ( ’ C o n t r o l l a b i l i t y check f o r $\ f o r a l l ( x 1 ,
x 3 ) $ at $x 2=x 4=\pi , u 1=u 2=0$ and $w = 5 [m/ s ] $
’ ) ; s e t ( t1 , ’ i n t e r p r e t e r ’ , ’ l a tex ’ ) ;

210 co l o rba r ( ’ YTickLabel ’ ,{ ’ ’ , ’ Uncont ro l l ab l e ’ , ’ ’ , ’ ’ , ’ ’ , ’ ’ ,
’ ’ , ’ ’ , ’ ’ , ’ Fu l ly c o n t r o l l a b l e ’ })

211 f i g2 img ( 600 , 1 ) ;
212

213 % Running c o n t r o l l a b i l i t y t e s t in the c l o s e range near
x1 = 0 and x1 = pi /2

214

215 i f c l o s e t e s t
216 CTBc1 = ze ro s (N,N) ;
217 CTBc2 = ze ro s (N,N) ;
218

219 x 13 = l i n s p a c e ( x 1 (1 ) , x 1 (2 ) ,N) ;
220 x 14 = l i n s p a c e ( x 1 ( end ) , x 1 ( end−1) ,N) ;
221

222 f o r i = 1 :N
223 f o r j = 1 :N
224 dumA1 = eva l ( subs (A,{ x1 , x2 , x3 , x4 , u1} ,{ x 13 (

i ) , x 2 , x 3 ( j ) , x 4 , u 1 }) ) ;
225 dumB1 = eva l ( subs (B,{ x1 , x2 , x3 , x4 , u1} ,{ x 13 (

i ) , x 2 , x 3 ( j ) , x 4 , u 1 }) ) ;
226

227 dumA2 = eva l ( subs (A,{ x1 , x2 , x3 , x4 , u1} ,{ x 14 (
i ) , x 2 , x 3 ( j ) , x 4 , u 1 }) ) ;

228 dumB2 = eva l ( subs (B,{ x1 , x2 , x3 , x4 , u1} ,{ x 14 (
i ) , x 2 , x 3 ( j ) , x 4 , u 1 }) ) ;

229

230 dumNanA1 = isnan (dumA1) ;
231 dumNanB1 = isnan (dumB1) ;
232

233 dumNanA2 = isnan (dumA2) ;
234 dumNanB2 = isnan (dumB2) ;
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235

236 i f max(max(dumNanA1) )
237 CTBc1( i , j ) = −1;
238 e l s e
239 CTBc( i , j ) = length (dumA1) − rank ( ct rb (

dumA1,dumB1) ) ;
240 end
241

242 i f max(max(dumNanA2) )
243 CTBc2( i , j ) = −1;
244 e l s e
245 CTBc2( i , j ) = length (dumA2) − rank ( ct rb (

dumA2,dumB2) ) ;
246 end
247 end
248 end
249

250 end
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