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## Preface
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#### Abstract

The two-equation turbulence models Wilcox k-omega and Menter k-omega SST are programmed in FORTRAN and tested on the cases channel flow and backward-facing step. A short time step and a good initial field is required to obtain a solution. Results are adequate for most engineering purposes with a $15 \%$ error in predicted reattachment length. Gain from parallel programming is only found on the elliptic equation solver.


## Sammendrag

To-ligning turbulens modellene Wilcox k-omega og Menter k-omega SST er programmert i FORTRAN og testet på channel flow og backward-facing step. For å få en løsning er det nødvendig med et kort tidssteg og et godt initialfelt. Resultatene er tilfredsstillende for de fleste ingeniør bruksområdene med $15 \%$ feilestimat på reattachment length. Tidsbesparing fra parallell programmering ble bare funnet på elliptisk ligning løseren.
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## Chapter 1

## Introduction

With computational power and memory increasing, computational fluid dynamics, CFD, is increasingly used in engineering. This demand is supplied with software where turbulence models, especially two-equation models, are an already integrated part. All the user needs to do is check a box and the turbulence is simulated, but are the models really that simple? With turbulence being an advanced three dimensional transient phenomena, it appears a large amount of faith is placed in the models and the implementation into the software.

Working with CFD without commercial CFD software requires a large understanding of fluid dynamics and programming, an uncommon and challenging combination. Without the understanding of the physics the results are hard to interpret correctly, and the large amount of programming makes it a challenge for beginners. Although programming is integrated into most engineering educations, it is nowhere near the level needed to create a complete CFD program.

The goal of the thesis is to learn about two-equation turbulence modeling, as well as programming with FORTRAN. To accomplish this the 2D laminar program from the project work will be expanded to include turbulence models and tested on the backwardfacing step case. The elliptic pressure equation solver BiCGSTAB is kept and the grid will be uniform for ease of programming. There will also be a 1D program solving channel flow to test the models on a simple problem and an investigation into possible multiprocessor programming to shorten simulation time. The Reynolds numbers covered are low to medium, allowing to compare with perfectly smooth walls from DNS results. The twoequation turbulence models covered in this paper is:

- Wilcox k-omega
- Menter k-omega SST
- k-epsilon


### 1.1 Hardware and Software

The simulations are run on a ASUS G75VW with Ubuntu 14.04.1 LTS, 16 GB of memory and a Intel Core i7-3630QM processor at 2.40 GHz . The programs are written in gedit Text Editor 3.10.4 and compiled by NAG Fortran Compiler 6.0. Double precision, the

NAG working precision, must be set on all real variables used by the NAG Fortran Library Mark 24 (64-bit) for Linux, FLL6A24D9L. For chapter 3 only quadruple precision is used.

## Chapter 2

## Background Theory

### 2.1 The Projection Method

The projection method, as presented by Kristoffersen[1], solves the Navier-Stokes Equation in three steps:

$$
\begin{gather*}
\frac{u_{i}^{*}-u_{i}^{n}}{\Delta t}+u_{j}^{n} \frac{\partial u_{i}^{n}}{\partial x_{j}}=-\beta \frac{1}{\rho} \frac{\partial p^{n}}{\partial x_{i}}+\frac{\partial}{\partial x_{j}}\left[\left(\nu+\nu_{t}^{n}\right) \frac{\partial u_{i}^{n}}{\partial x_{j}}\right]  \tag{2.1}\\
\frac{\partial^{2}}{\partial x_{j} \partial x_{j}} \frac{p^{n+1}-\beta p^{n}}{\rho}=\frac{1}{\Delta t} \frac{\partial u_{i}^{*}}{\partial x_{i}}  \tag{2.2}\\
\frac{u_{i}^{n+1}-u_{i}^{*}}{\Delta t}=-\frac{1}{\rho} \frac{\partial}{\partial x_{i}}\left(p^{n+1}-\beta p^{n}\right) \tag{2.3}
\end{gather*}
$$

Here $u^{*}$ is a tentative velocity and the constant $\beta$ is a switch between zero and one. When $\beta$ is set to one, more information from $p^{n}$ is transfered to $U^{*}$, while for $\beta$ set to zero, $p^{n}$ is not used in the tentative flow-field. In this paper $\beta$ set to zero, that way the old pressure field provides an excellent guess for the solution of equation 2.2.

### 2.2 Law of the Wall

The law of the wall describes the average velocity in the boundary layer of a turbulent flow. For $y^{+}$values below 5 , the viscous sublayer, the $u^{+}$is equal to $y^{+}$. The log layer is named after the logarithmic relation between $y^{+}$and $u^{+}$;

$$
\begin{equation*}
u^{+}=\frac{1}{\kappa} \ln y^{+}+C^{+} \tag{2.4}
\end{equation*}
$$

where, for a smooth wall, $C^{+} \approx 5.0$ and $\kappa \approx 0.41$. At $5<y^{+}<30$, the buffer layer, neither of the equations hold.


Figure 2.1: Law of the wall

### 2.3 The Eddy Viscosity Hypothesis

The eddy viscosity concept was introduced in 1887 by Boussinesq, and is widely used when modeling turbulence. It states that the turbulent Reynolds stresses are proportional to the gradients of the mean strain-rate tensor [2]:

$$
\begin{equation*}
\tau_{i j}=\mu_{t}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}-\frac{2}{3} \frac{\partial u_{k}}{\partial x_{k}} \delta_{i j}\right)-\frac{2}{3} \rho k \delta_{i j} \tag{2.5}
\end{equation*}
$$

This eddy viscosity is not a physical property, but varies with local flow conditions and geometry. Although the eddy viscosity hypothesis is not completely correct, it can provide an adequate estimate of turbulent flows[3]. In its simplest description the eddy viscosity can be characterized by a velocity q , which is based on k , and a length scale L, often based on the dissipation and production ratio of $k$;

$$
\begin{equation*}
\mu_{t}=C_{\mu} \rho q L \tag{2.6}
\end{equation*}
$$

the modeling of q and L then decides the final expression of $\mu_{t}$.

### 2.4 Two-Equation Turbulence Models

The two-equation turbulence models are derived from the long time averaged NavierStokes equation using the eddy viscosity theorem. The only change to the Navier-Stokes equation is the addition of the eddy viscosity to the molecular viscosity. Two other turbulent quantities are introduced, the mean turbulent kinetic energy, $k$, and the quantity describing the dissipation of the turbulent kinetic energy. The dissipation is often symbolized by $\epsilon$ and the specific dissipation by $\omega$. The turbulent kinetic energy is defined as:

$$
\begin{equation*}
k=\frac{1}{2} \overline{u_{j}^{\prime} u_{j}^{\prime}} \tag{2.7}
\end{equation*}
$$

Both k and $\omega$, or $\epsilon$, have their own transport equations and, although they change from model to model, contain terms for rate of change in a fluid element in mean motion, production, diffusion and dissipation. Other terms may be included to account for specific physical and geometrical mechanisms.

### 2.4.1 Wilcox K-Omega

The Wilcox k-omega model, introduced by Wilcox in the late 1980s, uses the specific dissipation and is one of the few models that are able to resolve the boundary layer without damping functions[4]. According to Menter[4], the Wilcox k-omega of 1988 is as accurate as any other two-equation model in predicting the mean flow and have better numerical stability. The model have been modified somewhat over the years, and the current standard is the 2006 version[5]. However, the 1988 model is valued for its simplicity:

$$
\begin{gather*}
\frac{D \rho k}{D t}=\tau_{i j} \frac{\partial u_{i}}{\partial x_{j}}-\beta^{*} \rho \omega k+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\sigma_{k} \mu_{t}\right) \frac{\partial k}{\partial x_{j}}\right]  \tag{2.8}\\
\frac{D \rho \omega}{D t}=\frac{\gamma \omega}{k} \tau_{i j} \frac{\partial u_{i}}{\partial x_{j}}-\beta \rho \omega^{2}+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\sigma_{\omega} \mu_{t}\right) \frac{\partial \omega}{\partial x_{j}}\right]  \tag{2.9}\\
\mu_{t}=\frac{\rho k}{\omega} \tag{2.10}
\end{gather*}
$$

The boundary conditions at the wall are $\left.\mu_{t}\right|_{\text {wall }}=0 k_{\text {wall }}=0$ and $\omega_{\text {wall }}=\frac{60 \nu}{\beta d^{2}}$, where d is the distance to the first cell center. Wilcox initially suggests a different boundary condition for $\omega, \omega_{\text {wall }} \rightarrow \frac{6 \nu_{\text {wall }}}{\beta d^{2}}$ as $d \rightarrow 0$, but Menter later claims the one used to be superior[4]. The constants in the model are:

$$
\begin{aligned}
\sigma_{k} & =0.5 & \sigma_{\omega} & =0.5 \\
\gamma & =\frac{5}{9} & \beta & =\frac{3}{40}
\end{aligned}
$$

### 2.4.2 Menter K-Omega SST

In a 1994 paper, reference [4], Menter presented one of the pillars in two-equation turbulence modeling by combining the original k-epsilon and Wilcox k-omega models. In broad strokes, the model uses Wilcox k-omega in the boundary layer and k -epsilon in the outer region and free shear flows. The Menter k-omega Shear-Stress Transport was empirically derived from the two others and uses several functions.

$$
\begin{gather*}
\frac{D \rho k}{D t}=\tau_{i j} \frac{\partial u_{i}}{\partial x_{j}}-\beta^{*} \rho \omega k+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\sigma_{k} \mu_{t}\right) \frac{\partial k}{\partial x_{j}}\right]  \tag{2.11}\\
\frac{D \rho \omega}{D t}=\frac{\gamma}{\mu_{t}} \tau_{i j} \frac{\partial u_{i}}{\partial x_{j}}-\beta \rho \omega^{2}+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\sigma_{\omega} \mu_{t}\right) \frac{\partial \omega}{\partial x_{j}}\right] \\
+2\left(1-F_{1}\right) \sigma_{\omega 2} \rho \frac{1}{\omega} \frac{\partial k}{\partial x_{j}} \frac{\partial \omega}{\partial x_{j}}  \tag{2.12}\\
\mu_{t}=\frac{a_{1} \rho k}{\max \left(a_{1} \omega, \Omega F_{2}\right)} \tag{2.13}
\end{gather*}
$$

where $\Omega$ is the magnitude of the vorticity. The boundary conditions are the same as for Wilcox k-omega and the constants are a combination of constants related to the original models, defined as:

$$
\begin{equation*}
\Phi=F_{1} \Phi_{1}+\left(1-F_{1}\right) \Phi_{2} \tag{2.14}
\end{equation*}
$$

The functions and constants are:

$$
\begin{gather*}
F_{1}=\operatorname{than}\left(\arg _{1}^{4}\right)  \tag{2.15}\\
\arg g_{1}=\min \left[\max \left(\frac{\sqrt{k}}{0.09 \omega d} ; \frac{500 \nu}{d^{2} \omega}\right), \frac{4 \sigma_{\omega 2} k}{C D_{k \omega} d^{2}}\right]  \tag{2.16}\\
C D_{k \omega}=\max \left(2 \sigma_{\omega 2} \frac{1}{\omega} \frac{\partial k}{\partial x_{j}} \frac{\partial \omega}{\partial x_{j}}, 10^{-20}\right)  \tag{2.17}\\
F_{2}=\tanh \left(\arg _{2}^{2}\right)  \tag{2.18}\\
\arg _{2}=\max \left(2 \frac{\sqrt{k}}{0.09 \omega d} ; \frac{500 \nu}{d^{2} \omega}\right) \tag{2.19}
\end{gather*}
$$

where $d$ is the distance to the closest surface.

$$
\begin{array}{ccc}
\sigma_{k 1}=0.85 & \sigma_{\omega 1}=0.85 & \beta_{1}=0.075 \\
a_{1}=0.31 & \beta^{*}=0.09 & \kappa=0.41 \\
\sigma_{k 2}=1.0 & \sigma_{\omega 2}=0.856 & \beta_{2}=0.0828 \\
\gamma_{1}=\frac{\beta_{1}}{\beta^{*}}-\frac{\sigma_{\omega 1} \kappa^{2}}{\sqrt{\left(\beta^{*}\right)}} \\
& \gamma_{2}=\frac{\beta_{2}}{\beta^{*}}-\frac{\sigma_{\omega 2} \kappa^{2}}{\sqrt{\left(\beta^{*}\right)}}
\end{array}
$$

### 2.5 Discretization and Boundary Conditions

The problems are discretized with forward Euler scheme in time and second order central differencing for all spacial derivatives. In Figure 2.2 the local positioning used in both this report and the programs is shown.


Figure 2.2: MAC grid cell, picture from [1]

For the velocity the boundary conditions are handled with ghost cells, as shown in Figure 2.3, they are zero at all walls. The inlet values are given, while the outlet values are derivatives equal to zero. Boundary conditions for the pressure are derivatives equal to zero at walls, and given or derivatives equal to zero at inlet and outlet.


Figure 2.3: Global grid, picture from [1]

Using the described discretization and conservative form for equation 2.1, the equations 2.1, 2.2 and 2.3 gives the following equations:

$$
\begin{align*}
& \frac{u_{i, j}^{*}-u_{i, j}^{n}}{\Delta t}=-\frac{\left(u_{i+1, j}^{n}-u_{i, j}^{n}\right)^{2}-\left(u_{i, j}^{n}-u_{i-1, j}^{n}\right)^{2}}{4 \cdot \Delta x} \\
& -\frac{\left(u_{i, j+1}^{n}+u_{i, j}^{n}\right) \cdot\left(v_{i+1, j}^{n}+v_{i, j}^{n}\right)-\left(u_{i, j}^{n}+u_{i, j-1}^{n}\right) \cdot\left(v_{i+1, j-1}^{n}+v_{i, j-1}^{n}\right)}{4 \cdot \Delta y}  \tag{2.20}\\
& -\beta \frac{p_{i+1, j}^{n}-p_{i, j}^{n}}{\Delta x}+ \\
& \frac{1}{R e}\left(\frac{u_{i+1, j}^{n}-2 \cdot u_{i, j}^{n}+u_{i-1, j}^{n}}{(\Delta x)^{2}}+\frac{u_{i, j+1}^{n}-2 \cdot u_{i, j}^{n}+u_{i, j-1}^{n}}{(\Delta y)^{2}}\right) \\
& \frac{v_{i, j}^{*}-v_{i, j}^{n}}{\Delta t}=-\frac{\left(v_{i, j+1}^{n}-v_{i, j}^{n}\right)^{2}-\left(v_{i, j}^{n}-v_{i, j-1}^{n}\right)^{2}}{4 \cdot \Delta y} \\
& -\frac{\left(u_{i, j+1}^{n}+u_{i, j}^{n}\right) \cdot\left(v_{i+1, j}^{n}+v_{i, j}^{n}\right)-\left(u_{i-1, j+1}^{n}+u_{i-1, j}^{n}\right) \cdot\left(v_{i-1, j}^{n}+v_{i, j}^{n}\right)}{4 \cdot \Delta x}  \tag{2.21}\\
& -\beta \frac{p_{i, j+1}^{n}-p_{i, j}^{n}}{\Delta y}+ \\
& \frac{1}{R e}\left(\frac{v_{i+1, j}^{n}-2 \cdot v_{i, j}^{n}+v_{i-1, j}^{n}}{(\Delta x)^{2}}+\frac{v_{i, j+1}^{n}-2 \cdot v_{i, j}^{n}+v_{i, j-1}^{n}}{(\Delta y)^{2}}\right)
\end{align*}
$$

Writing $p^{n+1}-\beta p^{n}$ as $\Phi$ for discretization of 2.2 and 2.3:

$$
\begin{gather*}
\frac{\Phi_{i+1, j}-2 \cdot \Phi_{i, j}+\Phi_{i-1, j}}{(\Delta x)^{2}}+\frac{\Phi_{i, j+1}-2 \cdot \Phi_{i, j}+\Phi_{i, j-1}}{(\Delta y)^{2}}= \\
\frac{1}{\Delta t} \cdot\left(\frac{u_{i, j}^{*}-u_{i-1, j}^{*}}{\Delta x}+\frac{v_{i, j}^{*}-v_{i, j-1}^{*}}{\Delta y}\right)  \tag{2.22}\\
\frac{u_{i, j}^{n+1}-u_{i, j}^{*}}{\Delta x}=-\frac{\Phi_{i+1, j}-\Phi_{i, j}}{\Delta x}  \tag{2.23}\\
\frac{v_{i, j}^{n+1}-v_{i, j}^{*}}{\Delta y}=-\frac{\Phi_{i, j+1}-\Phi_{i, j}}{\Delta y} \tag{2.24}
\end{gather*}
$$

The boundary conditions for the tentative velocity field is difficult to interpret physically, also affecting the boundary conditions of $\Phi$ in equation 2.22 . It can be shown, as by R. Kristoffersen[1], that the solution of $U^{n+1}$ at the boundaries are independent of the boundary values of $U^{*}$. R. Kristoffersen further shows that if these are set as Dirichlet conditions, the boundary conditions for $\Phi$ is Neumann conditions. Therefore the boundary condition for $U^{*}$ is the same as for $U$, while $\Phi$ has the same as $P$, coded directly for the numerical solver.

## Chapter 3

## Multi -processor and -thread Programming

### 3.1 Introduction to MP

To investigate the gain of multiprocessor, or multi thread programs, compared to single thread programs in FORTRAN the sum

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{1}{n^{2}}=2 \tag{3.1}
\end{equation*}
$$

is considered.
CPU time is a good measure of the workload required to run a program. It is available as a function or subroutine, intrinsically, as well as in most libraries. On one thread it is possibly the best way to measure time spent, as it returns the actual time spent on the program by the processor. For several processors it returns the sum of all the individual times, resulting in a far larger number than the real time, and is therefore not a good measure on the efficiency of a multiprocessor program. Therefore the real time is used to test the efficiency, with the system_clock intrinsic subroutine.

### 3.2 OpenMP

OpenMP is a specification for a set of compiler directives, library routines, and environment variables that can be used to specify high-level parallelism in Fortran and C/C++ programs[6]. As OpenMP 3.1 and 3.0 is supported by NAG FORTRAN Compiler 6.0, its simplicity and availability makes it a natural choice for this report. It is simply implemented by commands written with the prefix ! \$ and, in NAG FORTRAN Compiler, the option -openmp when compiling. The command !\$PARALLEL is used to declare a parallel region, while the next command define how the work should be shared between the threads. The relevant commands for this project is shown in the following list.
-! $\$ \mathrm{DO}$

- !\$SECTIONS
- !\$WORKSHARE


### 3.3 Results and Discussion for MP

With quadruple precision floating point variables in equation 3.1, n equal to 150 or higher gives underflow, and so the sum is run from 0 to 149 . It is also run from 149 to 0 , to ensure no information is lost when adding a small number to a large number. Both loops return the same sum for the same value of $n$, and the correct sum of 2.0 for $n \gtrsim 94$. This may seem like a contradiction, but is simply due to the fact that numbers and arithmetics on a computer is never accurate. This may further be shown by the intrinsic functions tiny $(\mathrm{x})$, returning the smallest positive number representable by the same kind as x , and epsilon(x), returning the smallest positive number of the same kind as x that may be added to 1 and give an answer larger than 1 . For quadruple precision the ratio between the two numbers are; $\frac{\operatorname{tiny}(x)}{\text { epsilon }(x)} \simeq 8.12987 \cdot 10^{-261}$.

The first test was to execute the two sums on a single tread compared to executing them on two threads, one thread for each sum. It was also placed inside a loop for computing the sums 15 or $25 \cdot 10^{5}$ times. All programs executed 15 times with the results, mean and variance of time, shown in table 3.1. From this it is visible that parallelization comes with a cost of extra computations. Without the loop the task is not measurable at millisecond precision, but sheared on two threads it is just visible. Comparing the results from the longest loop, the total increase in computational time amounts to approximately $15 \%$ and a substantial increase in variance, 220 times higher.

|  | Nr of loops | Mean [ms] | Variance $\left[\mathbf{m s}^{2}\right]$ |
| :---: | :---: | :---: | :---: |
| Single thread | 1 | 0 | 0 |
|  | 15 | 0.4667 | 0.2667 |
|  | $25 \cdot 10^{5}$ | 3593 | 26.43 |
| Two threads | 1 | 6.6 | 7.114 |
|  | 15 | 7.818 | 6.442 |
|  | $25 \cdot 10^{5}$ | 4131 | 5825 |

Table 3.1: Table of real time spent during program execution

Splitting the $25 \cdot 10^{5}$ iteration loop in two and allowing it to run on two different threads gives a time of 2704 ms , resulting in a gain of $25 \%$. However, the variance is increased to 180 times higher at $4685 \mathrm{~ms}^{2}$, further showing the uncertain overhead computations added by parallelization.

Table 3.2 shows the effect of entering and leaving the parallel region on every computation compared to only create and leave the parallel region once. The effect of entering and leaving the parallel region more than once amounts to increasing the computational time to 11 times higher, a result underlining the difficulties one can meet during parallel programming.

|  | Nr of loops | Mean [ms] | Variance [ms ${ }^{2}$ ] |
| :---: | :---: | :---: | :---: |
| Parallel command | 15 | 7.818 | 6.442 |
| outside loop | $25 \cdot 10^{5}$ | 4131 | 5825 |
| Parallel command | 15 | 32.87 | 228.1 |
| inside loop | $25 \cdot 10^{5}$ | 45540 | 2023000 |

Table 3.2: Table of real time spent during program execution depending on position of !\$OMP PARALLEL

The final test was to utilize all processors on the loop using to !\$OMP DO construct, resulting in a time of 1319 , a gain of $63 \%$. This construct is very easy to use and a good choice when possible.

### 3.4 Conclusion for MP

To use several threads efficiently it is important to identify a large amount of computations that may be carried out in parallel. If the workload is too low, there is no gain and possibly a loss in parallelization of the code. Yet, with OpenMP, parallel programming may be both beneficial and easy to implement. The biggest challenges is identifying possible parallel regions and the optimal parallelization method.

## Chapter 4

## 1D Channel Flow

### 4.1 Introduction to 1D Channel Flow

The steady state of the simple problem of a pressure driven incompressible flow between two plates provides an excellent study case for turbulence models. Its simplicity and the large number of DNS data available from the simulations of Kim, Moin and Mansour[7],hereafter KMM, makes for easy implementation and comparison.

### 4.2 Problem Setup for 1D Channel Flow

The domain of 1 x 1 is discretized on a 1 x 600 grid which is simplified by a symmetry plane to $1 x 300$. All values are saved in the cell center, except the pressure, which is prescribed at the inlet and outlet. The streamwise boundary conditions are the derivative equal to zero and the boundary condition at the wall shown in table 4.1.

| Variable | BC at wall |
| :---: | :---: |
| u | $\mathrm{u}=0$ |
| k | $\mathrm{k}=0$ |
| $\mu_{t}$ | $\mu_{t}=0$ |
| $\omega$ | $\omega=10 \frac{6 \nu}{\beta_{1}\left(\Delta y_{1}\right)^{2}}$ |

Table 4.1: The boundary conditions at the wall. $\Delta y_{1}$ is the distance to the closest surface.
Second order central differencing is used on all spacial derivatives and first order Euler scheme for time, using the time as an iterative dimension. With:

$$
\begin{equation*}
\frac{\partial u_{j}^{n}}{\partial y}=\frac{u_{j+1}-u_{j-1}}{2 \Delta y} \tag{4.1}
\end{equation*}
$$

and for any A and $\Phi$;

$$
\begin{gather*}
\frac{\partial}{\partial y}\left[\left(\mu+A \mu_{t}\right) \frac{\partial \Phi_{j}}{\partial y}\right]=\frac{1}{(\Delta y)^{2}}\left[A_{j+0.5}\left(\mu+\mu_{t j+0.5}\right)\left(\Phi_{j+1}-\Phi_{j}\right)\right.  \tag{4.2}\\
\left.-A_{j-0.5}\left(\mu+\mu_{t j-0.5}\right)\left(\Phi_{j}-\Phi_{j-1}\right)\right] \\
A_{j+0.5}=0.5 \cdot\left(A_{j+1}+A_{j}\right) \tag{4.3}
\end{gather*}
$$

Then by defining the pressure at the inlet to be $\frac{P}{\rho}=1$ and 0 at the outlet, $\frac{\partial P}{\partial x}=-1$, the Navier-Stokes equation reduces to:

$$
\begin{equation*}
\frac{u_{j}^{n+1}-u_{j}^{n}}{\Delta t}=1+\frac{1}{\partial y}\left[\left(\nu+\nu_{t}^{n}\right) \frac{\partial u_{j}^{n}}{\partial y}\right] \tag{4.4}
\end{equation*}
$$

The system is run with $\Delta t=1 E-6$ and considered converged when the second norm of the vector $u(t)-u(t-1)$ is less than $1 E-4$.

As the shear stress is known by balance of the forces, the shear velocity in the system is the square root of 0.5 . Then, with $R e_{\tau}$ defined by half the channel height and $u_{\tau}$, as in KMM, the problem formulation allows $R e_{\tau}$ to be chosen by choosing the kinematic viscosity.

### 4.2.1 Turbulence Models

The equations in the different turbulence models are greatly simplified by the boundary conditions and discretization, as shown below:

## Wilcox K-Omega

Turbulent kinetic energy:

$$
\begin{equation*}
\rho \frac{k_{j}^{n+1}-k_{j}^{n}}{\Delta t}=\mu_{t}^{n}\left(\frac{\partial u_{j}^{n}}{\partial y}\right)^{2}-\beta^{*} \rho \omega_{j}^{n} k_{j}^{n}+\frac{\partial}{\partial y}\left[\left(\mu+\sigma_{k} \mu_{t}^{n}\right) \frac{\partial k_{j}^{n}}{\partial y}\right] \tag{4.5}
\end{equation*}
$$

Specific dissipation:

$$
\begin{equation*}
\rho \frac{\omega_{j}^{n+1}-\omega_{j}^{n}}{\Delta t}=\rho \gamma\left(\frac{\partial u_{j}^{n}}{\partial y}\right)^{2}-\beta \rho\left(\omega_{j}^{n}\right)^{2}+\frac{\partial}{\partial y}\left[\left(\mu+\sigma_{\omega} \mu_{t}^{n}\right) \frac{\partial \omega_{j}^{n}}{\partial y}\right] \tag{4.6}
\end{equation*}
$$

## Menter K-Omega SST

Turbulent kinetic energy:

$$
\begin{equation*}
\rho \frac{k_{j}^{n+1}-k_{j}^{n}}{\Delta t}=\mu_{t}^{n}\left(\frac{\partial u_{j}^{n}}{\partial y}\right)^{2}-\beta^{*} \rho \omega_{j}^{n} k_{j}^{n}+\frac{\partial}{\partial y}\left[\left(\mu+\sigma_{k} \mu_{t}^{n}\right) \frac{\partial k_{j}^{n}}{\partial y}\right] \tag{4.7}
\end{equation*}
$$

Specific dissipation:

$$
\begin{gather*}
\rho \frac{\omega_{j}^{n+1}-\omega_{j}^{n}}{\Delta t}=\gamma \rho\left(\frac{\partial u_{j}^{n}}{\partial y}\right)^{2}-\beta \rho\left(\omega_{j}^{n}\right)^{2}+\frac{\partial}{\partial y}\left[\left(\mu+\sigma_{\omega} \mu_{t}^{n}\right) \frac{\partial \omega_{j}^{n}}{\partial y}\right] \\
+2\left(1-F_{1}\right) \sigma_{\omega 2} \rho \frac{1}{\omega_{j}^{n}} \frac{\partial k_{j}^{n}}{\partial y} \frac{\partial \omega_{j}^{n}}{\partial y}  \tag{4.8}\\
\frac{1}{\omega_{j}} \frac{\partial k_{j}}{\partial y} \frac{\partial \omega_{j}}{\partial y}=\frac{1}{\omega_{j}} \frac{\left(k_{j+1}-k_{j-1}\right)\left(\omega_{j+1}-\omega_{j-1}\right)}{4(\Delta y)^{2}} \tag{4.9}
\end{gather*}
$$

### 4.3 Results and Discussion for 1D Channel Flow

Two $R e_{\tau}$ numbers were investigated. To obtain $R e_{\tau}=590$, corresponding to $R e_{\text {umean }} \approx$ $13400, \nu$ was set to $6 \cdot 10^{-4}$, and for a less turbulent case, $R e_{\tau}=180$ and $R e_{\text {umean }} \approx 3300$, $\nu$ was set to $2 \cdot 10^{-3}$. The same results were obtained on a twice as fine grid, implying grid independence.

Although this should be a straight forward 1D case the models appear to be numerically unstable, demanding a time step in the order of one percent of the laminar case. They also need an adequate initial guess for the turbulent variables, in this case obtainable from the DNS data.

The complex Menter k-omega SST uses significantly more time compared to the simpler Wilcox k-omega. Keeping in mind the simplification of the Navier-Stokes equation, it may not be noticeable in more advanced cases, but it is apparent in this simple case.

### 4.3.1 Results $R e_{\tau}=180$



Figure 4.1: Logarithmic plot of velocity versus y+

The mean velocity, as shown in Figure 4.1, is adequately predicted for most purposes with both models, compared to both law of the wall and the DNS solution of KMM. While Menter k-omega SST predicts close to the DNS values, revealing the empirical approach

|  | $U_{c} / U_{c D N S}$ | $U_{c} / U_{\text {cLotW }}$ |
| :---: | :---: | :---: |
| Menter k-omega SST | 0.972 | 1.010 |
| Wilcox k-omega | 0.952 | 0.989 |

Table 4.2: Comparison of center channel velocities
when designing the model, Wilcox k-omega predicts closer to the law of the wall, an important part in the deduction of the model.

Table 4.2 shows a comparison of the center channel velocities from Figure 4.1. As the law of the wall is technically inapplicable to the center of the channel the DNS solution is the most interesting comparison, meaning the error is in the 3.0-5.0 \% area.

Both models fail to predict the sharp gradient after the sublayer, resulting in an error none of the models manage to compensate for. As can be seen from both table 4.2 and figure 4.1, Menter k-omega SST provides the velocity field closest to the solution.


Figure 4.2: Logarithmic plot of turbulent kinetic energy versus y+

Figure 4.2 shows the turbulent kinetic energy distribution in the channel. The value close to the wall is severely off the DNS solution, as expected[4], but the two models provides practically the same solution. For more than the upper half of the channel the values are similar to the DNS solution.

### 4.3.2 Results $R e_{\tau}=590$



Figure 4.3: Logarithmic plot of velocity versus y+

The models predict better values for this higher Reynolds number, with the error in the range $1.5-2.5 \%$, see table 4.3. This is expected, as higher Reynolds numbers are easier to predict. Further, as with lower Reynolds number, Menter k-omega SST has the closest prediction for the center channel velocity and the average velocity.

The turbulent kinetic energy, figure 4.4, has the same tendency as the $R e_{\tau}=180$.

|  | $U_{c} / U_{c D N S}$ | $U_{c} / U_{\text {cLot } W}$ |
| :---: | :---: | :---: |
| Menter k-omega SST | 0.984 | 1.018 |
| Wilcox k-omega | 0.977 | 1.012 |

Table 4.3: Comparison of center channel velocities


Figure 4.4: Logarithmic plot of turbulent kinetic energy versus y+

### 4.3.3 Eddy Viscosity

The eddy viscosity is an important parameter as it shows the effect of the different models on the mean flow. It is the only turbulent parameter directly effecting the equations for the mean velocities, and subsequently it is the only parameter the turbulence models need to predict correctly in order to produce the correct velocity field. When comparing the models one could expect that the average difference in the eddy viscosity would be directly related to the average difference in the velocity, but as table 4.4 implies this is not the case. Instead the figures 4.5 and 4.6 suggests that the difference in the cells close to the wall effects this more as figure 4.5 shows a bigger difference in the first 150 cells compared to figure 4.6. This is an interesting point, especially considering the description of the eddy viscosity as "varying with local flow conditions and geometry" and the extra effort to model this property made in the Menter k-omega SST.

|  | Norm $_{2}\left(\frac{u_{V}^{+}-u_{M}^{+}}{\max \left(u_{M}^{+}\right)}\right)$ | Norm $_{2}\left(\frac{\nu_{t W}-\nu_{t M}}{\max \left(\nu_{t M}\right)}\right)$ |
| :---: | :---: | :---: |
| Re180 | 0.366 | 1.61 |
| Re590 | 0.171 | 1.88 |

Table 4.4: Numerical comparison of velocity and $\nu_{t}$ field

Another point towards advanced modeling of the eddy viscosity is the strange shape of the Wilcox k-omega model in the center of the channel. While the Menter k-omega SST model behaves as expected with a maximum in the middle of the channel, the Wilcox k -omega predicts a local minimum. Although strange and unexpected, perhaps even unphysical, this does not seem to have a large effect on the solution of the problem.


Figure 4.5: $R e_{u \tau}=180$, Logarithmic plot of eddy viscosity versus y +


Figure 4.6: $R e_{u \tau}=590$, Logarithmic plot of eddy viscosity versus $\mathrm{y}+$

### 4.3.4 Attempt to use MATLAB's bvp-solver

A natural way to solve this case would be as a boundary value problem and it was attempted to do this for the Menter k-omega SST model in MATLAB using the inherent and powerful bvp4c function. The results were unsuccessful for grids and initial guesses later found to yield a solution with the method described in the problem setup of this chapter.

The online documentation for MATLAB states:
bup 4 c is a finite difference code that implements the three-stage Lobatto IIIa formula. This is a collocation formula and the collocation polynomial provides a C1-continuous solution that is fourth-order accurate uniformly in $[a, b]$. Mesh selection and error control are based on the residual of the continuous solution.[8]

The following could be possible reasons to why the bvp4c fails:

1. The system is too stiff or otherwise numerically unstable.
2. The bvp4c routine changes the grid continuously and the BC for $\omega$ is dependent on the first grid size.
3. The derivative of the viscosity is needed, but it is not defined in the model. The treatment of this may be incorrect.

## The Equation System

The reduced equations for velocity, turbulent kinetic energy and dissipation in the Menter k -omega SST gives the following system:

$$
\begin{gather*}
u_{1}^{\prime}=u_{2}=\frac{\partial u}{\partial y}  \tag{4.10}\\
u_{2}^{\prime}=\frac{\partial^{2} u}{\partial y^{2}}=\frac{-1}{\nu+\nu_{t}}\left(1+\frac{\partial \nu_{t}}{\partial y} \frac{\partial u}{\partial y}\right)  \tag{4.11}\\
k_{1}^{\prime}=k_{2}=\frac{\partial k}{\partial y}  \tag{4.12}\\
k_{2}^{\prime}=\left(\frac{-1}{\nu+\sigma_{k} \nu_{t}}\right)\left(\nu_{t}\left(\frac{\partial u}{\partial y}\right)^{2}-\beta \omega k+\sigma_{k} \frac{\partial \nu_{t}}{\partial y} \frac{\partial k}{\partial y}\right)  \tag{4.13}\\
\omega_{1}^{\prime}=\omega_{2}=\frac{\partial \omega}{\partial y}  \tag{4.14}\\
\omega_{2}^{\prime}=\left(\frac{-1}{\nu+\sigma_{\omega} \nu_{t}}\right)\left(\frac{\gamma}{\nu_{t}}\left(\frac{\partial u}{\partial y}\right)^{2}-\beta \omega^{2}+\sigma_{\omega} \frac{\partial \nu_{t}}{\partial y} \frac{\partial \omega}{\partial y}\right)+2\left(1-F_{1}\right) \sigma_{\omega 2} \frac{1}{\omega} \frac{\partial k}{\partial y} \frac{\partial \omega}{\partial y}  \tag{4.15}\\
\nu_{t}=\frac{a_{1} k}{\max \left(a_{1} \omega ; \Omega F_{2}\right)} \tag{4.16}
\end{gather*}
$$

and $\frac{\partial \nu_{t}}{\partial y}$ is defined using the standard rule $\left(\frac{f}{g}\right)^{\prime}=\frac{f g^{\prime}-f^{\prime} g}{g^{2}}$, where $f=a_{1} k$ and $g=$ $\max \left(a_{1} \omega ; \Omega F_{2}\right)$

### 4.4 Conclusions for 1D Channel Flow

Simulating the mean flow in a simple turbulent case is possible with both Menter k-omega SST and Wilcox k-omega as the models are presented in their respective papers. For both low and medium Reynolds numbers the results are adequate for most engineering purposes. The parameter effecting the mean flow, the eddy viscosity, appears to be best with the treatment of Menter k-omega SST, suggesting the extra computations are well worth it. It also suggests the treatment of this parameter as a relation between turbulent kinetic energy and dissipation only may not be correct for certain flow patterns or geometry. In addition the results imply that if the wall interaction is of little importance, very good mean flow may be obtained with wall functions, effectively skipping the sublayer where the models are furthest from predicting the correct solution.

The encountered challenges when simulating are mainly related to running the simulation due to the numerical instability of the models. With the small time step needed, even this simple problem takes time solving. There is also the issue of obtaining a good initial field before the simulation even starts.

The turbulent kinetic energy is an important part of the models, it is the only turbulent variable that has an obvious physical interpretation and definition. Yet the models fail entirely to predict its value near the wall, while the other values are adequate at best. From this three questions arise; "does it matter?", "is the turbulent kinetic energy in the model the same as the theoretical turbulent kinetic energy?" and "how does this effect the eddy viscosity?".

## Chapter 5

## K-Epsilon on 1D-Channel Flow $R e_{\tau}=590$

K-Epsilon is perhaps the most famous two-equation model and widely used in the industry. Because it is known to fail in the lower regions of the boundary layer most implementations of the model use wall functions and demand the first cell to be at $y^{+}>30$, effectively neglecting the most interesting part of this problem. As it also is known to work poorly with adverse pressure gradients, it was decided to compute it as a worst case scenario of the case in chapter 4, using it exactly as Wilcox k-omega and Menter k-omega SST. This version of the model is taken from Ferziger [3];

$$
\begin{gather*}
P_{k}=\left(\mu_{t}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)-\frac{2}{3} \rho \delta_{i j} k\right) \frac{\partial u_{i}}{\partial x_{j}}  \tag{5.1}\\
\frac{D \rho k}{D t}=P_{k}-\rho \epsilon+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\frac{\mu_{t}}{\sigma_{k}}\right) \frac{\partial k}{\partial x_{j}}\right]  \tag{5.2}\\
\frac{D \rho \epsilon}{D t}=C_{\epsilon 1} \frac{\epsilon}{k} P_{k}-\rho C_{\epsilon 2} \frac{\epsilon^{2}}{k}+\frac{\partial}{\partial x_{j}}\left(\frac{\mu_{t}}{\sigma_{\epsilon}} \frac{\partial \epsilon}{\partial x_{j}}\right)  \tag{5.3}\\
\mu_{t}=\rho C_{\mu} \frac{k^{2}}{\epsilon} \tag{5.4}
\end{gather*}
$$

Boundary conditions: $\epsilon_{\text {wall }}=\left.\nu \frac{\partial^{2} k}{\partial y^{2}}\right|_{\text {wall }}$ and $k_{\text {wall }}=0$

$$
\begin{aligned}
\sigma_{k} & =1.0 & \sigma_{\epsilon} & =1.3 & C_{\mu}=0.09 \\
C_{\epsilon 1} & =1.44 & C_{\epsilon 2} & =1.92 &
\end{aligned}
$$

The discretized equations then becomes;

$$
\begin{gather*}
P_{k}=\mu_{t j}\left(\frac{\partial u_{j}^{n}}{\partial y}\right)^{2}  \tag{5.5}\\
\rho \frac{k_{j}^{n+1}-k_{j}^{n}}{\Delta t}=P_{k}-\rho \epsilon_{j}+\frac{\partial}{\partial y}\left[\left(\mu+\frac{\mu_{t j}}{\sigma_{k}}\right) \frac{\partial k}{\partial y}\right]  \tag{5.6}\\
\rho \frac{\epsilon_{j}^{n+1}-\epsilon_{j}^{n}}{\Delta t}=C_{\epsilon 1} \frac{\epsilon_{j}}{k_{j}} P_{k}-\rho C_{\epsilon 2} \frac{\epsilon_{j}^{2}}{k_{j}}+\frac{\partial}{\partial y}\left(\frac{\mu_{t j}}{\sigma_{\epsilon_{j}}} \frac{\partial \epsilon_{j}}{\partial y}\right) \tag{5.7}
\end{gather*}
$$

$$
\begin{align*}
\mu_{t j} & =\rho C_{\mu} \frac{k_{j}^{2}}{\epsilon_{j}}  \tag{5.8}\\
\epsilon_{\text {wall }} & =\nu \frac{2 k_{j=1}}{(0.5 \Delta y)^{2}} \tag{5.9}
\end{align*}
$$

### 5.1 Results, Discussion and Conclusion for K-Epsilon

Attempts to use the solution from chapter 4, with $\epsilon=\omega$, failed at first. However, using $\epsilon=\omega \cdot k$ was enough to get a solution.

As expected, the k-epsilon fails to predict the mean flow completely, as seen in figure 5.1. Furthermore it seems to predict an adequate gradient from $y+\approx 30$, suggesting it is an adequate model if used with a wall function and first cell in this range.


Figure 5.1: Comparison of velocity
This case demonstrates the dangers misusing turbulence models, underlining the need of understanding the theory behind.

## Chapter 6

## Backward-Facing Step

### 6.1 Introduction to Backward-Facing Step

The backward-facing step case is a natural choice for testing the models as it is a simple geometry and it has an adverse pressure gradient, which some two-equation models are known to struggle with. In addition the reattachment length is a great case parameter. A DNS by Le, Moin and Kim[9] is used to compare with other results.

### 6.2 Problem Setup for Backward-Facing Step

A domain of $30 \mathrm{~h} \times 6 \mathrm{~h}$ consists of a inlet section of $10 \mathrm{~h} \times 5 \mathrm{~h}$ which expands in the y direction to a $20 \mathrm{~h} \times 6 \mathrm{~h}$ section. The whole domain is discretized as explained in chapter 2 on a 900 x 300 grid, leaving a $10 \mathrm{~h} \times \mathrm{h}$ section of unused cells. The pressure solver is coded to skip these cells, while the other equations solves every cell and later updates the unused cells. The inlet values are taken from a 1D case with $R e_{h}=\frac{U_{0} h}{\nu}=5100$, where $U_{0}$ is maximum inlet velocity and h is the step height, and $\frac{\partial P}{\partial x}=0$. The outlet values are derivatives equal to zero and $P=0$. The 1D case is also used as an initial field of all values.

Due to long simulation time steady state is considered reached when the second norm of change in the horizontal velocity at $x=23 h$ over $1 E-2$ seconds is less then $1 E-6$.

### 6.3 Results for Backward-Facing Step

As for the 1D channel flow both models predict largely the same solution, with an average difference in the stream function at 0.0018 . Therefore the solution from the Wilcox komega will mainly be used for comparison with the DNS. Figures 6.1 and 6.2 show the streamlines, from the simulation and from the DNS respectively. While similar, the twoequation models fail to predict the second small vortex close to the step. They also predict a substantially longer reattachment length, as seen in table 6.1.


Figure 6.1: Streamline plot from Wilcox k-omega model


Figure 6.2: Streamline plot from DNS[9]

|  | Reattachment length $[\mathrm{h}]$ | $\frac{h}{h_{D N S}}$ |
| :---: | :---: | :---: |
| DNS | 6.28 | 1.0 |
| Wilcox | 7.2 | 1.147 |
| Menter | 7.23 | 1.151 |

Table 6.1: Comparison of predicted reattachment length

Although figures 6.3 and 6.4 show the pressure fields are significantly different, this probably is due to the error in the velocity field. The figures are included to give a better understanding of the accuracy of the solution. The reference pressure $P_{0}$ is at $x / h=-5.0$.


Figure 6.3: Contours of pressure field from Wilcox model, $\frac{P-P_{0}}{\rho U_{0}^{2}}$


Figure 6.4: Contours of pressure field from $\operatorname{DNS}[9], \frac{P-P_{0}}{\rho U_{0}^{2}}$

### 6.4 Conclusion for Backward-Facing Step

Due to long solution time these results might not be fully converged. Still, the solution was regularly checked during simulation and it does not appear to be far from the converged solution. While some care must be taken using this solution, at least a $10 \%$ error must be expected on the reattachment length. The solution time of this case presents an interesting problem, while the models demand a short time step, the pressure equation takes considerable time solving. As the field approaches steady state the time step may be larger and the pressure equation is quicker, but if steady state is almost found there is no point simulating. If one can bypass this problem, a larger grid could be an interesting test.

## Chapter 7

## Investigation of Functions and Switches in Menter SST

The Menter k-omega SST model switches between the Wilcox k-omega and k-epsilon models based on flow conditions and geometry. As this is an important part of the behavior of the model, some graphics of $F_{1}, F_{2}$ and $\nu_{t}$ is discussed. While in the 1D case the model always uses Wilcox, the 2D case is more interesting.


Figure 7.1: Contours of $F_{1}$

Figure 7.1 shows the values taken by $F_{1}$ across the domain, largely being one until the step. Which means it uses the Wilcox k-omega, consistent with the results from 1D. After this, in a region with much turbulence, $F_{1}$ becomes very small, $F_{1} \approx 0.01$, using k -epsilon. The regions with low turbulence, like close to the wall or close to the top, still uses Wilcox. A strange region quite high above the step also has a lower $F_{1}$, about $F_{1}=0.5$, but this seems to have little effect on the flow and $\nu_{t}$. The fact that the model switches this much is a bit surprising, keeping in mind the results in chapter 6 are very similar, one would expect seeing more Wilcox in this case. Another interpretation is that both Wilcox and k-epsilon are two-equation models, and switching between them does not greatly alter the solution.


Figure 7.2: Contours of $F_{2}$
While the effect of $F_{2}$ may be a little difficult to interpret due to being inside a $\max ()$ condition, when it is zero, the eddy viscosity is defined exactly like in Wilcox. Figure 7.2 shows that in the most turbulent and interesting region, just off the step, $F_{2}$ has the value zero. This implies that the advanced eddy viscosity definition is designed to change the effect of less turbulent regions on the mean flow.


Figure 7.3: Contours of $\nu_{t}$ field

Finally, figure 7.3 is included to show that the distribution is even and as expected from the results in chapter 6 . The region of low $F_{2}$ seems to coincide with a region of low $\nu_{t}$.

## Chapter 8

## Thesis Summary

### 8.1 Process

In the beginning, chapter 3 was quite quickly done, as openMP is easy to use. Turning out be a dead end, focus was moved on to the 1D turbulent case, which was thought to be a relatively simple task. The combination of high numerical instability, need of adequate initial field and low FORTRAN knowledge proved it to be very difficult. After a long period of trial and error, a solution was obtained for both low and medium Reynolds number. Instead of the natural choice of a high Reynolds number case it was decided to move on to the backward-facing step case, as the deadline was approaching.

A 2D repeating boundary conditions channel flow program was made to confirm the 2 D implementation of the models, before creating the backward-facing step program. It took some time to create the sparse matrices needed for the pressure solver, but most of the time went to simulate the first backward-facing step solution. After a failed attempt at a too coarse grid the simulation on the final grid went on for days.

As it is common, the model k -epsilon was put to the test to show some dangers when using turbulence modeling. With solution field and comparable data available, this was readily done.

### 8.2 Conclusions

It was intended to shorten the simulation time with the use of parallel programming, but the algorithm needs to be run sequentially. The only sequence where gain is possible is the elliptic pressure equation, but the library routine is already running in parallel.

Wilcox k-omega and Menter k-omega SST provides very similar solutions results, although Wilcox k-omega appears a little better at the backward-facing step case while Menter k-omega SST appears better at the channel flow case. With an error in the $5 \%$ region in a 1D case, the error in the 10-15 \% region is both expected and acceptable. It is well within acceptable limits for most engineering purposes for both cases.

Looking into the near-wall treatment of the models shows a discrepancy between the predicted turbulent kinetic energy and the DNS value. While there is no direct connection between the turbulent kinetic energy and the mean flow, this region does coincide with the region where the gradient of the mean flow is under predicted. This may warrant further investigation. For larger cases, where the near-wall flow is of secondary interest,
wall functions may be a better choice then resolving the complete boundary layer. With this in mind, k-epsilon may have some usefulness.

A big surprise was to find all the models to be very numerically unstable and require a initial field close to the solution. It would be very interesting to know how this is solved in CFD software!

In light of the goals to learn more about the nature of two-equation models and FORTRAN programming, this thesis must be seen as a success. Although having been difficult and leaving some questions unanswered, a thesis like this is an excellent way to dive into theory only glanced at through NTNU.

### 8.3 Further Work

There are some natural ways to continue this work;

1. High Reynolds number channel flow and high Reynolds number backward-facing step.
2. Investigate wall functions for $\mathrm{k}, \omega$ and $\epsilon$.
3. Investigate different cases.
4. Investigate effect of different modeling of the equations in near-wall regions.
5. If not using a library function to solve the pressure equation, investigate multiprocessor programming with MPI or openMP.

Despite this, the author would suggest nobody continues this work. The systems are touchy and simulation takes a very long time. Deeper investigation of the theory of models may be to advanced for a regular masters degree. It is then imperative that the student is strongly familiar with the programming language and at least have programmed a laminar CFD program.

## Appendix A

## Functions Used

This appendix aims to give an overview of the Fortran functions used in the project.

## A. 1 Fortran Intrinsic Functions

## A.1.1 Shape

Syntax:
result $=$ shape(source)
Description:
Returns the shape of an array. Result is an integer array of rank one with as many elements as source has dimensions.

## A.1.2 Reshape

Syntax:
result $=$ reshape(array,shape)
Description:
Changes the shape of an array to correspond to the shape argument Hint:
Shape may be the shape function with a valid argument

## A.1.3 Norm2

Syntax:
result $=$ norm2(array)
Description:
Returns the second norm of the array. Result $=\|$ array $\|_{2}$

## A. 2 NAG Library Functions

For more information see the online manual at: http://www.nag.com/numeric/fl/nagdoc_fl24/html/FRONTMATTER/manconts.html

## A.2.1 X05AAF

Syntax:
x05aaf(result)
Description:
Returns result as an integer array with seven entries. Result $=[$ year, month(1-12), day (1$31)$, hour(0-23), minute(0-59), second(0-59), millisecond(0-999)]

## A.2.2 F11DAF

## Syntax:

f11daf(n, nnz, a, la, irow, icol, lfill, dtol, pstrat, milu, ipivp, ipivq, istr, idiag, nnzc, npivm, iwork, liwork, ifail)
Description:
Setup and optional preconditioner of sparse matrix. Compresses the matrix and performs incomplete LU-decomposition.
Variables:
integer: n, nnz, la, irow(la), icol(la), lfill, ipivp(n), ipivq(n), istr(n+1), idiag(n), nnzc, npivm, iwork(liwork), liwork, ifail
real(kind=nag_wp): a(la), dtol
character(1): pstrat, milu

## A.2.3 F11BDF

## Syntax:

f11bdf(method, precon, norm, weight, iterm, n, m, tol, maxitn, anorm, sigmax, monit, lwreq, work, lwork, ifail)

## Description:

Setup for f11bef for the iterative solution of a real sparse general system of simultaneous linear equations. Method defines the method used, here BiCGSTAB, while tol and norm decides the termination.
Variables:
integer: iterm, n, m, maxitn, monit, lwreq, lwork, ifail
real(kind=nag_wp): tol, anorm, sigmax, work(lwork)
character: method, precon, norm, weight

## A.2.4 F11BEF

## Syntax:

f11bef(irevcm, u, v, wgt, work, lwork, ifail)

## Description:

Iterative solver for real sparse general system of simultaneous linear equations, $\mathrm{Au}=\mathrm{v}$, which calls for other functions to compute matrix/vector-operations.
Variables:
integer: irevcm, lwork, ifail
real(kind=nag_wp): $\mathrm{u}\left({ }^{*}\right), \mathrm{v}\left(^{*}\right), \operatorname{wgt}\left({ }^{*}\right)$, work(lwork)

## A.2.5 F11XAF

## Syntax:

f11xaf(trans, n, nnz, a, irow, icol, check, x, y, ifail)
Description:
Computes a matrix-vector or transposed matrix-vector product. Both used, but no checking.
Variables:
integer: n, nnz, irow(nnz), icol(nnz), ifail
real(kind=nag_wp): $a(n n z), x(n), y(n)$
character(1): trans, check

## A.2.6 F11DBF

## Syntax:

f11dbf(trans, n, a, la, irow, icol, ipivp, ipivq, istr, idiag, check, $y$, $x$, ifail)
Description:
Solves a system of linear equations, $\mathrm{Mx}=\mathrm{y}$, involving the incomplete LU preconditioning matrix generated from calling f11daf. Never used transposed or checked.
Variables:
integer: $n$, la, $\operatorname{irow}(l a), \operatorname{icol}(\operatorname{la}), \operatorname{ipivp}(n), \operatorname{ipivq}(n), \operatorname{istr}(n+1), \operatorname{idiag}(n)$, ifail
real(kind=nag_wp): $a(l a), y(n), x(n)$
character(1): trans, check

## A.2.7 Key NAG Variables

To get the wanted method, the variable for F11BDF must in this case be set as Method = 'BiCGSTAB'. It is also important that precon is set as precon = ' P ' when preconditioning is used. To obtain the termination criteria used in this paper, variables norm and iterm must be set as norm $=$ 'I' and iterm $=1$.

## Appendix B

## FORTRAN 95 Code for 2D Backward-Facing Step With Wilcox K-Omega Model

```
MODULE field
2 IMPLICIT NONE
3 INTEGER :: iter,itmax,i,j
4 INTEGER :: ibar,jbar,ip,jp,imax,jmax,im,jm,ist,jst,istm,jstm,istp,jstp
5 INTEGER :: starttime(7),endtime(7),timespent (7)
6 REAL(KIND=2) :: delt,t,tmax,delx,dely,epsi,relax,xmax,ymax,rdx,rdy,beta
    ,rdt,rdxx,rdyy,ny
REAL(KIND=2), ALLOCATABLE, DIMENSION (:,:) :: u,v,p,dp,uo,vo,po
END MODULE field
MODULE turbf
IMPLICIT NONE
REAL(KIND=2) :: sigk,bettas,sigom,betta,gamm
REAL(KIND=2), ALLOCATABLE, DIMENSION (:,:) :: d1,nyt,k,om
END MODULE turbf
MODULE nag_values
IMPLICIT NONE
INTEGER :: iterm, n, m, maxitn, monit, lwreq, lwork, ifail
    , irevcm, ifail1, &
nnz,la,lfill,nnzc,npivm,liwork
INTEGER, ALLOCATABLE :: irow(:),icol(:),ipivp(:),ipivq(:),istr(:),idiag
    (:),iwork(:)
REAL(KIND=2) :: tol, anorm, sigmax, dtol
REAL(KIND=2), ALLOCATABLE :: work(:),x(:),b(:),wgt(:) ,a(:)
3 CHARACTER (8) :: method
CHARACTER(1) :: precon, norm, weigth,pstrat,milu
END MODULE nag_values
PROGRAM sola2d
!-----------------------------------------------------------------------
! Solves the navier-stokes equations on the backward-facing
! step case with Wilcox k-omega turbulence model
! Version June 2015, Eirik Heroe
USE field
```

```
IMPLICIT NONE
INTEGER :: ii,tid,iii,itercount,itermax
REAL(KIND=2) :: checkValue=1.0E-6, norm
REAL(KIND=2), ALLOCATABLE, DIMENSION (:) :: ucheck
timespent = 0
CALL x05aaf(starttime) !Start time
CALL setvelval !Define several important parameters
CALL precon_pressure !Ready the pressure solver
CALL init !Define initial velocity and pressure fields.
CALL bcvel !Boundary conditions
CALL setturbval
CALL inputfromlastitr
!CALL inputfrom1D
! ==== start of global loop ====
WRITE(*,*) , Checkvalue = , checkValue
tid = (INT(((1.0)/delt)))
itermax = 20
itercount = 0
ucheck = u(700,2:jp)
DO ii = 1,tid
    !Velocity iterations
    CALL tentvel
    CALL bcvel
    CALL congrad_nag_pres
    CALL calvel
    CALL bcvel
    !Turbulence iterations
    CALL turbitr
    t = t + delt
END DO
WRITE (*,*) , t = , t
norm = (NORM2(u(700,2:jp)-ucheck))
WRITE(*,*) , Norm = ',norm
CALL output
itercount = itercount + 1
WRITE(*,*) , Iteration ', itercount, , of ',itermax
DO ii = 1,(itermax-1)
    ucheck = u(700,2:jp)
    DO iii = 1,tid
        !Velocity iterations
        CALL tentvel
        CALL bcvel
        CALL congrad_nag_pres
        CALL calvel
        CALL bcvel
        !Turbulence iterations
        CALL turbitr
        t = t + delt
    END DO
    WRITE (*,*) , t = , , t
    norm = (NORM2(u(700,2:jp)-ucheck))
    WRITE(*,*) , Norm = ', norm
```


## APPENDIX B. FORTRAN 95 CODE FOR 2D BACKWARD-FACING STEP WITH

WILCOX K-OMEGA MODEL

```
    CALL output
    itercount = itercount + 1
    WRITE(*,*) ' Iteration ',itercount, ' of ',itermax
        IF (norm<=checkValue) THEN
            WRITE(*,*)' Found steady state'
            EXIT
    END IF
END DO
! ==== end of global loop ====
CALL x05aaf(endtime) !Time after iterations
timespent = endtime - starttime
CALL output
WRITE(*,*)'simulation finished.'
END PROGRAM sola2d
!-----------------------------------------------------------------
SUBROUTINE setvelval
! purpose:
! to define most of the parameters
USE field
IMPLICIT NONE
REAL(KIND=2) :: h
h = 0.1
xmax = 30.0*h
ymax = 6.0*h
ibar = 900
jbar = 300
ip=ibar+1
jp=jbar+1
imax=ibar+2
jmax=jbar+2
im = ibar -1
jm = jbar -1
ist = 300
jst = 50
istp = ist + 1
jstp = jst + 1
istm = ist - 1
jstm = jst - 1
delx = REAL(xmax)/REAL(ibar)
dely = REAL(ymax)/REAL(jbar)
t = 0.0
delt = 1.0E-5
beta = 0.00
rdx = 1.0/delx
14 rdxx = rdx**2.0
rdy = 1.0/dely
```
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```
rdyy = rdy**2.0
rdt = 1.0/delt
1 4 8
ny=3.1175E-4
ALLOCATE(u(ibar+2, jbar+2),v(ibar+2,jbar+2),p(ibar+2,jbar+2), dp(ibar+2,
        jbar+2), uo(ibar+2,jbar+2),vo(ibar+2, jbar+2), po(ibar+2,jbar + 2))
RETURN
END SUBROUTINE setvelval
!-----------------------------------------------------------------------
SUBROUTINE bcvel
! purpose:
! to give boundary conditions to the velocities around the domain
USE field
IMPLICIT NONE
u(ip,1:jmax) = u(ibar,1:jmax) ! Outlet
v(imax,2:jp) = v(ip,2:jp) ! Outlet
164
u(ist,2:jst) = 0.0 ! Vertical "stepwall"
v(ist,1:jstm) = -v(istp,1:jstm) ! Vertical "stepwall"
167
v(1:imax,jp) = 0.0 ! Symmetry wall
u(1:ip,jmax) = u(1:ip,jp) ! Symmetry wall
v(istp:imax,1) = 0.0 ! Lower wall
u(istp:ip,1) = -u(istp:ip,2) !lower wall
u(2:istm,jst) = -u(2:istm,jstp) ! Horizontal "stepwall"
v(2:ist,jst) = 0.0 ! Horizontal "stepwall"
RETURN
END SUBROUTINE
!----------------------------------------------------------------------------
SUBROUTINE setturbval
! purpose:
! to set turbulent values
USE field
USE turbf
IMPLICIT NONE
ALLOCATE(nyt(ibar+2,jbar+2),k(ibar+2,jbar+2),om(ibar+2,jbar+2))
!Usually overwritten:
om = 0.01
nyt = 1.0E-7
k = 0.01
1 9 3
194
195
196
!Verdier, "k-omega"
bettas = 0.09
sigk = 0.5
sigom = 0.5
```

```
betta=0.075
gamm = 5.0/9.0
END SUBROUTINE
!-----------------------------------------------------------------------
SUBROUTINE init
            purpose:
            to initiate the velocity and pressure fields, usually
            overwritten
USE field
IMPLICIT NONE
u=0.01
v=0.0
p=0.0
dp=0.0
RETURN
END SUBROUTINE
!------------------------------------------------------------------------------
SUBROUTINE tentvel
! purpose:
! to compute the tentative velocity fields
USE field
USE turbf
IMPLICIT NONE
REAL(KIND=2),DIMENSION(im,jbar) :: visux,visuy
REAL(KIND=2),DIMENSION(ibar,jm) :: visvx,visvy
2 2 9
uo = u
vo = v
visux = rdxx*((ny+nyt(3:ip,2:jp))*(uo(3:ip,2:jp)-uo(2:ibar, 2:jp))-(ny+
        nyt(2:ibar, 2:jp))*(uo(2:ibar, 2:jp)-uo(1:im, 2:jp)))
visvy = rdyy*((ny+nyt(2:ip,3:jp))*(vo(2:ip,3:jp)-vo(2:ip, 2:jbar)) - (ny+
        nyt(2:ip,2:jbar))*(vo(2:ip,2:jbar)-vo(2:ip,1:jm)))
235
6 visuy = rdyy*( &
        & (uo(2:ibar, 3:jmax)-uo(2:ibar,2:jp)) * &
        & (ny+0.25*(nyt (3:ip, 3:jmax)+nyt(3:ip, 2:jp)+nyt(2:ibar, 3: jmax)+nyt
        (2:ibar, 2:jp))) &
        & - (uo(2:ibar, 2:jp)-uo(2:ibar,1:jbar)) * &
        & (ny+0.25*(nyt(3:ip,2:jp)+nyt(3:ip,1:jbar)+nyt(2:ibar, 2:jp) +nyt(2:
        ibar,1:jbar))) &
        & )
visvx = rdxx * ( &
        & (vo(3:imax, 2:jbar)-vo(2:ip,2:jbar)) * &
        & (ny+0.25*(nyt(3:imax, 3:jp)+nyt(3:imax, 2:jbar)+nyt(2:ip,3:jp)+nyt
        (2:ip,2:jbar))) &
        & - (vo(2:ip,2:jbar)-vo(1:ibar,2:jbar)) * &
        & (ny+0.25*(nyt(2:ip,3:jp)+nyt(2:ip,2:jbar)+nyt(1:ibar, 3:jp)+nyt(1:
        ibar,2:jbar))) &
        & )
u(2:ibar, 2:jp) = uo(2:ibar, 2:jp) + delt*( &
```

```
        & rdx*beta*(p(2:ibar, 2:jp)-p(3:ip,2:jp)) &
        & - 0. 25*rdx*((uo(2:ibar, 2:jp)+uo(3:ip,2:jp))**2.0-(uo(2:ibar, 2:jp)+uo
        (1:im,2:jp))**2.0) &
        & -0.25*rdy*(&
        & (vo(2:ibar,2:jp )+vo(3:ip,2:jp ))*(uo(2:ibar, 2:jp) +uo(2:ibar, 3:
        jmax))- &
        & (vo(2:ibar, 1:jbar)+vo(3:ip,1:jbar))*(uo(2:ibar,1:jbar)+uo(2:ibar
        ,2:jp )) )&
        & + visux + visuy &
        & )
v(2:ip,2:jbar) = vo(2:ip,2:jbar) + delt*( &
    & rdy*beta*(p(2:ip,2:jbar)-p(2:ip,3:jp)) &
    & -0.25*rdy*((vo(2:ip, 2:jbar)+vo(2:ip,3:jp))**2.0-(vo(2:ip,1:jm)+vo
    (2:ip,2:jbar))**2.0) &
    & -0.25*rdx*(&
    & (uo(2:ip,2:jbar) +uo(2:ip,3:jp) )*(vo(2:ip,2:jbar) +vo(3:imax, 2:
    jbar))- &
    & (uo(1:ibar,2:jbar)+uo(1:ibar,3:jp))*(vo(1:ibar, 2:jbar)+vo(2:ip, 2:
    jbar )) )&
    & + visvy + visvx &
    & )
u(1:istm,1:jstm) = 0.0
v(1:istm,1:jstm) = 0.0
RETURN
END SUBROUTINE
!-----------------
! purpose:
! to update the tentative velocity field to the correct field
USE field
IMPLICIT NONE
u(2:ibar,2:jp) = u(2:ibar,2:jp) + delt*rdx*(dp(2:ibar, 2:jp)-dp(3:ip, 2:jp
    ))
v(2:ip,2:jbar) = v(2:ip, 2:jbar) + delt*rdy*(dp(2:ip, 2:jbar) -dp(2:ip, 3:jp
    ))
RETURN
END SUBROUTINE
!----------------------------------------------------------------
SUBROUTINE turbitr
USE field
USE turbf
IMPLICIT NONE
REAL(KIND=2), DIMENSION(ibar,jbar) :: prod,dudy,dudx,dvdx,dvdy,viskx,
        visky,visox,visoy,velk,velom,dkdx, dkdy, domdx, domdy
291
92
dudx = (u(2:ip,2:jp)-u(1:ibar, 2:jp))*rdx
dudy = ((u(2:ip,3:jmax)+u(1:ibar, 3:jmax))-(u(2:ip,1:jbar)+u(1:ibar, 1:
        jbar)))*0.5*(0.5*rdy)
```

295

```
dvdx = ((v(3:imax, 2: jp) +v(3:imax, 1:jbar))-(v(1:ibar, 2: jp)+v(1:ibar, 1:
        jbar)))*0.5*(0.5*rdx)
dvdy = (v(2:ip,2:jp)-v(2:ip,1:jbar))*rdy
98
dkdx = (k(3:imax, 2:jp)-k(1:ibar, 2:jp))*0.5*rdx
dkdy = (k(2:ip,3:jmax)-k(2:ip,1:jbar))*0.5*rdy
domdx = (om(3:imax, 2:jp)-om(1:ibar, 2:jp))*0.5*rdx
domdy = (om(2:ip,3:jmax)-om(2:ip,1:jbar))*0.5*rdy
velk = dudx*k(2:ip,2:jp) + dkdx*(u(2:ip,2:jp)+u(1:ibar, 2:jp))*0.5 &
    + dvdy*k(2:ip,2:jp) + dkdy*(v(2:ip,2:jp)+v(2:ip,1:jbar))*0.5
velom = dudx*om(2:ip,2:jp) + domdx*(u(2:ip,2:jp)+u(1:ibar, 2:jp))*0.5 &
        + dvdy*om(2:ip,2:jp) + domdy*(v(2:ip,2:jp)+v(2:ip,1:jbar))*0.5
prod = &
        & dudx*(nyt(2:ip,2:jp)*(2.0*dudx-(2.0/3.0)*(dudx+dvdy))-(2.0/3.0)*k(2:
        ip,2:jp)) +& ! 11
        & dvdy*(nyt(2:ip,2:jp)*(2.0*dvdy-(2.0/3.0)*(dudx+dvdy))-(2.0/3.0)*k(2:
        ip,2:jp)) +& ! 22
        & dvdx*nyt(2:ip,2:jp)*(dvdx+dudy) + & ! 21
        & dudy*nyt(2:ip,2:jp)*(dudy+dvdx) ! 12
viskx = &
        & ny*rdxx*(k(3:imax, 2:jp)+k(1:ibar,2:jp)-2.0*k(2:ip,2:jp)) & !ny
        ddk/ddx
        & + 0.5*rdxx*sigk*( & !d/dx(sig nyt(dk/dx)) (
        & (nyt(3:imax,2:jp)+nyt(2:ip,2:jp))*(k(3:imax,2:jp)-k(2:ip,2:jp)) &
            ! ---
        & - (nyt(2:ip,2:jp)+nyt(1:ibar, 2:jp))*(k(2:ip,2:jp)-k(1:ibar, 2:jp)) &
        & ) ! )
visky = &
        & ny*rdyy*(k(2:ip,3:jmax)+k(2:ip,1:jbar)-2.0*k(2:ip,2:jp)) & !ny
        ddk/ddy
        & + 0.5*rdyy*sigk*( & !d/dy(sig nyt(dk/dy)) (
        & (nyt(2:ip,3:jmax) +nyt (2:ip,2:jp))*(k(2:ip,3:jmax)-k(2:ip,2:jp)) &
            ! --- - nyt (2.ip,2.jp) +nyt(2.ip,1:jbar))*(k(2.ip,2.jp)-k(2.ip,1:jbar)) &
        & - (nyt(2:ip,2:jp)+nyt(2:ip,1:jbar))*(k(2:ip,2:jp)-k(2:ip,1:jbar)) &
        ---
        & ) ! )
visox = &
        & ny*rdxx*(om(3:imax, 2:jp)+om(1:ibar,2:jp)-2.0*om(2:ip,2:jp)) & !ny
        ddom/ddx
        & + 0.5*rdxx*sigom*( & !d/dx(sig nyt(dom/dx)) (
        & (nyt (3:imax,2:jp)+nyt(2:ip,2:jp))*(om(3:imax,2:jp)-om(2:ip,2:jp))
            &! ---
        & -(nyt(2:ip,2:jp)+nyt(1:ibar,2:jp))*(om(2:ip,2:jp)-om(1:ibar,2:jp))
        &! ---
        & ) ! )
337
38 visoy = &
```

```
39
            & ny*rdyy*(om(2:ip,3:jmax)+om(2:ip,1:jbar) -2.0*om(2:ip,2:jp)) & !ny
            ddom/ddy
    & + 0.5*rdyy*sigom*( & !d/dy(sig nyt(dom/dy)) (
            & (nyt(2:ip,3:jmax)+nyt(2:ip,2:jp))*(om(2:ip,3:jmax)-om(2:ip,2:jp))
        &! ---
            & - (nyt(2:ip,2:jp)+nyt(2:ip,1:jbar))*(om(2:ip, 2:jp)-om(2:ip,1:jbar))
        &! ---
    & ) ! )
k(2:ip,2:jp) = k(2:ip,2:jp) + delt*( &
    & - velk &
    & + prod &
    & -bettas*om(2:ip,2:jp)*k(2:ip,2:jp) &
    & + viskx + visky )
om(2:ip,2:jp) = om(2:ip,2:jp) + delt*( &
    & - velom &
    & + (gamm/(nyt(2:ip,2:jp)))*prod &
    & - betta*om(2:ip,2:jp)**2.0 &
    & + visox + visoy )
!Outlets
k(imax,2:jp) = k(ip,2:jp)
om(imax,2:jp) = om(ip,2:jp)
!Symmetry wall
k(2:ip,jmax) = k(2:ip,jp)
om(2:ip,jmax) = om(2:ip,jp)
!Vertical "stepwall"
k(ist,2:jst) = -k(istp, 2:jst)
om(ist,2:jst) = -om(istp,2:jst) + 60.0*ny/(betta*(delx/2.0)**2.0)
!Horizontal "stepwall"
k(2:istm,jst) = -k(2:istm,jstp)
om(2:istm,jst) = -om(2:istm,jstp) + 60.0*ny/(betta*(dely/2.0)**2.0)
!Lower wall
k(istp:ip,1) = -k(istp:ip,2)
om(istp:ip,1) = -om(istp:ip,2) + 60.0*ny/(betta*(dely/2.0)**2.0)
! nyt
nyt(2:ist,jstp:jp) = k(2:ist,jstp:jp)/(om(2:ist,jstp:jp)) !Part1
nyt(istp:ip,2:jp) = k(istp:ip,2:jp)/(om(istp:ip,2:jp)) !Part2
381
82yt(2:ip,jmax) = nyt(2:ip,jp) !Symmetry wall
nyt(2:istm,jst) = -nyt(2:istm,jstp) !Horizontal "stepwall"
nyt(istp:ip,1) = -nyt(istp:ip,2) !Lower wall
nyt(ist,2:jst) = -nyt(istp,2:jst) !Vertical "stepwall"
nyt(imax,2:jp) = nyt(ip,2:jp) !Outlet
387
88k(1:istm,1:jstm) = 0.0
89om(1:istm,1:jstm) = 1.0
390
1 END SUBROUTINE
```

```
SUBROUTINE congrad_nag_pres
! purpose:
! solve the pressure equation
USE field
USE nag_values
IMPLICIT NONE
INTEGER :: nm,np
nm = (ip-ist)*(jstm)
np = nm +1
ifail = 0
CALL f11bdf(method, precon, norm,weigth,iterm,n,m,tol,maxitn, anorm,sigmax,
        monit,lwreq,work,lwork,ifail)
lwreq = lwork
b(1:nm) = RESHAPE(&
        ((u(istp:ip,2:jst)-u(ist:ibar, 2:jst))*rdx+((v(istp:ip, 2:jst)-v(istp:
        ip,1:jstm))*rdy))&
        ,(/nm/))
b(np:n) = RESHAPE(&
        ((u)(2:ip,jstp:jp)-u(1:ibar, jstp:jp))*rdx+((v(2:ip,jstp:jp)-v(2:ip,jst
        :jbar))*rdy))&
        ,(/n-nm/))
irevcm = 0
ifail = 1
loop: DO
    CALL f11bef(irevcm,x,b,wgt,work,lwreq,ifail)
    IF (irevcm/=4) THEN
        ifail1 = 0
        SELECT CASE (irevcm)
                CASE (-1)
                    CALL f11xaf('T',n,nnz,a,irow,icol,'N',x,b,ifail1)
                CASE (1)
                    CALL f11xaf('N',n,nnz,a,irow,icol,'N',x,b,ifail1)
                CASE (2)
                    CALL f11dbf('N',n,a,la,irow,icol,ipivp,ipivq,istr, &
                        idiag,'N',x,b,ifail1)
            END SELECT
            IF (ifail1/=0) THEN
                irevcm = 6
            END IF
        ELSE IF (ifail/=0) THEN
            EXIT loop
    ELSE
            EXIT loop
    END IF
END DO loop
dp(istp:ip,2:jst) = RESHAPE(x(1:nm),(/(ip-istp),(jstm)/))
dp(2:ip,jstp:jp) = RESHAPE(x(np:n),(/ibar,(jp-jstp)/))
! BC at ends
dp(1,2:jp) = dp(2,2:jp)
```

```
dp(imax,2:jp)=0.0!p(2,2:jp)
4 4 6
!BC at top/bottom
dp(2:ip,jmax) = dp(2:ip,jp)
dp(2:istm,jst) = dp(2:istm,jstp)! Horizontal step
dp(istp:ip,1) = dp(istp:ip,2) ! Lower wall
dp(ist,2:jst) = dp(istp,2:jst) ! Vertical step
po = p
p = po*beta + dp
! BC at ends
p(1,2:jp) = p(2,2:jp)
p(imax,2:jp)=0.0
!BC at top/bottom
p(2:ip,jmax) = p(2:ip,jp)
p(2:istm,jst) = p(2:istm,jstp)! Horizontal step
p(istp:ip,1) = p(istp:ip,2) ! Lower wall
p(ist,2:jst) = p(istp,2:jst) ! Vertical step
6 RETURN
END SUBROUTINE congrad_nag_pres
!---------------------------------------------------------
SUBROUTINE output
USE field
USE turbf
IMPLICIT NONE
INTEGER, PARAMETER : : uout=13, vout=14, pout=15, kout=16, omout=17, nytout
        =18, tout=19, u2out=20
REAL(KIND=2) :: totaltime
CHARACTER(LEN=12) :: frmt
!'hours spent, minutes spent, seconds spent, millisecnds spent'
! timespent (4), timespent (5), timespent (6), timespent (7)
totaltime = timespent (4)*60 + timespent(5)*60 + timespent (6)! +
        timespent(7)/1000
WRITE(frmt,'(A1,I3,A8)') '(',imax,'E15.5E2)'
PRINT*,'frmt = , frmt
OPEN (UNIT=tout, FILE='time.dat', STATUS='unknown',FORM='formatted')
WRITE(tout,'(F15.5)') totaltime
CLOSE(tout)
OPEN (UNIT=uout, FILE='u.dat', STATUS='unknown',FORM='formatted')
WRITE(uout,frmt) u(:,:)
CLOSE(uout)
OPEN (UNIT=vout, FILE='v.dat',STATUS='unknown',FORM='formatted')
WRITE(vout,frmt) v(:,:)
CLOSE(vout)
```
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```
OPEN (UNIT=pout,FILE='p.dat',STATUS='unknown',FORM='formatted')
WRITE(pout,frmt) p(:,:)
CLOSE (pout)
OPEN (UNIT=kout, FILE='k.dat', STATUS='unknown',FORM='formatted')
WRITE(kout,frmt) k(:,:)
CLOSE(kout)
OPEN (UNIT=omout, FILE='om.dat', STATUS='unknown',FORM='formatted')
WRITE(omout,frmt) om(:,:)
CLOSE (omout)
OPEN (UNIT=nytout, FILE='nyt.dat', STATUS='unknown',FORM='formatted')
WRITE(nytout,frmt) nyt(:,:)
CLOSE(nytout)
OPEN (UNIT=u2out, FILE='u2.dat', STATUS='unknown',FORM='formatted')
WRITE(u2out,'(E15.5)') u(51,:)
CLOSE(u2out)
END SUBROUTINE output
20!
```

```
SUBROUTINE inputfromlastitr
USE field
USE turbf
IMPLICIT NONE
INTEGER, PARAMETER : : uin=99,vin=98,pin=97,kin=96,omin=95,nytin=94
CHARACTER(LEN=12) :: frmt
WRITE(frmt ,'(A1,I3,A8)') '(',imax,'E15.5E2)'
PRINT*,'frmt = , ,frmt
OPEN (UNIT=uin, FILE='u.dat', STATUS='unknown',FORM='formatted')
READ(uin,frmt) u(:,:)
CLOSE(uin)
OPEN (UNIT=vin, FILE='v.dat', STATUS='unknown',FORM='formatted')
READ(vin,frmt) v(:,:)
CLOSE(vin)
OPEN (UNIT=pin,FILE='p.dat',STATUS='unknown',FORM='formatted')
READ(pin,frmt) p(:,:)
CLOSE(pin)
OPEN (UNIT=kin,FILE='k.dat',STATUS='unknown',FORM='formatted')
READ(kin,frmt) k(:,:)
CLOSE(kin)
5 4 6
OPEN (UNIT=omin, FILE='om.dat', STATUS='unknown',FORM='formatted')
READ(omin,frmt) om(:,:)
CLOSE(omin)
OPEN (UNIT=nytin, FILE='nyt.dat', STATUS='unknown',FORM='formatted')
READ(nytin,frmt) nyt(:,:)
```


## APPENDIX B. FORTRAN 95 CODE FOR 2D BACKWARD-FACING STEP WITH WILCOX K-OMEGA MODEL

```
CLOSE(nytin)
WRITE(*,*) ' Loaded last iteration '
END SUBROUTINE inputfromlastitr
58!
```

SUBROUTINE inputfrom1D
USE field
USE turbf
IMPLICIT NONE
INTEGER, PARAMETER : uin1=89, kin1=88, omin1=87, nytin1=86, uin2=85, kin2
$=84$, omin2 $=83$, nytin2 $=82$
INTEGER : : ij
REAL (KIND = 2) , DIMENSION (250) : : u250,k250, om250, nyt250
REAL (KIND = 2) , DIMENSION (300) : : u300, k300, om300, nyt300
CHARACTER (LEN=12) : : frmt=' (E15.5)'
!------- 250
OPEN (UNIT=uin1, FILE='u250.inp', STATUS = 'unknown', FORM='formatted')
READ (uin1,frmt) u250(:)
CLOSE (uin1)
OPEN (UNIT=kin1,FILE='k250.inp', STATUS='unknown', FORM='formatted')
READ (kin1,frmt) k250(:)
CLOSE (kin1)
OPEN (UNIT=omin1,FILE='om250.inp', STATUS='unknown',FORM='formatted')
READ (omin1,frmt) om250(:)
CLOSE (omin1)
OPEN (UNIT=nytin1, FILE='nyt250.inp', STATUS='unknown', FORM='formatted')
READ (nytin1, frmt) nyt250(:)
CLOSE (nytin1)
DO ij = 1,ist
$u(i j, j s t p: j b a r)=u 250(:)$
$u(i j, j p)=u(i j, j b a r)$
$k$ (ij,jstp:jbar) $=k 250(:)$
$k(i j, j p)=k(i j, j b a r)$
om(ij,jstp:jbar) =om250(:)
om (ij,jp) = om(ij,jbar)
nyt (ij, jstp:jbar) = nyt250(:)
nyt (ij,jp) = nyt(ij,jbar)
END DO
596
!-------- 300
OPEN (UNIT=uin2, FILE='u300.inp', STATUS='unknown', FORM='formatted')
READ (uin2, frmt) u300(:)
CLOSE (uin2)
OPEN (UNIT=kin2, FILE='k300.inp', STATUS = 'unknown', FORM='formatted')!!!
This is bad
READ (kin2,frmt) k300(:)
CLOSE (kin2)

## APPENDIX B. FORTRAN 95 CODE FOR 2D BACKWARD-FACING STEP WITH WILCOX K-OMEGA MODEL

```
606 OPEN (UNIT=omin2,FILE='om300.inp', STATUS='unknown',FORM='formatted')!!
    This is bad
READ(omin2,frmt) om300(:)
CLOSE(omin2)
6 0 9
10 OPEN (UNIT=nytin2, FILE='nyt300.inp', STATUS='unknown', FORM='formatted')!!
            This is probably bad
READ(nytin2,frmt) nyt300(:)
CLOSE(nytin2)
DO ij = istp,imax
        u(ij, 2:jp) = u300(:)
        k(ij, 2:jp) = k300(:)
        om(ij,2:jp) = om300(:)
        nyt(ij, 2:jp) = nyt300(:)
END DO
620
21!------- BC
u(ip,1:jmax) = u(ibar, 1:jmax) ! Outlet
v(imax,1:jmax) = v(ip, 2:jmax) ! Outlet
6 2 4
25u(ist,2:jst) = 0.0 ! Vertical "stepwall"
v(ist,1:jstm) = -v(istp,1:jstm) ! Vertical "stepwall"
6 2 7
28v(1:imax,jp) = 0.0 ! Symmetry wall
29(1:ip,jmax) = u(1:ip,jp) ! Symmetry wall
6 3 0
31v(istp:imax,1) = 0.0 ! Lower wall
32u(istp:ip,1) = -u(istp:ip,2) !lower wall
6 3 3
34u(2:istm,jst) = -u(2:istm,jstp) ! Horizontal "stepwall"
65v(2:ist,jst) = 0.0 ! Horizontal "stepwall"
636
37!Outlets
68 k(imax, 2:jp) = k(ip, 2:jp)
39om(imax, 2:jp) = om(ip, 2:jp)
6 4 0
41!Symmetry wall
k2(2:ip,jmax) = k(2:ip,jp)
43om(2:ip,jmax) = om(2:ip,jp)
6 4 4
45 !Vertical "stepwall"
46 k(ist, 2:jst) = -k(istp, 2:jst)
47om(ist, 2:jst) = - om(istp, 2:jst) + 60.0*ny/(betta*(delx/2.0)**2.0)
648
49!Horizontal "stepwall"
50k(2:istm,jst) = -k(2:istm,jstp)
51 om(2:istm,jst) = -om(2:istm,jstp) + 60.0*ny/(betta*(dely/2.0)**2.0)
652
653!Lower wall
654k(istp:ip,1) = -k(istp:ip,2)
655 om(istp:ip,1) = - om(istp:ip,2) + 60.0*ny/(betta*(dely/2.0)**2.0)
656
657! nyt
658 nyt(2:ist,jstp:jp) = k(2:ist,jstp:jp)/(om(2:ist,jstp:jp))!Part1
```

```
nyt(istp:ip,2:jp) = k(istp:ip,2:jp)/(om(istp:ip,2:jp)) !Part2
6 6 0
nyt(2:ip,jmax) = nyt(2:ip,jp)!Symmetry wall
nyt(2:istm,jst) = -nyt(2:istm,jstp) !Horizontal "stepwall"
nyt(istp:ip,1) = -nyt(istp:ip,2) !Lower wall
nyt(ist,2:jst) = -nyt(istp,2:jst) !Vertical "stepwall"
nyt(imax,2:jp) = nyt(ip,2:jp) ! Outlet
666
6 7
WRITE(*,*), Read input from 1D solution '
END SUBROUTINE inputfrom1D
!------------------------------------------------
SUBROUTINE precon_pressure
73! purpose:
74! set values connected to the NAG library and precondition the
        matrix
    USE field
    USE nag_values
    IMPLICIT NONE
    INTEGER :: row_leng, row_leng_step, prev_leng, runde
    REAL(KIND=2) :: ap,apc,apv, aph
6 8 0
    ap=-2.0*(rdxx+rdyy)
    apc=-(rdxx+rdyy)
    apv=-(rdxx+2.0*rdyy)
    aph=-(2.0*rdxx+rdyy)
    ! Parameters for f11daf:
    n = (istm)*(jbar-jstm)+(ibar-istm)*(jbar)
    nnz = 5*n - 2*(ibar+jbar)
    la = 3*nnz
    ALLOCATE(a(la), irow(la), icol(la))
    a = 0.0
    !========= Create a =============
    row_leng = 5*(ibar-2) + 8
    row_leng_step = 5*(ibar-istm-2) + 8
    !First row
    a(1) = apc
    irow(1) = 1
    icol(1) = 1
    a(2) = rdxx
    irow(2) = 1
    icol(2) = 2
    a(3) = rdyy
    irow(3) = 1
    icol(3) = 1 + (ibar-istm)
04
    runde = 1
    DO i = 5,(ibar-istm-2)*4+3,4
        runde = runde + 1
        a(i) = aph
        irow(i) = runde
        icol(i) = runde
        a(i-1) = rdxx
        irow(i-1) = irow(i)
        icol(i-1) = icol(i)-1
```

```
    a(i+1) = rdxx
    irow(i+1) = irow(i)
    icol(i+1) = icol(i)+1
    a(i+2) = rdyy
    irow(i+2) = irow(i)
    icol(i+2) = icol(i) + (ibar-istm)
END DO
i=4*(ibar-2-istm)+3+2
a(i) = aph
irow(i) = (ibar-istm)
icol(i) = (ibar-istm)
a(i-1) = rdxx
irow(i-1) = irow(i)
icol(i-1) = icol(i)-1
a(i+1) = rdyy
irow(i+1) = irow(i)
icol(i+1) = icol(i) + (ibar-istm)
!Row 2 to stepheight-1
DO i = 2,(jstm-1)
    runde = 0
    prev_leng= row_leng_step*(i-2) +4*(ibar-istm-2)+6
    a(2+prev_leng) = apv
    irow (2+prev_leng) = (ibar-istm)*(i-1)+1
    icol(2+prev_leng) = (ibar-istm)*(i-1)+1
    a(1+prev_leng) = rdyy
    irow(1+prev_leng) = irow(prev_leng+2)
    icol(1+prev_leng) = icol(prev_leng+2) - (ibar-istm)
    a(3+prev_leng) = rdxx
    irow (3+prev_leng) = irow(prev_leng+2)
    icol(3+prev_leng) = irow(prev_leng+2) + 1
    a(4+prev_leng) = rdyy
    irow(4+prev_leng) = irow(prev_leng+2)
    icol(4+prev_leng) = icol(prev_leng+2) + (ibar-istm)
    DO j = 7,(ibar-2-istm)*5+3,5
        runde = runde + 1
        a(prev_leng+j) = ap
        irow(prev_leng+j) = runde + (ibar-istm)*(i-1)+1
        icol(prev_leng+j) = runde + (ibar-istm)*(i-1)+1
        a(prev_leng+j-1) = rdxx
        irow(prev_leng+j-1) = irow(prev_leng+j)
        icol(prev_leng+j-1) = icol(prev_leng+j)-1
        a(prev_leng+j-2) = rdyy
        irow(prev_leng+j-2) = irow(prev_leng+j)
        icol(prev_leng+j-2) = icol(prev_leng+j) - (ibar-istm)
        a(prev_leng+j+1) = rdxx
        irow(prev_leng+j+1) = irow(prev_leng+j)
        icol(prev_leng+j+1) = icol(prev_leng+j)+1
```

```
    a(prev_leng+j+2) = rdyy
    irow(prev_leng+j+2) = irow(prev_leng+j)
    icol(prev_leng+j+2) = icol(prev_leng+j) + (ibar-istm)
END DO
a(prev_leng+row_leng_step-1) = ap
irow(prev_leng+row_leng_step-1) = runde + (ibar-istm)*(i-1)+2
icol(prev_leng+row_leng_step-1) = runde + (ibar-istm)*(i-1)+2
    a(prev_leng+row_leng_step) = rdyy
irow(prev_leng+row_leng_step) = irow(prev_leng+row_leng_step-1)
icol(prev_leng+row_leng_step) = icol(prev_leng+row_leng_step-1) +(
ibar-istm)
    a(prev_leng+row_leng_step-2) = rdxx
irow(prev_leng+row_leng_step - 2) = irow(prev_leng+row_leng_step - 1)
icol(prev_leng+row_leng_step - 2) = icol(prev_leng+row_leng_step - 1) -1
    a(prev_leng+row_leng_step-3) = rdyy
    irow(prev_leng+row_leng_step - 3) = irow(prev_leng+row_leng_step - 1)
    icol(prev_leng+row_leng_step-3) = icol(prev_leng+row_leng_step-1) - (
    ibar-istm)
END DO
! row stepheight
prev_leng=row_leng_step*(jstm-1)+4*(ibar-istm-2)+6
a(2+prev_leng) = apv
irow (2+prev_leng) = (ibar-istm)*(jstm-1)+1
icol(2+prev_leng) = (ibar-istm)*(jstm-1)+1
a(1+prev_leng) = rdyy
irow(1+prev_leng) = irow(prev_leng+2)
icol(1+prev_leng) = icol(prev_leng+2) - (ibar-istm)
a(3+prev_leng) = rdxx
irow(3+prev_leng) = irow(prev_leng+2)
icol(3+prev_leng) = irow(prev_leng+2) + 1
a(4+prev_leng) = rdyy
irow(4+prev_leng) = irow(prev_leng+2)
icol(4+prev_leng) = icol(prev_leng+2) + (ibar)
runde = 0
DO j = 7,(ibar-2-istm)*5+3,5
    runde = runde + 1
    a(prev_leng+j) = ap
        irow(prev_leng+j) = runde + (ibar-istm)*(jstm-1) +1
        icol(prev_leng+j) = runde + (ibar-istm)*(jstm-1) +1
        a(prev_leng+j-1) = rdxx
        irow(prev_leng+j-1) = irow(prev_leng+j)
        icol(prev_leng+j-1) = icol(prev_leng+j)-1
        a(prev_leng+j-2) = rdyy
        irow(prev_leng+j-2) = irow(prev_leng+j)
```

```
    icol(prev_leng+j-2) = icol(prev_leng+j) - (ibar-istm)
    a(prev_leng+j+1) = rdxx
    irow (prev_leng+j+1) = irow(prev_leng+j)
    icol(prev_leng+j+1) = icol(prev_leng+j)+1
    a(prev_leng+j+2) = rdyy
    irow(prev_leng+j+2) = irow(prev_leng+j)
    icol(prev_leng+j+2) = icol(prev_leng+j) + ibar
END DO
a(prev_leng+row_leng_step-1) = ap
irow(prev_leng+row_leng_step-1) = runde + (ibar-istm)*(jstm-1) +2
icol(prev_leng+row_leng_step-1) = runde + (ibar-istm)*(jstm-1) +2
a(prev_leng+row_leng_step) = rdyy
irow(prev_leng+row_leng_step) = irow(prev_leng+row_leng_step -1)
icol(prev_leng+row_leng_step) = icol(prev_leng+row_leng_step-1) + ibar
a(prev_leng+row_leng_step-2) = rdxx
irow(prev_leng+row_leng_step -2) = irow(prev_leng+row_leng_step - 1)
icol(prev_leng+row_leng_step - 2) = icol(prev_leng+row_leng_step-1) -1
a(prev_leng+row_leng_step-3) = rdyy
irow(prev_leng+row_leng_step-3) = irow(prev_leng+row_leng_step - 1)
icol(prev_leng+row_leng_step-3) = icol(prev_leng+row_leng_step-1) - (ibar
    -istm)
! row stepheight
prev_leng=row_leng_step*(jstm-2)+4*(ibar-istm-2)+6
a(2+prev_leng) = apv
irow (2+prev_leng) = (ibar-istm)*(jstm-1)+1
icol(2+prev_leng) = (ibar-istm)*(jstm-1)+1
a(1+prev_leng) = rdyy
irow(1+prev_leng) = irow(prev_leng+2)
icol(1+prev_leng) = icol(prev_leng+2) - (ibar-istm)
a(3+prev_leng) = rdxx
irow(3+prev_leng) = irow(prev_leng+2)
icol(3+prev_leng) = irow(prev_leng+2) + 1
a(4+prev_leng) = rdyy
irow(4+prev_leng) = irow(prev_leng+2)
icol(4+prev_leng) = icol(prev_leng+2) + (ibar)
runde = 0
DO j = 7,(ibar-2-istm)*5+3,5
    runde = runde + 1
    a(prev_leng+j) = ap
    irow(prev_leng+j) = runde + (ibar-istm)*(jstm-1)+1
    icol(prev_leng+j) = runde + (ibar-istm)*(jstm-1)+1
    a(prev_leng+j-1) = rdxx
    irow(prev_leng+j-1) = irow(prev_leng+j)
```

```
    icol(prev_leng+j-1) = icol(prev_leng+j)-1
    a(prev_leng+j-2) = rdyy
    irow(prev_leng+j-2) = irow(prev_leng+j)
    icol(prev_leng+j-2) = icol(prev_leng+j) - (ibar-istm)
    a(prev_leng+j+1) = rdxx
    irow(prev_leng+j+1) = irow(prev_leng+j)
    icol(prev_leng+j+1) = icol(prev_leng+j)+1
    a(prev_leng+j+2) = rdyy
    irow(prev_leng+j+2) = irow(prev_leng+j)
    icol(prev_leng+j+2) = icol(prev_leng+j) + ibar
END DO
a(prev_leng+row_leng_step-1) = ap
irow(prev_leng+row_leng_step - 1) = runde + (ibar-istm)*(jstm-1) +2
icol(prev_leng+row_leng_step - 1) = runde + (ibar-istm)*(jstm-1) +2
a(prev_leng+row_leng_step) = rdyy
irow(prev_leng+row_leng_step) = irow(prev_leng+row_leng_step - 1)
icol(prev_leng+row_leng_step) = icol(prev_leng+row_leng_step-1) + ibar
a(prev_leng+row_leng_step-2) = rdxx
irow(prev_leng+row_leng_step - 2) = irow(prev_leng+row_leng_step - 1)
icol(prev_leng+row_leng_step -2) = icol(prev_leng+row_leng_step-1) -1
a(prev_leng+row_leng_step-3) = rdyy
irow(prev_leng+row_leng_step - 3) = irow(prev_leng+row_leng_step - 1)
icol(prev_leng+row_leng_step - 3) = icol(prev_leng+row_leng_step-1) - (ibar
    -istm)
! row stepheight+1
prev_leng = row_leng_step*(jstm-1) +4*(ibar-istm-2) +6
a(prev_leng+1) = apc
irow(prev_leng+1) = (jstm)*(ibar-istm) + 1
icol(prev_leng+1) = (jstm)*(ibar-istm) + 1
a(prev_leng+2) = rdxx
irow(prev_leng+2) = irow(prev_leng+1)
icol(prev_leng+2) = icol(prev_leng+1)+1
a(prev_leng+3) = rdyy
irow(prev_leng+3) = irow(prev_leng+1)
icol(prev_leng+3) = icol(prev_leng+1) + ibar
runde = 1
DO i = 5,(istm-1)*4+3,4
    runde = runde + 1
    a(prev_leng+i) = aph
    irow(prev_leng+i) = (jstm)*(ibar-istm) + runde
    icol(prev_leng+i) = (jstm)*(ibar-istm) + runde
    a(prev_leng+i-1) = rdxx
    irow(prev_leng+i-1) = irow(prev_leng+i)
```

```
    icol(prev_leng+i-1) = icol(prev_leng+i)-1
    a(prev_leng+i+1) = rdxx
    irow(prev_leng+i+1) = irow(prev_leng+i)
    icol(prev_leng+i+1) = icol(prev_leng+i)+1
    a(prev_leng+i+2) = rdyy
    irow(prev_leng+i+2) = irow(prev_leng+i)
    icol(prev_leng+i+2) = icol(prev_leng+i) + ibar
END DO
DO i = 3+(istm-1)*4+3,3+(istm-1)*4+(ibar-istm-2)*5+3,5
    runde = runde + 1
    a(prev_leng+i) = ap
    irow(prev_leng+i) = (jstm)*(ibar-istm) + runde
    icol(prev_leng+i) = (jstm)*(ibar-istm) + runde
    a(prev_leng+i-1) = rdxx
    irow(prev_leng+i-1) = irow(prev_leng+i)
    icol(prev_leng+i-1) = icol(prev_leng+i)-1
    a(prev_leng+i-2) = rdyy
    irow(prev_leng+i-2) = irow(prev_leng+i)
    icol(prev_leng+i-2) = icol(prev_leng+i) - ibar
    a(prev_leng+i+1) = rdxx
    irow(prev_leng+i+1) = irow(prev_leng+i)
    icol(prev_leng+i+1) = icol(prev_leng+i)+1
    a(prev_leng+i+2) = rdyy
    irow(prev_leng+i+2) = irow(prev_leng+i)
    icol(prev_leng+i+2) = icol(prev_leng+i) + ibar
END DO
prev_leng=(ibar-istm-2)*4 + 6 + row_leng_step*(jstm-1) + (istm - 1)*4 +
    3 + (ibar-istm-1)*5
a(prev_leng+3) = ap
irow(prev_leng+3) = runde + (jstm)*(ibar-istm) + 1
icol(prev_leng+3) = runde + (jstm)*(ibar-istm) + 1
a(prev_leng+4) = rdyy
irow(prev_leng+4) = irow(prev_leng+3)
icol(prev_leng+4) = icol(prev_leng+3) + ibar
a(prev_leng+2) = rdxx
irow(prev_leng+2) = irow(prev_leng+3)
icol(prev_leng+2) = icol(prev_leng+3) - 1
a(prev_leng+1) = rdyy
irow(prev_leng+1) = irow(prev_leng+3)
icol(prev_leng+1) = icol(prev_leng+3) - ibar
! row stepheight+2 to row jbar-1
DO i = (jstm+2),(jbar-1)
    runde = 0
! prev_leng = (i-jstm-2)*row_leng + ((ibar-istm-2)*4 + 6) + (
    row_leng_step*(jstm-1)) + ((istm-1)*4 + 7 + (ibar-istm-1)*5)
    prev_leng = (ibar-istm-2)*4 + 6 + row_leng_step*(jstm-1) + (istm - 1)*4
        + 7 + (ibar-istm-1)*5 + (i-(jstm+2))*row_leng
```

```
a(2+prev_leng) = apv
irow(2+prev_leng) = jstm*(ibar-istm) + ibar + ibar*(i-jstm-2) + 1
icol(2+prev_leng) = irow(2+prev_leng)
a(1+prev_leng) = rdyy
irow(1+prev_leng) = irow(prev_leng+2)
icol(1+prev_leng) = icol(prev_leng+2) - ibar
a(3+prev_leng) = rdxx
irow(3+prev_leng) = irow(prev_leng+2)
icol(3+prev_leng) = irow(prev_leng+2) + 1
a(4+prev_leng) = rdyy
irow(4+prev_leng) = irow(prev_leng+2)
icol(4+prev_leng) = icol(prev_leng+2) + ibar
DO j = 7,(ibar-2)*5+4,5
        runde = runde + 1
        a(prev_leng+j) = ap
        irow(prev_leng+j) = runde + irow(prev_leng+2)
        icol(prev_leng+j) = irow(prev_leng+j)
        a(prev_leng+j-1) = rdxx
        irow(prev_leng+j-1) = irow(prev_leng+j)
        icol(prev_leng+j-1) = icol(prev_leng+j)-1
        a(prev_leng+j-2) = rdyy
        irow(prev_leng+j-2) = irow(prev_leng+j)
        icol(prev_leng+j-2) = icol(prev_leng+j) - ibar
        a(prev_leng+j+1) = rdxx
        irow(prev_leng+j+1) = irow(prev_leng+j)
        icol(prev_leng+j+1) = icol(prev_leng+j)+1
        a(prev_leng+j+2) = rdyy
        irow(prev_leng+j+2) = irow(prev_leng+j)
        icol(prev_leng+j+2) = icol(prev_leng+j) + ibar
END DO
a(prev_leng+row_leng-1) = ap
irow(prev_leng+row_leng-1) = runde + irow(2+prev_leng)+1
icol(prev_leng+row_leng-1) = irow(prev_leng+row_leng-1)
a(prev_leng+row_leng) = rdyy
irow(prev_leng+row_leng) = irow(prev_leng+row_leng-1)
icol(prev_leng+row_leng) = icol(prev_leng+row_leng-1) + ibar
a(prev_leng+row_leng-2) = rdxx
irow(prev_leng+row_leng-2) = irow(prev_leng+row_leng-1)
icol(prev_leng+row_leng-2) = icol(prev_leng+row_leng-1)-1
a(prev_leng+row_leng-3) = rdyy
irow(prev_leng+row_leng-3) = irow(prev_leng+row_leng-1)
icol(prev_leng+row_leng-3) = icol(prev_leng+row_leng-1) - ibar
END DO
1042!row jbar, last row
```

1041

```
prev_leng = (jbar-(jstm+2))*row_leng + ((ibar-istm-2)*4 + 6) + (
    row_leng_step*(jstm-1)) + ((istm-1)*4 + 7 + (ibar-istm-1)*5)
5a(prev_leng+2) = apc
irow(prev_leng+2) = (ibar-istm)*jstm + ibar*(jbar-jstm-1)+1
icol(prev_leng+2) = irow(prev_leng+2)
1048
049a(prev_leng+1) = rdyy
irow(prev_leng+1) = irow(prev_leng+2)
icol(prev_leng+1) = icol(prev_leng+2)-ibar
1052
1053a(prev_leng+3) = rdxx
1054 irow(prev_leng+3) = irow(prev_leng+2)
1055 icol(prev_leng+3) = icol(prev_leng+2) + 1
57 runde = 0
    DO i = 6,(ibar-2)*4+3,4
        runde = runde +1
        a(prev_leng+i) = aph
        irow(prev_leng+i) = (ibar-istm)*jstm + ibar*(jbar-jstm-1)+1+runde
        icol(prev_leng+i) = irow(prev_leng+i)
        a(prev_leng+i-1) = rdxx
        irow(prev_leng+i-1) = irow(prev_leng+i)
        icol(prev_leng+i-1) = icol(prev_leng+i)-1
        a(prev_leng+i+1) = rdxx
        irow(prev_leng+i+1) = irow(prev_leng+i)
        icol(prev_leng+i+1) = icol(prev_leng+i)+1
        a(prev_leng+i-2) = rdyy
        irow(prev_leng+i-2) = irow(prev_leng+i)
        icol(prev_leng+i-2) = icol(prev_leng+i) - ibar
    END DO
1076
1077 i=prev_leng + 4*(ibar-2) +3+3
1079 a(i) = aph
1080 irow(i) = (ibar-istm)*jstm + ibar*(jbar-jstm-1) +runde+2
1081 icol(i) = irow(i)
1082a(i-1) = rdxx
1083 irow(i-1) = irow(i)
1084icol(i-1) = icol(i) - 1
1085 a(i-2) = rdyy
1086 irow(i-2) = irow(i)
1087 icol(i-2) = icol(i) - ibar
1090 a=a*delt
1092! Set values for NAG functions
1093 lfill = O
1094dtol = 0.0
1095 pstrat = 'C'
1096 milu = 'N'
1097 ALLOCATE(ipivp(n), ipivq(n))
```

1044
1056
1078
1088
1089
1091

```
1098!ipivp for pstrat = 'U'
!ipivq for pstrat = 'U'
ALLOCATE(istr (n+1), idiag(n))
!nnzc on exit
!npivm on exit
liwork = 7*n+2
ALLOCATE(iwork(liwork))
! Done parameters for f11daf
1106
1107! Parameters for f11bdf
108 method = 'BICGSTAB'
precon = 'P'
10 norm = 'I'
weigth = 'N'
iterm = 1
m = 1!not ref for Method CGS
tol=1.0E-8!10*EPSILON(dtol)
maxitn = 3000
anorm = -1 !To be fixed by f11bef
!sigmax not ref for iterm = 1
monit=maxitn !No monitoring
lwork = 100+(2*n+m)*(m+2)+0
ALLOCATE (work(lwork))
! Done parametere for f11bdf
1122
23 ifail = 0
CALL f11daf(n,nnz,a,la,irow,icol,lfill,dtol,pstrat,milu,ipivp,ipivq,istr
        ,idiag,nnzc,npivm,iwork,liwork,ifail)
1 1 2 5
26 ALLOCATE(x(n),b(n),wgt(n))
1127
1128 RETURN
1129 END SUBROUTINE precon_pressure
```
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