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BACKGROUND 

Since the ancient times, coastal areas are central for lots of human activities. To ensure the 

safety of any infrastructure near the coastline, a proper planning is necessary with detailed 

knowledge of the prevailing coastal processes in the vicinity. Failure to assess this may result 

in devastative effects on the environment and consequent loss of property. One of the 

prime risks is coastal erosion which should be predicted before undertaking any project near 

a coast line. Various empirical formulae and models are already available to estimate this 

process.  

 

With the growing interest in utilizing the natural resources in the Arctic, it is very important 

to acquire the knowledge that assures a sustainable development of this valuable and 

vulnerable region. . The presence of sea-ice cover and permafrost soils together with the 

considerable variation in temperature across the seasons and the possible effects of climate 

change make the setting of an Arctic area different from others. Only little is known until 

now about coastal erosion mechanisms in the Arctic and the way to model them. The 

objective of the research will be to develop new knowledge, and numerical models to 

improve the prediction of sediment transport processes and hence the Arctic coastal erosion 

and the influence of climate changes. 

 

The location for this study is chosen as Varandey, Russia. It is located in the northern part of 

Russia and at the southern part of Pechora Sea. Emerging hydrocarbon industry in Varandey 

has made this area more attractive to commercial investors. Various types of industrial 

activities are coming into existence in the area day-by-day making it more vulnerable to 

geomorphologic changes. The selection of the site is done based on the data available from 

field investigations arranged by Sustainable Arctic Marine and Coastal Technology (SAMCoT) 

in Varandey, Russia. 



The objective of this study is to set up a model of the above mentioned coast using a 

suitable numerical tool for erosion. For this study short term change of cross-shore profile 

due to extreme events is aimed to model. The approach followed by the current study is 

more involved in understanding the hydrodynamic and sediment transport process and 

conduct a sensitivity analysis for parameters governing sediment transport.  

 

TASK DESCRIPTION 

The first step towards the task is to obtain data from different source that are required to 

prepare the model. The model is intended to set up using hindcast data from the storm on 

24th July 2010. The records for wind, wave and tide for that specific time will be used to 

simulate the model. The measured erosion rates obtained from other sources will be useful 

to validate the model prepared. The amount of erosion found from model run will be 

compared to measured value for this purpose. The task will be carried out in two parts: 

 A wave modelling analysis will be done using SWAN to transform the offshore 

boundary condition to a near-shore boundary and thereby to down-scale the domain 

area for erosion analysis. X-beach is going to be used as numerical tool for modelling 

Varandey coast for erosion due to storm events. The model generated will be 

calibrated using the data from the storm observed on 24th July 2010. 

 A sensitivity analysis for some parameters utilized in setting up the model will be 

carried out to observe their effect on cliff erosion. Influence of the parameters 

governing sediment transport and physical processes will also be analysed as a part 

of this research.  
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Abstract 
 

Coastal erosion is an alarming topic in the field of coastal and marine engineering which calls 

for extensive research. The vulnerability of a coast to erosion can draw devastating impact on 

infrastructures and human lives near the area. A detailed knowledge on physical processes 

behind erosion mechanisms and assessment of erosion rate can lead to increased level of 

certainty for design life of coastal structures and thereby increased safety of valuable 

properties. Numerical modelling is a very useful tool for prior estimation of coastal erosion 

induced by environmental conditions.  

 

Arctic coasts are no exception from other coasts in terms of erosion. But the mechanisms 

behind coastal erosion in the Arctic may differ from the mechanisms dominating elsewhere. 

The excessive temperature variation during winter and summer is responsible for this. The 

coast undergoes through erosion only in ice-free period when waves can reach the shore to 

activate the erosion process. Two widely established concepts for coastal erosion in Arctic are 

Thermo-denudation and Thermo-abrasion. These processes cannot be described based on 

wave dynamics only since thermal and geotechnical properties of sediments play an 

important role. 

 

A number of computer programs are available to model with a good accuracy the erosion of a 

typical sandy coast. However, the situation is different for Arctic coasts and there is an 

expressed need to develop better numerical tools capable of predicting the erosion there. 

Since 2011, research is being conducted by Sustainable Arctic Marine and Coastal 

Technology (SAMCoT) to relate the wave mechanics with thermal factors and geotechnical 

formulations to develop tools that will be able to successfully estimate erosion in Arctic.  

 

This study is aimed to model an Arctic coast for erosion due to extreme event with main 

concentration on dune or coastal bluff erosion i.e. for cross-shore sediment transport only. 

The area for current study is chosen as Varandey, Russia. This is a coast located in the 

northern part of Russia and at the southern part of Pechora sea. It shows Arctic behaviour in 

winter. But in summer it is more like a typical coast. The coast was eroded severely during a 

devastating storm on 24th July 2010. The eastern part of the coast named Medynskiy is 

observed to show maximum erosion. The data from this event is found very useful for 

calibrating the model. 

 

As the wave data was obtained far offshore, a wave modelling tool, SWAN is used to get 

transformed wave conditions in a near-shore area at first. X-beach is used for modelling the 

coastal erosion. The output from SWAN is applied as input boundary conditions in X-beach. 

The model is validated using above mentioned data. 

 

Sensitivity analysis is also carried out to have a proper understanding of impacts of some 

parameters on results. They are wind stress, critical avalanching slope below water level and 

critical avalanching slope above water level. The sensitivity test shows that the result mainly 

depends on wind speed and critical avalanching slope below water level while changes in 

wind direction and critical avalanching slope above water level does not show any drastic 
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variation in outputs. Finally the model is run with two-dimensional coastal area to comment 

on if it is suitable for the analysis of larger domain. 

 

In conclusion, limitations of the study and recommendations for further research are narrated. 
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1 Introduction 
 

 

1.1 Background and motivation 
Coastal erosion has been focus of many scientific studies for long. With the increase of 

human settlement near coast, significant knowledge on the vulnerability of coastline has 

become essential. Fatalities near a coastal zone are severe if there is a natural hazard like 

storms or hurricanes. The design and constructions of various coastal structures also ask for 

detailed understanding of coast behaviour in changing climate conditions. It is essential to 

forecast the possible morphological changes induced by coastal erosion or accretion to avoid 

such hazards. With the growing knowledge on sediment transport, researchers and scientists 

are able to outline the underlying processes of coastal erosion and provide some formulations. 

But these processes are highly variable with surrounding circumstances. No unique recipe is 

available which can fit for all of the coasts in the world. Therefore researches are still in 

progress to validate the empirical theories already developed by comparing the results from 

different coasts with different geographic settings. 

 

In an upper beach area swash zone is the most dynamic part which interacts continuously 

with incoming waves. Breaking of waves in surf zone produces strong and unsteady flow and 

increases the turbulence in near-shore area. This results in large sediment transport rates 

eventually leading to relatively large morphological changes. The beach area continues its 

reshaping process to reach an equilibrium with the existing environment posed by incoming 

wave conditions. 

 

In an Arctic area, the geodetic setting makes it different from other temperate or tropical 

coasts. The wave conditions are not the same during summer and winter because of presence 

of sea ice and the beach materials behave in a different way as thermal properties become 

important as well. The role of temperature becomes important for sediment transport process 

which can trigger different transport mechanism depending on current environment. This is 

why the coasts in the Arctic are considered very sensitive with the rising global temperature 

due to climate change and now-a-days a lot of attention is paid to the researches related to 

Arctic. 

 

Numerical modelling is an important tool used to analyse any natural system for 

understanding the process. It basically approaches to the solution by using a set of 

formulations derived empirically. Then validation with existing data of this solution is 

required to justify the accuracy of model. This is considered as a very effective tool for study 

of coastal erosion. 

 

Sustainable Arctic Marine and Coastal Technology (SAMCoT) is a renowned national and 

international research-based organization hosted by The Norwegian University of Science 

and Technology (NTNU). It supports the innovation of technology for Arctic coastal 

development. This has been a leading organization carrying out a lot of studies that involves 

the exploration of coastal erosion and the mechanisms behind in Arctic. Different 

mechanisms are invented to describe the natural processes that influence the erosion. For the 
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same purpose Varandey coast in Russia has been investigated to understand the 

geotechnology-based mechanism underlying erosion.  

 

The objective of this study is to set up a model of the above mentioned coast using a suitable 

numerical tool for erosion. Choice of both time-scale and boundary in space becomes 

important for any kind of analysis. For this study short term change of cross-shore profile due 

to extreme events is aimed to model. The long-time variation of coastline affected by other 

environmental forces or infrastructures is ignored. Two modelling tools are used for the 

current study- SWAN for wave modelling and X-beach for modelling of coastal erosion. 

SWAN, developed by Delft University of Technology can model waves propagating towards 

shallow water in the near-shore area including important phenomena influenced by the depth-

induced non-linear behaviour. X-beach is a program developed to estimate the morphological 

changes during time-varying storm and hurricane conditions including dune or bluff erosion. 

 

The validation of model requires field data which is not currently available. The sediment 

properties and erosion rates are estimated based on published data and personal 

communication. The approach followed by the current study is more involved in 

understanding the hydrodynamic and sediment transport process and conduct a sensitivity 

analysis for parameters governing sediment transport.  

 

1.2 Structure of the thesis 
Chapter 1 outlines the objective of the report and its organization. 

 

Chapter 2 describes some theory of coastal morphodynamics. This chapter is dedicated to 

provide readers a basic knowledge on natural processes that play role behind reshaping of a 

coastal profile. This includes wave transformation, sediment transport and subsequent 

morphological changes. 

 

Chapter 3 explains briefly the erosion mechanisms that dominate in the Arctic. 

 

Chapter 4 gives the readers a general idea about the numerical tools used in this study. The 

formulations and assumptions in setting up the model are illustrated very concisely. 

 

Chapter 5 describes the area that is going to be modelled for coastal erosion. The geological 

setting and climate data are presented to depict the general characteristic of the coast to be 

analysed. This chapter also includes the source and reliability of data that are used for 

modelling. 

 

Chapter 6 represents the details on model set-up and result from the simulation. The outcomes 

from simulation run and sensitivity test of some factors governing sediment transport are 

discussed there. 

 

Chapter 7 contains a summary of the findings, limitations and recommendations for further 

study. 
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2 Coastal Morphodynamics 
 

 

2.1 Introduction 
Coastal morphology refers to the geomorphology of a coast. The term coastal 

morphodynamics is defined as the 'mutual adjustment of topography and fluid dynamics 

involving sediment transport' (Wright & Thom, 1977) or, alternatively, the ‘dynamic 

behaviour of alluvial boundaries’ of fluid motions (de Vriend, 1991). The natural processes 

near coast and their impacts depending on the other factors such as environmental conditions, 

hydrodynamics, sediment properties, human intervention and their complex interaction are 

the focus of this particular branch of science. 

 

Many factors e.g. wind, waves, currents, tidal characteristics, sediment properties etc., 

influence the change in sediment transport rate in different parts of a coastal zone. This 

results in either erosion or deposition of sediments. The bathymetry keeps updating as the 

response. The changed morphology again influences the other processes and this process 

continues until equilibrium is reached. 

 

2.2 Coastal hydrodynamics 
Wind, waves, currents and tides characterize coastal hydrodynamic. Wind on sea generates 

waves and the properties of the generated waves depend on the wind speed, fetch length and 

water depth. Wind energy is transformed into wave energy in the offshore location and the 

generated waves propagate to different directions. The waveform approaching to the shore 

undergoes some other phenomena like wave set-up and set-down, refraction, shoaling, 

diffraction, wave breaking etc. These phenomena are responsible for wave-induced cross-

shore and long-shore currents, which control sediment transport toward offshore or onshore 

direction. Coastal hydrodynamics refers to the part of the coastal process, which deals with 

wave propagation, transformation and dissipation, wave induced water level changes and 

long-shore and cross-shore currents due to wave, wind and tidal actions. 

 

2.2.1 Ocean Waves 
Waves play a very important role in coastal hydrodynamics. Therefore in-depth knowledge 

on wave mechanics is a must for this study. Wind waves are generated by the exchange of 

momentum between wind and underlying water surface. In deep sea, waves act weakly non-

linear and thus can be represented as sum of a large number of independent waves interacting 

with each other. This produces an irregular wave field which follows Gaussian distribution. 

As the waves propagate to shallower water, they start to feel the bottom and the bed 

resistance result in increasing non-linear behaviour. This is responsible for the phenomena 

like refraction and shoaling.   

 

Any waveform can be analyzed as a combination of sine waves. A simple representation of 

wave is show in Figure 2.1. But ocean waves cannot be described as a regular surface. 

Therefore it is not possible to characterize them in a deterministic way.  
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Figure 2.1: Simple representation of a wave. Here a=amplitude, L=wave length, T=wave period, 
H=wave height, c= wave speed and η= temporal variation of water level. (source: Bosboom J. & Stive 
M, 2013) 

The stochastic behaviour of sea surface produced by ocean waves can be described by 

spectrum. The spectrum represents the sea state by providing the distribution of waves in 

frequency domain. 

 

2.2.2 Spectral analysis 
Spectral analysis is a statistical representation of the sea state using sine waves to represent 

the irregularity of the surface with different frequencies of which, the amplitudes and phases 

can be determined using Fourier analysis. A spectrum is plotted with the frequencies of a 

stationary random process and the mean square spectral density of the system on x and y axes 

respectively. 

 

The wave spectrum is proportional to the wave energy distribution as a function of the wave 

number as shown in the following equation 

𝐸 = 𝜌𝑔𝑉𝑎𝑟(𝜂) = 𝜌𝑔 ∫ Ψ(k)d2k

𝑘

                                            (2.1) 

Where E is wave energy, ρ is the density of fluid, 𝜂 is the surface elevation, k is the wave 

number (2π/L) and function 𝛹(𝑘) signifies the density of waves around the wave number. A 

regular wave field is represented by a narrow spectrum. A spectrum contains more energy if it 

shifts towards lower frequency and consists of larger and longer waves. If a spectrum 

contains both sea and swell waves, two significant peaks are observed, i.e., one represents 

swell and the other represents sea waves. A typical bimodal spectrum with both swell and sea 

waves is shown in Figure 2.2. 
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Figure 2.2: Bimodal spectrum of sea and swell (source: Bosboom J. &Stive M, 2013) 

 

The individual waves in a spectrum vary in frequency. As the group of waves propagates 

through deep water, frequency dispersion is observed which means that waves with different 

wavelengths travel with different phase speeds. The group of waves forms a wave train and 

travels as a unit. This is known as wave envelope. In a wave envelope, new waves seem to 

emerge at the back of a wave group, grow in amplitude until they are at the center of the 

group, and vanish at the wave group front. A wave envelope travels with group velocity 

instead of individual phase velocity of carrier waves. The phase velocity is two times faster 

than group velocity in deep water. Figure 2.3 is presented to illustrate the concept of wave 

envelope. . The blue curve shows the fast varying the carrier wave, which is being modulated 

and the red curve indicates the slowly varying wave envelope. 

 
Figure 2.3: Illustration of the envelope of an amplitude-modulated wave (source: Wikipedia) 

 

2.2.3  Wave Transformation 
As described above, waves are typically generated offshore and then they propagate to coast. 

During travelling near-shore they start to experience non-linear effects and various 

phenomena comes into action like refraction, shoaling, wave set-up, set-down, wave breaking 
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etc. These phenomena are known as wave transformation. There are many theories available 

to estimate this non-linear effect like Stokes, Cnoidal, Boussinesq etc. 

 

2.2.3.1 Wave refraction and shoaling 

As waves enter the shallow zone, the conservation of energy in the wave system and the 

reduction of wave group velocity together lead to refraction and shoaling. Refraction is 

described as the distortion of the wave front due to reduced velocity because of the friction 

with the sea bed as wave propagates towards the shore. Shoaling can be defined as the 

increase in wave height that results from conservation of energy and reduced wave group 

velocity for waves entering shallower water. Figure 2.4 represents a line diagram to show 

wave refraction and Figure 2.5 shows wave shoaling. 

 

 
Figure 2.4: Wave refraction (source: the website of physicsforums) 

 

 
Figure 2.5: Wave shoaling (source: the website of magicsweed) 

 

2.2.3.2 Wave breaking 

Wave breaking is observed when the particle velocity of the wave front exceeds the phase 

velocity. Depth induced wave breaking in shallow water is a very important process regarding 

dissipation of energy producing a lot of turbulence. In deep water wave breaks due to wave 

steepness. The limiting steepness is expressed by Miche (1994) based on stokes wave theory 

as following: 

[
𝐻

𝐿
]
𝑚𝑎𝑥

= 0.142 tanh(𝑘𝑑) = 0.142(𝑓𝑜𝑟𝑑𝑒𝑒𝑝𝑤𝑎𝑡𝑒𝑟𝑠) ≈
1

7
                            (2.2) 

where Hmax and Lmax are limiting wave height and wave length respectively, and d is the 

water depth. A limit for depth induced breaking can be derived based on linear wave theory. 

The breaker index for depth induced breaking is expressed by Battjes and Janssen (1978) as 
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approximately 
𝐻𝑏

ℎ𝑏
= 0.78  where Hb is the breaking wave height and hb is the breaking water 

depth. Figure 2.6 represents wave breaking phenomena. 

 
Figure 2.6: Wave breaking (source: the website of geology-learnontheinternet) 

 

2.2.3.3 Undertow  

Waves transfer momentum in the direction of travel while propagating across the ocean. The 

momentum can be defined as a net flux of mass between wave crest and trough. In the surf 

zone, the momentum becomes significantly larger than that of non-breaking zone due to wave 

breaking and generation of rollers (Roelvink and Stive, 1989; Nairn et al. 1990). The 

coastline acts as a closed boundary. Therefore a return flow is observed under the wave 

trough level to compensate the propagating flux. This strong return current is termed as 

undertow. Even in non-breaking waves near the shore there is a small return current present. 

Undertow is primarily responsible for offshore sediment transport during storm events. 

Measured velocities averaged over a wave cycle under propagating waves in a wave flume is 

presented in Figure 2.7 to explain return flow above wave boundary layer, be.. 
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Figure 2.7: Measured velocities averaged over a wave cycle under propagating waves in a wave 
flume (source: Bosboom J. & Stive M, 2013). 

 

2.2.3.4 Wave set up and set down 

Radiation stress is expressed by Longuet-Higgins and Stewart (1964) as the depth integrated 

and wave averaged excess momentum fluxes due to waves. Change in momentum flux is 

defined as radiation stress. Radiation stress is responsible for wave forces acting on fluid 

which results in set-up, set-down and longshore current in near shore area. Wave set-up is 

referred to the wave-induced increase in mean water level near-shore and similarly wave set-

down is a wave-induced decrease of the mean water level towards offshore direction from 

surf zone to balance the momentum flux. Figure 2.8 is presented for illustration of wave set-

up. 
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Figure 2.8: Wave set-up (source: the website of hurricanescience) 

 

Time and wave averaged equations for the radiation stresses derived by Longuet-Higgins and 

Stewart (1964) from the linear wave theory are presented below. 

 

𝑆𝑥𝑥 = ∫(𝜌𝑢𝑥)𝑢𝑥𝑑𝑧

𝜂

−ℎ0

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

+ ∫ 𝜌𝑤𝑎𝑣𝑒𝑑𝑧

𝜂

−ℎ0

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

                                             (2.3) 

𝑆𝑦𝑦 = ∫(𝜌𝑢𝑦)𝑢𝑦𝑑𝑧

𝜂

−ℎ0

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

+ ∫ 𝜌𝑤𝑎𝑣𝑒𝑑𝑧

𝜂

−ℎ0

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

                                             (2.4) 

𝑆𝑥𝑦 = ∫(𝜌𝑢𝑥)𝑢𝑦𝑑𝑧 + 𝜏𝑥𝑦𝑑𝑧

𝜂

−ℎ0

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

=  ∫(𝜌𝑢𝑥)𝑢𝑦𝑑𝑧

𝜂

−ℎ0

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

                       (2.5) 

𝑆𝑦𝑥 = ∫(𝜌𝑢𝑦)𝑢𝑥𝑑𝑧

𝜂

−ℎ0

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

                                                                       (2.6) 

where ux and uy are the water particle velocities in x and y direction respectively, p wave is the 

hydrostatic pressure component of the wave, Sxx and Syy are the normal component of 

radiation stress and similarly Sxy and Syx are the shear components of radiation stress. Under 

the assumption that water is an irrotational fluid, the shear stress due to waves, 𝜏𝑥𝑦  is 

neglected. 

 

Longshore currents are produced as a result of wave forces in the water column due to shear 

components of radiation stress. The normal component of radiation stress is the reason behind 

wave set-up and set-down. The difference in mean water level due to set-up and set-down 

generates cross-shore current. 
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2.2.4 Wave action balance 
Spectral wave action balance equation describes the slow variation of the full spectrum in 

time and space. Wave action balance takes all individual wave components, the propagation 

speed of the wave energy into consideration on a fixed grid. The equation computes the 

action density distribution which is influenced by wind growth, non-linear interactions and 

wave dissipation, thus changing the spectral shape of energy density [Holthuisjen 2007]. 

𝜕𝑁

𝜕𝑡
+

𝜕

𝜕𝑥
𝑐𝑥𝑁 +

𝜕

𝜕𝑦
𝑐𝑦𝑁 +

𝜕

𝜕𝜎
𝑐𝜎𝑁 +

𝜕

𝜕𝜃
𝑐𝜃𝑁 =

𝑆

𝜎
                                 (2.7) 

where N represents the action density as function of angular frequency,σ, and direction,Ө. 

𝑁(𝜎, 𝜃) =
𝐸(𝜎, 𝜃)

𝜎
                                                                    (2.8) 

and ci represents the transport velocities in x, y, σ and Ө-space and E represents the energy 

density. 

𝐸 =
1

2
𝜌𝑔𝑎2                                                                             (2.9) 

in which ρ represents the density of water and g the gravitational acceleration. 

 

2.2.5 Wave Energy balance 
Law of conservation of energy is valid for wave system like every other system in our 

universe. This law is useful to estimate wave transformation as well. The total energy is 

represented as the sum of potential energy and kinetic energy. Mathematically it is expressed 

as in Eq. 2.10. 

𝐸 =
1

8
𝜌𝑔𝐻𝑟𝑚𝑠

2                                                                           (2.10) 

where ρ represents the density of water and g the gravitational acceleration. Each wave 

component travels with its own velocity c. The group velocity at which the wave energy 

travels ,is given by ; 

𝑐𝑔 =
1

2
[1 +

2𝑘ℎ

sinh 2𝑘ℎ
] 𝑐                                                                  (2.11) 

where k is calculated using the linear dispersion relation. 

 

If the spectrum is directionally narrow-banded and the peak frequency is constant in space, 

the Eq. 2.12 can represent the energy balance of the system. 

𝜕𝐸

𝜕𝑡
+

𝜕

𝜕𝑥
(𝐸𝑐𝑔 cos(𝜃𝑚)) +

𝜕

𝜕𝑦
(𝐸𝑐𝑔 sin(𝜃𝑚)) = −𝐷𝑤 − 𝐷𝑓                             (2.12) 

where Dw and Df  represent wave energy dissipation due to wave breaking and bottom friction 

respectively. This equation describes the propagation and dissipation of wave energy for 

given mean wave direction Өm. 

 

2.2.6 Roller Energy Balance 
When the wave starts to break and produce surface rollers, a ‘transition zone’ effect comes 

into existence which introduces a delay between the points where the waves start to break and 

where the wave set-up and longshore current start to build. This is observed due to the 

temporary storage of shoreward momentum in the surface rollers. 
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An energy balance for the rollers is described as follows: 

𝑑𝐸𝑟

𝑑𝑡
=

𝜕𝐸𝑟

𝜕𝑡
+

𝜕𝐸𝑟𝑐 cos 𝜃𝑚

𝜕𝑥
+

𝜕𝐸𝑟𝑐 sin 𝜃𝑚

𝜕𝑦
= 𝐷𝑤 − 𝐷𝑟                        (2.13) 

where 𝐸𝑟 is roller energy, Dw is the loss of organized wave motion due to breaking and Dr is 

the roller energy dissipation. 

 

2.3 Currents 
As waves enter the shallow water region, sea currents start to interact with the incoming 

waves and they become important. The flow situations in time-varying and horizontally 

varying processes are controlled by different types of governing forces. Explaining shallow 

water equations will be appropriate to start with to discuss this mechanism. 

 

2.3.1 3D shallow water equations 
The shallow water equations (SWE) can be derived from the more general Navier-Stokes 

equations, consisting of the momentum balance and the mass balance. The following set of 

equations is known as the 3D shallow water equations or 3D hydrostatic model. 

 

𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
+ 𝑤

𝜕𝑢

𝜕𝑧
− 𝑓𝑐𝑜𝑟𝑣

=
𝜕

𝜕𝑥
(𝑣ℎ

𝜕𝑢

𝜕𝑥
) + 

𝜕

𝜕𝑦
(𝑣ℎ

𝜕𝑢

𝜕𝑦
) +

𝜕

𝜕𝑧
(𝑣𝑣

𝜕𝑢

𝜕𝑧
) −

1

𝜌

𝜕𝑝

𝜕𝑥

+
𝑊𝑥

𝜌
                                (2.14) 

𝜕𝑣

𝜕𝑡
+ 𝑢

𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
+ 𝑤

𝜕𝑣

𝜕𝑧
+ 𝑓𝑐𝑜𝑟𝑢

=
𝜕

𝜕𝑥
(𝑣ℎ

𝜕𝑣

𝜕𝑥
) + 

𝜕

𝜕𝑦
(𝑣ℎ

𝜕𝑣

𝜕𝑦
) +

𝜕

𝜕𝑧
(𝑣𝑣

𝜕𝑣

𝜕𝑧
) −

1

𝜌

𝜕𝑝

𝜕𝑦
+

𝑊𝑦

𝜌
                           (2.15) 

𝜕𝑈ℎ

𝜕𝑥
+

𝜕𝑉ℎ

𝜕𝑥
+

𝜕𝜂

𝜕𝑡
= 0                                                                         (2.16) 

𝑝 = 𝑝𝑎 + ∫𝜌𝑔𝑑𝑧

�̅�

𝑧

                                                                                (2.17) 

𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
+

𝜕𝑤

𝜕𝑧
= 0                                                                               (2.18) 

where 𝑢, 𝑣 and 𝑤 are velocity in x, y and z directions respectively, 𝜌 is the water density, 𝑓𝑐𝑜𝑟 

is Coriolis force  , 𝑣ℎ  is horizontal viscosity, 𝑣𝑣  is vertical viscosity, p is pressure at the 

location, 𝑝𝑎  is atmospheric pressure, 𝑊𝑥  and 𝑊𝑦  are wave forcing in x and y direction 

respectively.  

 

2.3.2 Depth average shallow water equation 
For simplification it is possible to reduce the full 3D equations into 2D especially when the 

variations in the vertical flow are minimal. In many cases this approximation is very practical 

to get fast results by using depth-averaged version of the shallow water equations. In some 

cases, however, this simplification is inadequate like when there is strong density gradient, 

e.g. near a river mouth, when there is a strong curvature of flow, as in river bends, or when 
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the focus is on cross-shore wave-induced currents, where the top part of the vertical 

distribution of velocity may be onshore directed and the bottom part offshore directed.  

 

The following momentum balance is derived by averaging the set of equations for 3D shallow 

water equations over the water depth, 

𝜕𝑈

𝜕𝑡
+ 𝑈

𝜕𝑈

𝜕𝑥
+ 𝑉

𝜕𝑈

𝜕𝑦
− 𝑓𝑐𝑜𝑟𝑉

=
𝜕

𝜕𝑥
𝐷ℎ

𝜕𝑈

𝜕𝑥
+ 

𝜕

𝜕𝑦
𝐷ℎ

𝜕𝑈

𝜕𝑦
+

𝜏𝑠𝑥

𝜌ℎ
−

𝜏𝑏𝑥

𝜌ℎ
−

1

𝜌

𝜕𝑝

𝜕𝑥
− 𝑔

𝜕�̅�

𝜕𝑥
+

𝐹𝑥
𝜌ℎ

                      (2.19) 

 

𝜕𝑉

𝜕𝑡
+ 𝑈

𝜕𝑉

𝜕𝑥
+ 𝑉

𝜕𝑉

𝜕𝑦
+ 𝑓𝑐𝑜𝑟𝑈

=
𝜕

𝜕𝑥
𝐷ℎ

𝜕𝑉

𝜕𝑥
+ 

𝜕

𝜕𝑦
𝐷ℎ

𝜕𝑉

𝜕𝑦
+

𝜏𝑠𝑦

𝜌ℎ
−

𝜏𝑏𝑦

𝜌ℎ
−

1

𝜌

𝜕𝑝

𝜕𝑦
− 𝑔

𝜕�̅�

𝜕𝑦
+

𝐹𝑦

𝜌ℎ
                     (2.20) 

Here Dh is the depth-averaged turbulence viscosity. The integration of vertical shear stress 

gradient over the depth results in the surface shear stress τs minus the bed shear stress τb. The 

water level gradient terms follow from the pressure gradients. 

 

2.3.3 Bottom Shear stress 
The bottom shear stress is a function of the mean current velocity and the orbital velocity. For 

current only situations, the bottom stress is described by  

𝜏𝑏 = 𝜌𝐶𝑓|�⃗� |�⃗�                                                                    (2.21) 

where Cf is the friction coefficient which generally depends on the local sediment 

characteristics and bed formulations, 𝜌 is the water density and �⃗�  is velocity near bed. 

 

2.4 Sediment transport 
Morphological changes are mainly controlled by the rate of sediment transport that takes 

place due to the interaction between waves, currents and the sediment. It can be defined as a 

function of instantaneous velocity and the sediment concentration in the flow. The interaction 

between wave hydrodynamics and sediment transport process is very complex. Most of the 

theory developed for understanding the process is highly empirical. Different theories refer to 

different empirical parameters that can be verified by laboratory experiments and real data. 

From the experimental results a range is provided by the researchers for value of the 

parameters that can be used depending on other factors. The choice of empirical parameters 

for any practical application is mainly based on experience or by trial and error method.  

 

2.4.1 Sediment properties 
The sediment properties are very important for defining the transport mode. Clay, silt, sand, 

gravel, pebbles and cobbles are commonly found beach materials. The grain size of the 

material, distribution of grain size, porosity, density, fall velocity etc. influence the transport 

mechanism. 

 

Most of the properties can be determined by laboratory tests. Fall velocity is be defined as the 

vertical free fall velocity of a sediment particle in still and clear water. It can be derived by 
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balancing gravitational force acting downward and drag force of the fluid acting upward.  

Mathematically fall velocity is expressed as 

𝑤𝑠 = √
4(𝑠 − 1)𝑔𝐷

3𝐶𝐷
                                                             (2.22) 

where s is the relative density of the sediment, CD is drag coefficient and D is grain diameter. 

If the bottom shear stress is large enough the sediment is transported. To initiate motion the 

critical shear stress has to be exceeded considering vertical force, horizontal force and 

moment equilibrium. From the balance following equation can be obtained. 

(𝜌𝑠 − 𝜌)𝑔𝐷3 ∝ 𝜏𝑏𝑐𝑟𝐷
2                                                              (2.23) 

Where 𝜏𝑏𝑐𝑟  is the critical bed shear stress, 𝜌  is the water density and 𝜌𝑠 is the density of 

sediments. From the proportionality of above equation, a critical parameter can be defined. 

𝜃𝑐𝑟 =
𝜏𝑏𝑐𝑟

(𝜌𝑠 − 𝜌)𝑔𝐷
                                                            (2.24) 

Here 𝜃𝑐𝑟  is termed as Shield parameter and can be determined experimentally. The 

application of this parameter in transport modelling is narrated further in following paragraph. 

To understand the transport process more clearly a distinction has been made. Typically 

transport can be divided into two types depending on the movement characteristics of 

sediments. They are bed load and suspended load. 

 

2.4.2 Bed load transport 
Bed load transport can be defined as the transport of grain materials that move with the flow 

in a thin layer above the bed. The sediments are relatively larger in grain size and react almost 

instantaneously to the local flow conditions. The transport is always in the direction of near 

bed flow. 

 

As mentioned above sediment transport is a function of bed shear stress by the flow acting on 

the sediment grains. A threshold value of the bed shear stress needs to be exceeded to initiate 

the motion. This is referred as the critical shear stress or critical Shield’s parameter. The 

dimensionless bed shear stress can be calculated using following equation. 

𝜃 =
𝜏𝑏

𝜌𝑔∆𝐷50
                                                                 (2.25) 

Where 𝜏𝑏  is the bed shear stress, 𝜌 is the water density, g the acceleration of gravity, ∆=

(𝜌𝑠 − 𝜌)/𝜌 . Sheilds A. (1936) published a curve based on his experiment to estimate this 

critical value using particle’s Reynolds number of the system. Bed load transport is related to 

the Shield’s parameter to some power. This method is only valid for uniform flow on a flat 

bed. Figure 2.9 is the graph published by Sheild (1936). 
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Figure 2.9: Sheild’s curve (source: Sheilds A.1936) 

 

Bed slope also has an impact on the amount of transport depending on if it is in the direction 

of flow or in transverse direction. For rippled beds, the bed shear stress is found to provide 

both drag and skin friction. Waves interact with the current modifying the bed shear stress, 

the bed ripples, the sediment mobility and the near-bed current transporting the sediment. 

A general form of bed load transport formulations is given by 

𝑆𝑏 ≈ √∆𝑔𝐷50
3𝜃

𝑏
2⁄ (𝑚𝜃 − 𝑛𝜃𝑐𝑟)

𝑐
2⁄ (1 − 𝛼

𝜕𝑧𝑏

𝜕𝑠
)                                 (2.26) 

Where 𝜃𝑐𝑟  is critical dimensionless bed shear stress using Sheild’s curve and  𝜃   is 

dimensionless bed shear stress by the flow acting on the sediment grains. The coefficient m 

represents a ripple efficiency factor, which depends on the ratio of skin friction to form drag 

and n, may represent a factor for hiding and exposure in graded sediments. ∆= (𝜌𝑠 − 𝜌)/𝜌 is 

the relative sediment density. g is the gravitational acceleration, 𝐷50  is the median grain 

diameter and 𝑧𝑏 is the bed level. b and c are empirical factors and after Van Rijn (1984), b=0 

, c=3~4. 

 

2.4.3 Suspended load transport 
Suspended load transport acts very different from bed load and is not constricted near the bed. 

The suspended sediments are relatively smaller to be picked up by the flow and remain in 

suspension while it moves. It does not react instantaneously to the flow or wave conditions as 

it needs time or space to be picked up or to settle down and thus is called to have ‘memory 

effects’. The orbital motions due to waves are responsible to stir up the fine grains from the 

bed and to keep them suspended which influences the concentration of the flow. The rest of 

work is done by currents. 
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In stationary and uniform conditions, flow can support a certain amount of concentration 

because the sediment has to be picked up and transported upwards by turbulent dispersion. 

This is called equilibrium concentration. If the flow is accelerating, the currents will take 

away the suspended material faster which will result a concentration lower than equilibrium 

concentration. This means that the flow has capacity to support more sediments than they are 

present in it.  In a decelerating flow, this is vice versa as the capacity to keep the sediments in 

suspension drops because of the reduced wave action and following turbulence. The 

concentration will turn out to exceed the equilibrium limit and a fraction of sediments will 

settle out to keep the balance. 

 

The process of sediment transport is very complex and has lead to lot of assumptions by the 

scientists and researchers without a complete understanding of the actual process. But the 

assumptions and empirical formula derived from the experiments carried out so far are 

considered good enough to understand the practical behaviour of sediment transport and 

following morphological changes. 

 

2.4.3.1 Equilibrium suspended transport 

The sediment transport tends to be in equilibrium with the flow all the time and tries to cope 

very slowly with the changing bathymetry, sediment properties and flow. It is important to 

consider how equilibrium concentration is attained depending on varying flow and sediment 

transport in a (quasi) uniform condition. 

 

The concentration profile can be obtained from the general advection-diffusion equation: 

𝜕𝑐

𝜕𝑡
+ 𝑢

𝜕𝑐

𝜕𝑥
+ 𝑣

𝜕𝑐

𝜕𝑦
+ (𝜔 − 𝜔𝑠)

𝜕𝑐

𝜕𝑧
−

𝜕

𝜕𝑧
(𝜖𝑠

𝑑𝑐

𝑑𝑧
) −

𝜕

𝜕𝑥
(𝜖ℎ

𝑑𝑐

𝑑𝑥
) −

𝜕

𝜕𝑦
(𝜖ℎ

𝑑𝑐

𝑑𝑦
) = 0           (2.27) 

Leaving out all non-stationary and non-uniform terms this equation reduces to 

𝜔𝑠𝑐 + 𝜖𝑠

𝜕𝑐

𝜕𝑧
= 0                                                                (2.28) 

with the general solution: 

𝑐(𝑧) = 𝑐𝑎exp(−∫
𝜔𝑠

𝜖𝑠
𝜕𝑧

𝑧

𝑎

)                                               (2.29) 

Here 𝑐 is the concentration of sediment, 𝜔𝑠 is the fall velocity and  𝜖𝑠 and 𝜖ℎ are dispersion 

coefficients in vertical and horizontal directions respectively. From various researches carried 

out to define this dispersion coefficient, various empirical distributions have been invented to 

represent the case of combined current and waves. A parabolic-constant distribution, with a 

constant dispersion coefficient in the wave boundary and a parabolic distribution over it is 

suggested by Van Rijn (1993) which has got immense recognition all over the world. 

 

2.4.3.2 2DH Advection-diffusion equation for sediment 

In many cases the focus is on the horizontal variation rather than vertical non-uniformities. 

For simplification then, the depth averaged advection-diffusion equation can be applied. 

𝜕ℎ𝑐̅

𝜕𝑡
+ �̅�

𝜕ℎ𝑐̅

𝜕𝑥
+ �̅�

𝜕ℎ𝑐̅

𝜕𝑦
−

𝜕

𝜕𝑥
(𝜖ℎ

𝜕ℎ𝑐̅

𝜕𝑥
) −

𝜕

𝜕𝑦
(𝜖ℎ

𝜕ℎ𝑐̅

𝜕𝑦
) = 𝑆                              (2.30) 

The source or sink term, S represents the exchange with the bottom and must be considered 

with some care. 
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2.4.3.3 Soulsby-Van Rijn formula 

Soulsby (1997) developed the formulation by finding a suitable form of the equation that 

could be fitted to the numerical results of Van Rijn’s 1993 model. The formulations are as 

follows: 

𝑆𝑏𝑥 = 𝐴𝑐𝑎𝑙𝐴𝑠𝑏𝑢𝜉                                                   (2.31) 

𝑆𝑏𝑦 = 𝐴𝑐𝑎𝑙𝐴𝑠𝑏𝑣𝜉                                                  (2.32) 

𝑆𝑠𝑥 = 𝐴𝑐𝑎𝑙𝐴𝑠𝑠𝑢𝜉                                                   (2.33) 

𝑆𝑠𝑦 = 𝐴𝑐𝑎𝑙𝐴𝑠𝑠𝑣𝜉                                                 (2.34) 

Where Acal is a user-defined calibration factor, Asb is a bed-load multiplication factor: 

𝐴𝑠𝑏 = 0.05ℎ (

𝐷50
ℎ⁄

Δ𝑔𝐷50
)

1.2

                                                    (2.35) 

and Ass is a suspended load multiplication factor: 

𝐴𝑠𝑠 = 0.012𝐷50

𝐷∗
−0.6

(Δ𝑔𝐷50)1.2
                                                  (2.36) 

The dimensionless grain diameter, 𝐷∗ is given by; 

𝐷∗ = [
𝑔∆

𝜗2
]
1 3⁄

𝐷50                                                                     (2.37) 

where 𝜗 is the kinematic viscosity.  The term 𝜉 is a general multiplication factor that governs 

the power of the transport relation, determines the relative effects of current and waves, and 

includes a critical velocity: 

𝜉 = (√𝑢2 + 𝑣2 +
0.018

𝐶𝑓
𝑈𝑟𝑚𝑠

2 − 𝑈𝑐𝑟)

2.4

                             (2.38) 

Here 𝐶𝑓 = [
𝜅

𝑙𝑛(ℎ 𝑧0
⁄ )−1

]
2

                                                                                   (2.39) 

𝑈𝑐𝑟 = {
0.19𝐷50

0.1𝑙𝑜𝑔10(4ℎ 𝐷90⁄ ),             𝐷50 ≤ 0.5 𝑚𝑚

8.5 𝐷50
0.6𝑙𝑜𝑔10(4ℎ 𝐷90⁄ ),       0.5 < 𝐷50 ≤ 2 𝑚𝑚

                          (2.40) 

And Urms is the root mean square orbital velocity. 

 

2.5 Morphological processes 
Morphological behaviour is fully controlled by the rate of sediment transport. According to 

the change in transport rate the bottom keeps updating. The changing bottom influences the 

rate of sediment transport. Finally depending on the combined action of waves and currents, 

sediment properties etc. the system tends towards an equilibrium condition and try to 

maintain it until it experience any change in the system. If there is any change in the 

controlling factors, the process continues and it always tries to get to an equilibrium situation. 

The governing equation for the change of bed level zb is: 

(1 − 𝜖)
𝜕𝑧𝑏

𝜕𝑡
+

𝜕𝑆𝑏𝑥

𝑥
+

𝜕𝑆𝑏𝑦

𝜕𝑦
= 𝐷 − 𝐸                                         …… (2.41) 

Where 𝜖   is the porosity, Sbx and Sby are the bed load transports in x and y directions 

respectively. D is the deposition rate of suspended sediment and E is the erosion rate of 
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suspended sediment. In a morphological model very often bed-load transport and suspended 

load transport are not considered separately, in such case the equation reduces to: 

(1 − 𝜖)
𝜕𝑧𝑏

𝜕𝑡
+

𝜕𝑆𝑥

𝜕𝑥
+

𝜕𝑆𝑦

𝜕𝑦
= 0                                                 …… (2.42) 

with Sx and Sy are the transports in x and y directions respectively. By observing the equation 

it can be seen that a positive transport gradient leas to a negative bed level gradient which 

means erosion. Similarly a decreasing transport gradient leads to deposition. It is to be 

noticed that the sediment transport itself is not responsible for any morphological change, but 

only the gradients in the transport controls erosion or accretion. 

 

2.5.1 Open coast behaviour 
Coasts are continuously interacting with waves and wave-driven currents. The most 

interactive part can be divided between surf zone and swash zone. Surf zone is the wave 

breaking zone and swash zone is the upper part of the beach between back-beach and surf 

zone. Swash zone is very dynamic in character and continuously shaped by the incoming 

waves. 

 

Both long-shore and cross-shore transports play an important role in reshaping a beach 

profile. Wave-driven longshore currents move sand along the coast and depending on the 

transport gradients the beaches may accrete or erode. Changes due to long-shore transport 

gradient take comparatively longer time such as several years to evolve. But cross-shore 

profile can change dramatically specially during storm events. During storm conditions, 

swash motions are mainly governed by infra-gravity waves as short wave breaks in the surf 

zone and only infra-gravity wave persists. As a result, sediments are transported offshore by 

the cross-shore current with strong undertow and thus the cross-shore profile changes. Dune 

erosion and consequent over-wash are very typical in this situation. After the storm, during 

calmer condition the beach tends to recover and come back to its original shape.  

 

An important element in describing dune erosion is the slumping of dry sand and the 

subsequent transports by the swash waves and return flow. In absence of the swash waves 

taking away the beach materials, the upper beach would stop to scours and the dune erosion 

process would slow down considerably. 

 

2.5.2 Morphodynamics of equilibrium profile 
The upper shore-face consists of swash zone, beach and dune or coastal cliffs.  It is extremely 

dynamic in nature. It reacts to any changes induced by wave force and instantaneously starts 

to adjust with new system.  Figure 2.10 shows a diagram of beach profile. 
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Figure 2.10: Beach profile (source: the website of Long Island University, New York) 

 

An equilibrium profile is attained to cope with new system. Bruun (1954) was the first one to 

introduce the concept of dynamic equilibrium profile. He proposed an empirical equation for 

equilibrium beach profile consisting a simple power law relating the water depth, h to the 

offshore distance, x. The correlation can be presented as  

ℎ = 𝐴(𝑥)𝑚                                                                          (2.41) 

where A is shape factor depending on the characteristics of bed material and m is exponential 

factor equal to 2/3 . 

 

During an extreme event this equilibrium is disturbed due to large waves that can reach up to 

coastal bluffs. Because of strong wave actions and subsequent undertow a large amount of 

sediment is transported to offshore. Sediments eroded from the profile tend to settle 

somewhere outside the surf zone where return current is not strong enough to transport them 

further offshore. A bar is formed there which stores the sediments. The new profile takes a 

parabolic shape according to Bruun’s rule with some retreat in coast line. As the storm is over 

and the waves are back to their regular shape, the new profile seems to be too steep for the 

new situation. On the other hand, the bar formed outside the surf zone attracts more wave 

breaking near it. The wave asymmetry and skewness helps to transport the sediments towards 

shore. The bar supplies required sediments to the waves which results in reduction in its own 

size and eventually it diminishes. The sediments transported onshore helps to develop a new 

equilibrium profile with mild sloping beach. 

 

2.6 Numerical models 
One of the tasks regarding coastal hydrodynamics involves modelling of wave transformation 

near shore from offshore. To model these phenomena that waves undergo it is essential to 

have a good knowledge and understanding of meteorological parameters as they influence the 

wave transformation process.  

 

Numerical model, which were developed for wave transformation in different time span, can 

be divided into three generations (Komen et al. 1996). The first generation models were not 

able to take the non-linear effects into account. The second generation models started to 

include the non-linear transition by introducing parameters but were not good enough as the 

solution was obtained using a coupled discrete scheme. The third generation models have 
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overcome these limitations and can effectively reproduce the significant physical processes 

with two-dimensional sea state if the model is calibrated properly. SWAN, WAMTECH, 

HISWA, MIKE are some available software packages that can be used for modelling. 

 

To estimate morphological changes, many empirical formulas and theories have been 

established by scholars. Though they are well-established formula, they highly depend on the 

surroundings in which they are formulated. In order to use them in specific case, prior 

validation is compulsory to ensure acceptable results. This can be done by numerical 

simulation. 

 

A numerical model is a set of formulae to relate the hydrodynamic forcing to the 

morphological response for a specific case. The model can be calibrated using some empirical 

parameters which can be determined from laboratory test or existing field data. Numerical 

models are very easy, useful and inexpensive way to anticipate the upcoming response of the 

beach due to any hydrodynamic forcing, thus becoming popular day by day. For numerical 

modelling, it is important to represent the actual situation by correct approximation of 

empirical parameters. 
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3 Erosion Mechanisms in the Arctic 
 

 

3.1 Arctic coastal erosion 
The erosion mechanism due to combined action of wave and current is described in the 

previous chapter. But the mechanism is not identical to each and every geological setting. The 

process described there is mainly applicable for sandy beaches in temperate or tropical areas. 

In the Arctic the situation is different mainly due to the presence of frozen-soil and sea-ice 

cover.  

 

The sea surface in the Arctic is usually covered by sea-ice during winters. The coastal bluffs 

there are usually frozen i.e. permafrost, and they are typically covered with snow. That is why 

thermal properties become important in controlling coastal erosion in the Arctic. Generally no 

remarkable change in a coastline can be observed in the Arctic during winters. There are two 

processes in effect behind no coastal erosion during this cold time. Firstly, the freezing 

temperature turns the sea surface into ice sheet and prevents the waves coming onshore. As 

the waves cannot reach the bluff, there is no turbulence-induced sediment transport i.e. 

erosion is impossible. Secondly , snow, having low conductivity of heat, act as insulation 

layer over the dunes for air temperature and solar radiation. During summer the melting of 

permafrost turns the soil into a thawed mass moving down-slope and thereby causing erosion. 

But this process is delayed by the snow present over the bluffs by influencing the thawing of 

permafrost. 

 

3.2 Erosion mechanisms 
To describe the erosion of permafrost two concepts developed by Are (1988) are immensely 

supported by the researchers. These are named as “Thermo-denudation” and “Thermo –

abrasion”. Both of them do not take place at the same time. But one single coast can 

experience both of the processes depending on surroundings and other factors in its lifetime. 

A detailed illustration of the processes is given in the following paragraphs. 

 

3.2.1 Thermo-denudation 
In summer both air temperature and solar radiation becomes intriguing factor for permafrost 

erosion. In the beginning of summer, the temperature starts to rise above freezing point and 

the ice starts to melt. The sea ice is melted first and waves can now reach to the shore. The 

protective insulation shield on bluffs no longer exists as snow over there also starts to melt. 

This leads to melting of permafrost underneath. The thawing of exposed permafrost 

sometimes form gullies within the bluffs. This melting process loosens the beach material as 

they turn into flowing slurry and thus responsible for the reduced strength and stability of the 

bluff material. 

 

As a consequence the bluff is no more stable with the slope that it was before. Therefore the 

top part of the cliff collapses because of instability induced by its own weight. The sediment 

available from the toppling of the cliff is deposited at the foot of the dune or coastal bluff. 

The process of cliff erosion due to thawing of permafrost is termed as Thermo-denudation. 
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No large waves are needed for this kind of erosion. But wave has an important role on taking 

away the deposited sediments on the beach that becomes available from breaking of bluff. If 

the sediments are not taken away by wave actions the bluff attains a slope that is stable 

enough to the corresponding condition and erosion stops. But if the waves continue to 

transport the sediments offshore, then the procedure keeps continuing. A schematic diagram 

is presented in Figure 3.1 to explain the process. 

 
Figure 3.1: Conceptual model of thermo-denudation (After Brundsen and Lee,2004;sea-cliff 
geomorphological process-response system) 

 

3.2.2 Thermo –abrasion 
The second process, thermo-abrasion is initiated by the combined mechanical and thermal 

actions of waves. The waves generate turbulence at the bottom of the cliff. The strong 

plunging waves form a wave-cut notch at the foot of the shore-face. With further deepening 

of this notch the cliff is hollowing out leaving a cornice overhanging the beach. Finally at 

some point the overhanging part of cliff becomes unstable enough leading to block failure. 

The waves remain active to remove the deposited materials from shore-face and continue to 

dig a new notch. Thus the process continues. Figure 3.2 is presented to explain this process. 
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Figure 3.2: Conceptual model of Thermo-abrasion (source: the website of BBC-education) 

  

3.3 Modelling of Arctic coast 
There are very few numerical programs available to model the erosion process in an Arctic 

coast although not very accurately. The thermal properties become necessary and the 

geotechnical process needs to be combined with wave action of the system. The failure of a 

block can be modelled using geotechnical formula for stability with a probabilistic 

calculation. But to combine the wave actions with geological process controlled by specific 

thermal properties of sediments is a complicated task and calls for further research. The 

current study approaches to observe if it is possible to model an Arctic coast for erosion using 

a numerical tool that is available in this field. 
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4 Modelling Arctic coastal erosion 
 

 

In this chapter the numerical modelling tools used for this study is narrated. The theory and 

formulations used by these tools and their applicability for this study is described to give the 

readers insights to the numerical modelling process. 

 

4.1 SWAN 
To get the boundary conditions in nearshore area from offshore wave data, a wave model is 

essential. Simulating WAves Nearshore (SWAN) has been used in the current study for this 

purpose. The SWAN is a wave modelling tool to compute random, short-crested wind 

generated surface gravity waves of a two dimensional area. This is a third-generation spectral 

wave model to simulate wave transformation while travelling towards the shore from deep 

ocean. It is a standalone open source program developed by Delft University of Technology, 

The Netherlands. 

 

SWAN computes the wave energy and associated changes in wave heights, shape and 

direction for each grid by resolving wave action balance with sources and sinks. It analyses 

the wave spectral change due to the wind generation, white capping, wave breaking, energy 

transfer between waves, and variations in the ocean floor and currents. SWAN does not 

calculate wave-induced currents. The inputs required to set-up a basic model are bathymetry 

of the area, wind velocity and direction, wave parameters at offshore boundary, etc. 

Guidelines are available to prepare the code of commands for user-specific condition. There 

is no limitation for size of domain. But SWAN is recommended mainly for transition from 

ocean scale to coastal scale. 

 

The model features provided by SWAN are mentioned below. 

 Wave propagation in time and space, shoaling, refraction due to current and depth, 

frequency shifting due to currents and non-stationary depth. 

 Wave generation by wind. 

 Three- and four-wave interactions. 

 White capping, bottom friction and depth-induced breaking. 

 Dissipation due to aquatic vegetation, turbulent flow and viscous fluid mud. 

 Wave-induced set-up. 

 Propagation from laboratory up to global scales. 

 Transmission through and reflection (specular and diffuse) against obstacles. 

 Diffraction. 

 

SWAN does not account for Bragg-scattering and wave tunnelling. 

 

SWAN can produce outputs like one or two-dimensional spectra, significant wave height, 

wave periods, mean wave direction and directional spreading, one or two-dimensional 

spectral source terms, root-mean-square of the orbital near-bottom motion, dissipation, wave-

induced force, set-up, diffraction parameter etc. 
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4.2 X-beach 
For numerical modelling of coastal erosion, X-beach is going to be used as a tool in this 

study. This section is intended to describe the functionalities of this modelling tool in short. It 

is developed by a consortium of UNESCO-IHE, Deltares, Delft University of Technology 

and the University of Miami. It models the near-shore processes such as morphological 

changes, near-shore currents, wave propagation, sediment transport etc. and is aimed to 

estimate the effect on the near-shore area, beaches, dunes and back-barrier during time-

varying storm and hurricane conditions. It is intended as a two dimensional process-based 

tool to compute the natural response and to predict the vulnerability of a coast to dune 

erosion, overwash and breaching. The step it follows is shown by a schematic diagram in 

Figure 4.1. 

 

 
Figure 4.1: Schematic diagram of X-beach program 

 

 This tool is developed to model sandy beaches with tidal influences. No thermal properties of 

the beach material are taken into consideration. This already implies a limitation to use of this 

tool for an Arctic coast since sediment properties and erosion mechanisms are highly 

controlled by thermal properties of beach material there. For this thesis, a case study is 

assumed for the coast in Varandey, Russia experiencing coastal erosion due to storm event. 

The modelling of Varandey coast is going to be carried out for the storm that took place in the 

month of July. The permafrost  is anticipated to melt during late winter or early summer. In 

summer, the coast no longer shows Arctic behaviour and sediment transport mechanism 

especially during storm condition is governed by avalanching. That is why the beach starts to 

act as a typical sandy beach. As the storm of interest in this study is in July, the use of X-

beach in this setting may be justified. 

 

The model applies formulations for short wave envelope propagation, non-stationary shallow 

water equations, sediment transport and bed update. A newly developed time-dependent wave 

action balance solver is also introduced so that no separate model is needed to simulate the 

propagation and dissipation of wave groups. It can also predict wave-current interaction in the 

short wave propagation by solving various wave breaking dissipation models.  
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The nonlinear interaction of waves and current in shallow water is the reason behind forming 

an undertow which contributes a lot to bed shear stresses and offshore sediment transport. 

The Generalised Lagrangean Mean (GLM) approach is implemented to represent the depth-

averaged Eulerian flow velocities. It combines a time-dependent wave action balance with the 

nonlinear shallow water equations (NSWE). It is a well-known concept behind sediment 

transport that wave induced turbulence stir up the particles from bed and current is 

responsible for transportation of this suspended particles. The equilibrium sediment 

concentration is obtained from computed hydrodynamics using the pick-up function (Reniers 

et al. (2004). Suspended sediment concentration acts as a source term for the 2DH advection-

diffusion equation. Two sediment transport formulas are available to compute transport 

vectors. Thay are - Soulsby-van Rijn (1997) and Van Rijn (2007). Bed level changes are 

updated from sediment transport gradients. 

 

An important mechanism- Avalanching is also implemented in the model by introducing a 

pre-defined threshold slope both for dry and wet points. The transport of sediment from dry 

dune face to the wet swash zone is controlled by slumping and slumping of sand during dune 

erosion is triggered as the slope exceeds this threshold value. This phenomenon also plays a 

role to model the morphological update of the dunes. A schematic diagram of X-beach 

modules is presented in Figure 4.2. 

 

 
Figure 4.2: Schematic diagram of X-beach modules and corresponding theory 

 

As the inputs for an X-beach model, it is important to define boundary conditions provided by 

the wind, wave and surge models and the main output generated by the model will be the 

time-varying bathymetry. The numerical implementation is mainly first order upwind in 

combination with a staggered grid. The model scheme utilizes explicit schemes with an 

automatic time step based on Courant criterion to ensure numerical stability of the solution. 

Inputs

(Grid, bathymetry and boundary conditions)

Wave Module

(Wave action equation solver, Roller energy equation 
solver)

Flow Module

(Shallow water equation solver)

Sediment Transport Module

(Equilibrium concentration solver, 2DH Advection-
Diffusion equation solver)

Morphological Updating and Avalanching
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The model is aimed to provide sensibly accurate stable solutions in a reasonable 

computational time. 

 

Details of initial and boundary conditions specifically applied to model the study area are 

illustrated in following text. 
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5 Chapter 5: Case Study:  Varandey, Russia 
 

 

5.1 Introduction 
For this thesis, a case study is considered for Varandey, Russia. A model is going to be set up 

to simulate the coastal erosion of the area under consideration for storm event. The results 

from the simulation are compared later with full-scale observations to validate the model. 

This chapter provides a short introduction of the area under consideration. The source and 

reliability of the data used for setting up the model in the current study are also explained. 

 

5.1.1 Area description 
The location for this study is chosen as Varandey, Russia. Emerging hydrocarbon industry in 

Varandey has made this area more attractive to commercial investors. Varandey seaport and 

settlement located near the coast are used extensively for logistic support of oil industry. 

Various types of industrial activities are coming into existence in the area day-by-day making 

it more vulnerable to geomorphologic changes. The coastal infrastructures to be installed by 

these projects are under threat because of active coastal erosion process.  This issue has 

attracted the researchers and scientist because of its long-term variable coastal erosion. 

Therefore a detailed understanding of the process has become necessary to ensure safety of 

these structures and also to avoid any long-term adverse effect. 

 

The location selected for the purpose of the current study is the coast of Varandey, Russia. 

The Pechora Sea (Russian name - Pechorskoye More) is a south-eastern extension of the 

Barents Sea located in the European part of Russia. The coast is located on the Pechora sector 

of the Barents Sea in north-west Russia. The tentative co-ordinate of the area is 68o47'33"N 

and 57o58'10"E.  The area is indicated on the map in Figure 5.1. 

 

 
Figure 5.1: Location of the Varandey area. (source: Google map API) 



30 

Varandey coastline is differentiated into three geographic sectors by two rivers - 

VarandeiskayaGubaand the Peschanka. The 90 kilometer long coastline can be subdivided 

into three regions named "Pesyakov", "Varandey" and "Medynskiy" according to their 

geographical variability. Figure 5.2 shows these three area in a satellite image. 

 

 
Figure 5.2: Location of the Varandey area. Pictures: SPOT images from 1998 (on the left) (Source:E. 
Guegan ,2013). 

 

The coast of Varandey was affected severely by storm in July, 2010. Medynskiy sector of the 

coast is approximately 25 kilometer long. The eastern part of this sector is observed to show 

maximum coastal erosion. The current study focuses mainly to this part of Varandey 

coastline.  

 

5.1.2 Geomorphology 
Field investigations by various researchers describe the geology and geomorphology of the 

coastal profiles. Both "Pesyakov" and "Varandey" area are observed to have 5m to 12 m high 

dunes with marine terrace and sandy beach. But "Medynskiy" is a bit different from other two 

sectors. It has a fairly continuous bluff. It is composed of a 5 to 15 m high marine terrace 

which reaches the sea forming 3 to 10 m high coastal bluff.  On the lee-side of the bluff snow 

banks are found to persist until late July (Ogorodov, 2005).  This coastal bluff is subjected to 

erosion by wave action. The existence of a small beach width can be explained by this wave 

action and characteristics of beach materials. The beach materials are not course enough to 

resist the erosion and maintain a wider beach. 

 

A sketch from E. Guegan (2013) is shown in Figure 5.3 to give a visual of the beach profile 

of Medynskiy sector.  
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Figure 5.3: Geological-geomorphological profile of the thermal abrasional coast of "Medynskiy" 
sector, modified from (Ogorodov, Unpublished results-b) (Source: E. Guegan,2013) 

  

Some photos from eastern part of Medynskiy area is shown in Figure 5.4 to give the readers a 

practical feeling of the existing area. 

 
Figure 5.4: Photos from eastern part of Medynskiy area (Source: Ogordov S.A.,2013) 
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5.1.3 Erosion observations 
Large variation in erosion rates of Varandey has drawn the attention of researchers. The coast 

has been observed for long and the satellite images are available from year 1968. Further field 

investigation has been carried out by various researchers to improve the knowledge on 

erosion mechanisms. The rate of erosion varies along the coast. The eastern part of the coast 

shows maximum erosion. The report by E. Guegan (2013) is found very important to get 

information on the history of erosion rate. Figure 5.5 is presented below to give an idea on the 

variability of average erosion rates along the Varandey coast which is collected from above 

mentioned report. 

 

 
Figure 5.5: Erosion rates along Varandey Coasts; A – "Pesyakov", B – "Varandey", and C – 
"Medynskiy". (Source : E. Guegan ,2013). 

 

To understand the coastal processes it is important to have knowledge on hydro-

meteorological data of the area as they influence coastal dynamics. This area shows Arctic 

behaviour during winter season. The sea surface near the coastline remains covered with 

floating or land fast ice and thus no waves can reach to the coast due to freezing sea surface. 

The ice forms an insulation layer for the dunes as well. During summer, the snow cover does 

not exist anymore and thawing of permafrost eventually leads to down-slope movement of 

thawed mass due to instability of soil. This eroded mass is deposited at the foot of the coastal 

bluffs. The waves can reach to the shore now as the sea ice disappears allowing waves to 

approach the coast and play their role to active erosion process. Both thawing of permafrost 

due to increasing air temperature and the wave actions are responsible for the coastal erosion. 

Therefore ice-free period is very important in coastal dynamics. 
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Figure 5.6 describes annual average temperature range for the area. This graph is obtained 

based on the temperature recorded during year 2000 to 2012 from the website of “World 

Weather Online”. Though it does not provide any information about long term variation of 

the air temperature of the area, it gives a good idea about the monthly variation of 

temperature within a year. In Figure 5.6, the average high temperature is shown with a red 

line and average low temperature with a blue one. 

 

 
Figure 5.6: Average temperature graph for Varandey area (source: website of world weather online) 

 

The average highest air temperature can be noticed in the month of July whereas the average 

lowest temperature can be observed in January. June to September can be considered as 

summer days. January to May and October to December can be considered as winter period. 

The presence of snow to the lee-side of the dunes has been observed until July in Medynskiy. 

The ice-free season usually is considered as from July to October (E. Guegan ,2013). 

 

The ice free period is considered as the period with active erosion. The Arctic geodetic 

settings are responsible for two different erosion mechanisms – Thermo-denudation and 

Thermo-abrasion. The rise in temperature initiates thawing effect and eventually thermo-

denudation process. No severe wave condition is necessary for thermo-denudation. This type 

of erosion is expected to continue through whole summer. But during storm conditions high 

waves can reach the coastal bluffs and wave-cut notch triggers block type of failure. This 

process, termed as ‘thermo abrasion’ can contribute to larger rate of erosion with harsh 

changes in coastline. 

 

A drastic change in coastline was observed during 2010. A catastrophic storm on 24th July 

2010 is considered as main reason behind this. The coastal bluff which was linear in 2010 

turned into a curved one as investigated on 2011. The thermo-abrasion type of failure was 

evident at site. The block type of failure indicated towards erosion by high and strong waves. 

Figure 5.7 shows a comparison between satellite images taken in 2010 and 2011. 
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Figure 5.7: The difference of geometry of the coastline from 2010 to 2011. (Source:E. Guegan ,2013). 

  

There has been a lot of research on measuring coastal erosion rates and understanding the 

natural processes behind this. Coastal Storm Modelling System (CoSMoS) is one of the 

recognized numerical modelling tools to model thermo-abrasion process for estimation of 

Arctic coastal erosion taking thermal effects into consideration. There is a lot of scope to 

improve the tools so that coastal erosion can be modelled better using numerical modelling 

approach to represent the actual behaviour of the coast.  

 

5.2 Description of the problem 
The erosion can be divided into two types – erosion due to longshore sediment transport and 

erosion due to cross-shore sediment transport. In case of a storm condition, cross-shore 

transport of sediment is the prime reason for coastal retreat. The sediments supplied by the 

degradation of coastal bluff are transported offshore by strong waves. A storm surge can 

magnify the rate of erosion. If a surge is combined with high tide, it can produce a vigorous 

height of water level near the shore. The high energetic waves are then capable of eroding 

dunes. Overwash of dunes is quite common during this kind of extreme events. During any 

storm event, the erosion can be considered solely depended on cross-shore transport by 

ignoring the longshore effect. Therefore in assessing coastal erosion due to storm only 

situation, cross-shore transport is calculated. 

 

Investigations on understanding the erosion mechanism is still going on. Arctic geodetic 

setting makes it critical to model this kind of coast. Both thermo-abrasion and thermo-

denudation takes place on the same coast depending on other climatic factors. There is 

currently no model available to model these phenomena successfully.  Thermo-denudation 

can be compared with the avalanching process of soft silty cliff.  The slumping failure of silt 

cliff material looks similar to thermo denudation type of failure. But regardless of similarity 

in outlook, no scientific proof based on experiment has been established to support this idea. 
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On the other hand, wave cut notch by thermo abrasion following the mechanical erosion 

process can be modelled using wave transformation and sediment transport formulations as 

long as the thermal factors are allowed to be neglected. But intensity of notch that can make a 

block to fail cannot be determined utilizing the available theory. This is where a coupling of 

geotechnical process with other processes becomes essential. 

 

This study is an approach to numerically model the coast for erosion due to extreme events 

(i.e. focusing on cross-shore sediment transport) especially bluff or dune erosion. As the 

study area selected shows Arctic behaviour during winter, the model is developed to simulate 

the summer condition with ice-free period. X-beach is used as numerical modelling tool 

which is mainly developed to compute dune erosion in sandy coast due to storm. A model is 

generated to simulate the coastal erosion of Medynskiy area and thereby to observe if it can 

resemble the existing behaviour of this Arctic coast. 

 

5.3 Approach 
To generate the model data regarding bathymetry, wind, waves, tide and sediment properties 

are essential. The first step towards the task is to obtain these data from different source. The 

model is intended to set up using the hindcast data from the storm on 24th July 2010. The 

records for wind, wave and tide for that specific time is used to simulate the model. A 

tentative sediment characteristic is estimated to match the existing situation based on written 

communication with Emilie Guegan, PhD student, NTNU, SAMCoT. The measured erosion 

rates obtained from other sources is found useful to validate the model prepared. It is very 

important to verify the reliability of the results before progressing further. The amount of 

erosion found from model run is compared to measured value for this purpose. 

 

The wave data is available far offshore from the area of interest. To reduce the computation 

time and grid size for coastal erosion analysis, transition of wave data from ocean scale to 

coastal scale is required. Wave modelling tool, SWAN is utilized for this purpose. The result 

from SWAN is used as input for main model. For coastal erosion analysis, X-beach is 

selected. Only near shore area is modelled with X-beach. The upper shore profile could not be 

obtained for the continuous coastline. That is why only one representative dune profile is 

chosen for analysis.  

 

After checking the sensible behaviour of underlying physical processes associated with output 

parameters, model is found convincing enough to simulate the area of interest with certain 

reliability. As the model is ready to give results, a sensitivity test is carried out to observe the 

impact of wind stress over the computational domain. Model is run with different wind speed 

and the results are noted to deduce the relation of this term to output. 

 

Another analysis regarding the sensitivity of critical slope for avalanching is performed. The 

significance of both the threshold values for wet and dry slope is studied and their 

consequence over the result is presented. This sensitivity test will contribute to a better 

understanding of the model developed. 
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5.4 Selection of X-beach as modelling tool 
For numerical modelling of coastal erosion, it is a prime task to decide upon a tool that is 

suitable for the specific case of Varandey. As the coastal erosion during a storm event is 

going to be modelled, attention is paid to select a tool that can predict cross-shore sediment 

transport rate and consequent dune erosion. X-beach is a two-dimensional process-based tool 

to model dune or bluff erosion in a sandy tidal beach by an extreme event with reasonable 

accuracy and reasonable computation time. The behaviour of the coast and predominating 

erosion mechanism are also kept in mind while choosing a numerical modelling tool. X-beach 

is found to imitate the process for dune or bluff erosion by calculating the possibility of 

avalanching to that of existing coastline. This phenomenon can be considered similar to 

thermo-denudation to some extent. In thermo-denudation, soil from dune gets loose as a result 

of melting permafrost which is termed as thawing effect. Then it fails by its own weight and 

eventually washed away by wave actions. Avalanching considers slumping of sand causing 

dune erosion when the slope exceeds a critical value.  

 

5.5 Data 
The objective of this study is to model cross-shore coastal erosion using X-beach. To get the 

boundary conditions to be applied in X-beach, another wave modelling tool, SWAN is used 

as well. For any numerical modelling some data are required as inputs. For this analysis the 

required data are: 

 Bathymetry and Cross-shore profile 

 Wind and wave data 

 Tidal data 

 Sediment characteristics  

 Rate of erosion in a known storm event 

 

The following section narrates the source, explanation and reliability of data that are used 

extensively for both SWAN and X-beach analysis to carry out this study.  

 

5.5.1 Data for SWAN analysis 
 

5.5.1.1 Bathymetry and Cross-shore profile 

MIKE, another software powered by Danish Hydraulic Institute (DHI) is used extensively to 

obtain bathymetry data. MIKE C-map is used as a tool to extract bathymetry of the study 

area. Jeppesen chart is a worldwide electronic chart database providing information on depth 

and tidal variation. MIKE C-map uses this information to create the bathymetry of the area 

someone interested in. MIKE Zero is then used for processing of this bathymetry data. The 

area under consideration is modified according to user’s point of interest and additional 

bathymetry information (if available) can also be added to match the existing field condition. 

Finally generation of mesh and interpolation of depth data is done to create a new bathymetry 

file which is further processed by Surfer11 to convert it to a suitable format (.dat) which can 

be used as input for SWAN or X-beach.   
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Figure 5.8 shows the bathymetry of the study area used for wave transformation. 

 

 
Figure 5.8: Extracting bathymetry map using MIKE zero 

 

About 314 kilometer by 250.5 kilometer domain is selected to extract the bathymetry. This 

huge area has to be investigated to get wave conditions at the boundary of computational area 

for X-beach. The resolution of the bathymetry is finalized as 104mx83m considering the 

limitation of virtual memory of computer system and the amount of data to be handled. 

Figure 5.9 shows the interpolated bathymetry of the area based on the data extracted from 

MIKE C-Map. 
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Figure 5.9: Interpolated bathymetry map for wave modeling 

 

From the figure above, it can be seen that the study area is more or less protected by land 

from east and north directions. The only possible direction of incoming wave to enter the 

domain is from west boundary of the domain. The north-west part of the domain is the 

deepest with average depth of about 180m.  

  

5.5.1.2 Wind 

For wind-generated sea waves, the wind speed and direction play an important role to wave 

parameters. Fetch length, wind speed and water depth together determine the wave properties 

using wave-energy balance. Annual average wind speed is calculated as 22.3 km/h for year 

2000 to 2012 according to the information by “World Weather Online” website. In year 2014, 

the maximum wind speed recorded was 90 km/h on 20 April according to the information 

provided by the online website “TuTiempo”.   

 

A 24 hour long catastrophic storm took place in Varandey on 24 July 2010. The consequence 

of the storm on coastal erosion was widely noticeable and thus provide important information 

for this study. That is why attention is paid to the wind and wave conditions of that particular 

event only. Wind data are collected for the month of July 2010 from both Norwegian 

Meteorological Institute (NMI) and European Centre for Medium-Range Weather Forecasts 

(ECMWF).  

 

The data NMI provided is at the coordinate of 70.46oN and 52.64oE which is far offshore 

from the coast under this study.  In Figure 5.10 the red arrow points towards the area of study 

and the black star indicates the location of wave gauge. The wave gauge is located about 

285.15 kilometres to NW (310o) of the study area. 

http://en.wikipedia.org/wiki/European_Centre_for_Medium-Range_Weather_Forecasts
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Figure 5.10: Location of  hindcast data from NMI (source: NMI) 

 

Wind speed and direction at different elevations are provided by NMI for each 3 hour 

interval. This information is used for wave modelling which will be further discussed in the 

section 5.5.1.3. 

 

Wind data at 10 meter elevation is obtained for 12 hours interval from the website of 

ECMWF also. The data are downloaded from publicly available ERA interim report from 

their website. The data from NMI and ECMWF is compared for the month of July in Figure 

5.11. They are found to follow the same trend. 
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Figure 5.11: Comparison of wind data from NMI and ECMWF 

 

Though they follow the same trend, but data from NMI is used for analysis. The data 

provided by ECMWF is for 12 hours interval whereas the data from NMI is for 3-hour 

interval. That is why the wind data from NMI is expected to represent the variation in wind 

field more accurately. Therefore NMI wind data is used for wave analysis. A windrose 

diagram for the month of July 2010 is presented in Figure 5.12 and 5.13 to get an idea of 

predominant wind direction. The predominating direction is observed to be NW to W. 

 

 
Figure 5.12: Windrose diagram for all wind speed 
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Figure 5.13: Windrose diagram for different group of wind speed 

 

5.5.1.3 Wave 

Coasts are exposed to waves only in ice-free seasons. Wind generated waves are defined by 

wind direction, wave fetch and water depth. The area concerned is protected from significant 

waves coming from North, east and south because of land boundary and shallow depths. The 

longest fetch can only be observed from NW to WNW direction which can produce the waves 

without any obstacle because of land boundary and give the largest contribution to wave 

energy amount. 

 

As mentioned earlier only in summer time, the waves can trigger the erosion process as they 

can reach the shoreline. In winter, sea ice prevents the waves from reaching onshore and thus 

they have no effect on erosion. This is why only ice-free months, i.e, from July to October, 

are the main focus of this study.  

 

Wave data are collected for the month of July 2010 from Norwegian Meteorological Institute 

(NMI) at the same point as wind data, see Figure 5.10. Sea state is defined for each 3 hour 

and the parameters of JONSWAP spectrum for wave for each sea-state during July 2010 are 

collected. The wave data are used to prepare the waverose diagrams presented in Figure 5.14 

and Figure 5.15. From the diagrams it is evident that the predominant direction for wave is 

from NW to WNW. 
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Figure 5.14: Waverose diagram for waves in July,2010 

 

 
Figure 5.15: Waverose diagram for different wave height groups in July 2010 

 

5.5.2 Data for X-beach analysis 
 

5.5.2.1 Bathymetry and Cross-shore profile 

For modelling of coastal erosion, comparatively smaller area with increased resolution is 

taken under consideration. Bathymetry data extracted from Jeppesen chart using MIKE C-

Map are used again. But the Jeppesen chart provides bathymetry for area under water only. 

For coastal erosion analysis the cross-shore profile of upper shore face with dune is 

necessary. To incorporate the dune profile, bathymetry data are introduced to represent the 
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beaches and dunes. The correction made it possible to get a full cross-shore profile of coastal 

area. The tentative shore profile utilized for the erosion analysis is assumed based on the 

figure 5.3 and presented in Figure 5.16. Figure 5.17 shows bathymetry of the area selected for 

X-beach run with manually incorporated values. 

 

 
Figure 5.16: Assumed dune profile (refer to figure 5.3) 

 
Figure 5.17: Bathymetry map for X-beach 
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Special attention is given to the location of incoming wave boundary. It is made sure that the 

result from SWAN for wave modelling can sufficiently represent the boundary condition for 

coastal erosion analysis. 

 

5.5.2.2 Wind 

The data described in section 5.5.1.2 is used for transforming offshore wave conditions to a 

nearshore boundary condition using SWAN. But for coastal erosion analysis data somewhere 

near the shore is considered more relevant. That is why for X-beach analysis wind data for 

comparatively near the area of interest is obtained from the website of ECMWF. The co-

ordinate of the point is 69°15'0.00"N and 58°30'0.00"E. The location is shown in Figure 5.18. 

 

 
Figure 5.18: Location of  hindcast wind data for erosion analysis 

 

The wind speed is observed to vary from 10 m/s to 22 m/s during the storm period. The graph 

in Figure 5.19 gives good suggestion to select the range of wind speed for erosion analysis. 

The wind direction is found to vary from 274o to 305o during this period. 
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Figure 5.19: Wind data from 23 July,2010 to 26 July,2010 

 

5.5.2.3 Wave 

As mentioned earlier, the wave conditions for X-beach analysis is derived through wave 

transformation from offshore boundary to near-shore boundary using SWAN. During the 

storm on 24th July the maximum wave height of 12.1 m was observed coming from west 

direction. The wind direction varied from WSW to WNW for the 24 hour long storm period. 

For the analysis of coastal erosion, wave data from 23rd July 21:00 to 25th July 00:00 has 

been considered important to represent the storm situation. The details of SWAN analysis is 

explained in the following chapter. 

 

5.5.2.4 Tidal data 

Water level of the Pechora Sea is influenced by tides. Near the area of Varandey, mixed 

semidiurnal tidal fluctuations are present. The tidal variation is shown in Figure 5.20 for 10 

June to 10 July of 2010 below using data from a tidal station named BukhtaVarneka located 

near the study area. 
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Figure 5.20: Monthly tidal variation recorded at BukhtaVarneka from 10 June, 2010 to 10 July, 2010 

 

The coast of Varandey experiences a tidal sea level changes ranging about 1 to 1.2 meters. (E. 

Guegan, 2013). Storm surge combined with spring tide can give a high water level that can 

influence the coastal bluff erosion. The sea level rise of 1.75 m and higher relative to mean 

sea level is referred as the extreme storm surge. 

 

The observations for sea level are taken by Russian meteorological service (Methods,1957) 

while sea surface is free of fast ice in the Baltic elevation system. The mean annual sea level 

(MASL) is calculated as -0.3m based on these data. The high energetic waves combined with 

water levels are the most crucial part of coastal dynamics. 

 

The catastrophic storm in July 24th, 2010 was produced by the influence of the powerful 

cyclone over the southern part of the Barents Sea moving from the North Atlantic to the Kara 

Sea. Strong north-west and west-north-west winds with velocities higher than 25 m/s 

generated 9 m-height wind waves at the entrance of the Pechora Sea. As a result, storm surge 

occurred along the southern coasts of the Pechora Sea with the sea level rise of 3.6 m in the 

Baltic elevation system or 3.9 m relative to mean sea level of Varandey which was 

exceptionally high. This was registered as a record-breaking maximum of storm surge level. 

Duration of the storm was approximately 24 hours. The previous strongest storm surge was 

registered on the February 7th, 1978 with the sea level rise of 2.65 m. Extreme storm surges 

are expected usually in August – October. During the period wind speeds are observed to be 

stronger compared to other time of the year and wave fetch are longest too due to the absence 

of sea ice. The combination of these two factors causes the highest probability of storm 

surges. According to this explanation, the event of 2010 was unanticipated as it took place on 

July 24th. 
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The tidal information is also obtained from tidal database of MIKE C-map. The water level 

time series of 24th July 2010 is considered useful for this simulation. There was no tidal 

station very near to Medynskiy coast. Therefore information from other tidal stations which 

are located bit far away is used. There are four tidal stations which are considered useful 

initially. This is obvious that none of them will accurately represent tidal condition of the 

interest area in this study. But unavailability of required data compelled to use this 

approximation which may impose certain level of unreliability on the results. The tidal 

stations considered are Khabarovo, BukhtaVarneka, Bugrino and Reka Pechora (shown in 

Figure 5.21). The co-ordinates of the tidal stations are mentioned in Table 5.1. 

 

Table 5.1: Co-ordinates of tidal stations 

Sl.  Name of tidal station  Latitude Longitude 

A BukhtaVarneka 69°42'2.30"N 60° 4'20.75"E 

B Khabarovo 69°38'52.84"N 60°24'59.26"E 

C Reka Pechora 68°23'8.77"N 54°25'48.94"E 

D Bugrino 68°47'52.84"N 49°16'11.06"E 

 

 
Figure 5.21: Location of different tidal stations near Varandey (Source: Google map API) 

 

The time series from all of them are compared to decide upon which one will be the most 

relevant regarding the concerned area. The water level fluctuations from all four stations are 

plotted against each other to take an informed decision.  The Figure 5.22 shows the difference 

among them. 
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Figure 5.22: Tide level comparison from different tidal stations 

 

From Figure 5.22, it can be observed that three of the stations show tidal variation which are 

completely  in phase except Bugrino.  Bugrino, which shows a tidal variation out of phase 

with others, is anticipated to be influenced by local effects.  BukhtaVarneka is comparively 

near the coastline and the open coast situation unaffected by any nearby land resembles the 

intended location of this study better.  After the comparison of the tidal records, it is decided 

that the data from Bukhta Varneka is the most relevant in this case and thus used for 

simulation. 

 

It is already mentioned above that 3.9 meter of storm surge relative to mean sea level was 

observed during the storm. The storm surge combined with high tide results in the most 

devastating effect on shore face. When astronomical tide is combined with surge level during 

a storm the water level rise is termed as storm tide. For the current study this is done to take 

the sea level rise into consideration. The surge level is added to tidal level to get the storm 

tide during the high tide period. 3 hours of high tide condition is considered to be replaced by 

storm tide. Figure 5.23 represents the comparison between recorded tidal level at 

BukhtaVarneka and tide value with surge effect utilized in modelling of coastal erosion. 
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Figure 5.23: Recorded tidal level at BukhtaVarneka and storm tide value applied in model 

 

5.5.2.5 Sediment characteristics 

Emilie Guegan, a PhD student NTNU/ SAMCoT, has been conducting a research in the same 

area from 2010-2012. Part of her work was to explore the geomorphological aspect of the 

area. Field work carried out by Emilie Guegan provides her a better understanding on 

sediment properties. She used samples retrieved by coring and drilling to determine the water 

content and particle size distribution. The findings from her research is found very useful to 

estimate a suitable soil density, porosity, D50 and D90 which are used for simulation of coastal 

erosion though sample from the particular location is not available. The soil is mainly ice-rich 

silt. The sediment properties are mentioned in Table 5.2 as suggested by her through written 

communication. 

 

 Table 5.2: Sediment properties 

Properties Value 

Soil density 1300 kg/m3 

Porosity of frozen soil 0 

Porosity of unfrozen soil 0.3 

D50 0.007 mm 

D90 0.011 mm 

 

5.5.2.6 Rate of erosion in a known storm event 

From the findings of E. Guegan (2013), the average rate of coastal erosion is obtained for the 

15 kilometer long coastline of Medynskiy. The calculation is based on satellite images and 

field observations. The average rate of erosion was found to be 19.6 m/yr near Medynskiy 

area from 2010 to 2011 with a maximum of 60m/yr.  Unfortunately no data for erosion due to 

storm only could be obtained. The storm that took place on 24th July was very disastrous as 

such event was never been recorded in previous 50 years. The erosion rate in 2010 was 

exceptionally high compared to other years before and after 2010. That is why it is assumed 

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

7/23/10 21:00 7/24/10 9:00 7/24/10 21:00 7/25/10 9:00

W
at

e
r 

le
ve

l (
m

)

Time

Surge tide input

Storm tide Tide recorded



50 

that most of the erosion in year 2010 was due to this severe storm. The model is validated 

using this data. 

 

Finally a sketch is presented in Figure 5.24 to give readers an overall idea of analysis domain 

for both SWAN and X-beach run. 

 

 
Figure 5.24: Domain for numerical modelling 
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6 Analysis and Results 
 

 

In this chapter, the details of setting up a numerical model for coastal erosion and calibration 

of the model are explained. The outcomes from the simulation of newly generated model is 

presented and discussed further. 

 

6.1 Task description 
The model simulation is divided into two parts: 

1. Wave modelling using SWAN  

- To obtain near shore boundary condition from offshore boundary condition. 

2. Erosion analysis using X-beach 

- To set-up the model and analysis of dune erosion using boundary conditions from 

previous analysis 

- This part can be further divided in two tasks; 

   a) Calibration of model for available data 

   b) Sensitivity analysis of wind stress and avalanching parameters 

 

To model the coast, data from 23rd July 2010 21:00 to 25th July 2010 10:00 are utilized. The 

time for which the model simulated the conditions is in total 39 hours. The storm on 24th July 

is the target of the simulation and the duration of this storm was 24 hours. But to investigate 

the full impact of the storm it is necessary to run the model for an extra time that is required 

by waves applied as input at the boundary to reach the coast.  

 

A summary of the model simulation run is presented in Figure 6.1 

 

 
Figure 6.1: summary of simulation runs 

Wave Modelling

(SWAN run) 

wave condition at Offshore  
to boundary  condition

Modelling Dune Erosion

(X-beach) 

Calibration of model for 
storm on 24th July 2010

Sensitivity analysis

(wind stress and 
avalanching parameters)
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6.2 Wave Modelling 
Because of the large distance of wave gauge from study area, it is necessary to get the wave 

condition in a near-shore area. To get the wave parameters in area near the boundary of 

computational domain for X-beach, modelling tool for wave transformation is used. SWAN is a well-

recognized wave modelling program and comparatively easier to use for this kind of wave 

transformation process.  For wave analysis SWAN (Version: 41.01A) has been used.  

 

6.2.1 Model set-up for SWAN 
 

6.2.1.1 Bathymetry grid and output location 

About 190x160 sq. km of computational area is selected for analysis to make sure that wet 

points are covered only. The bathymetry map with figures and details are already discussed in  

section 5.5.1. Four points in the domain are chosen for outputs to compare the transformed 

wave condition and to define the boundary wave conditions for x-beach program. The co-

ordinate and depth of these output locations are mentioned in Table 6.1 and their locations are 

marked in Figure 6.2. 

 

 Table 6.1: Co-ordinate and depth of SWAN output locations 

No. of output Latitude Longitude Depth(m) 

1 69o21'45.9936" N 57o52'35.976"E 23.90 

2 69o32'8.5668"N 58o3'40.835"E 28.38 

3 69o 30' 22.7052"N 57o 49' 9.156"E 27.05 

4 69o 18'7.4232"N 57o 44' 23.46"E 22.31 

 

 
Figure 6.2: Location of outputs considered for SWAN run 



53 

6.2.1.2 Boundary conditions 

A constant wind speed and associated direction is applied to whole domain instead of 

individual local wind speed at each grid. As main focus of this study is to model the coastal 

erosion, this is considered to be acceptable because of time limitation. 

 

A threshold of 5.0m for wave height can be identified as a storm situation for this study. 

According to this consideration, a total of 27 hours wave conditions are to be analyzed to 

capture complete effect of the storm. The significant wave height (Hs) for corresponding 27 

hours are plotted to get an overall idea about the behaviour of waves that are entering the 

domain. The inputs for wave modelling with 9 different conditions are mentioned in Table 

6.2. The significant wave heights at offshore boundary considered during storm period is 

plotted in Figure 6.3. 

  

Table 6.2: Wave and wind data at offshore boundary 

sl. Significant 

wave height, 

Hs (m) 

Peak 

period, 

Tp(sec) 

Peak 

direction, 

Theta 

p(degrees) 

Wind speed 

at 10m elev., 

W10(m/s) 

Wind 

direction, 

D10 (degrees) 

1 5.2 9.2 257 21.1 239 

2 10.4 13.5 272 24.9 254 

3 12.1 14.9 272 24.8 265 

4 11.6 14.9 272 23.8 278 

5 10.4 14.9 287 21.8 284 

6 9.1 13.5 287 20.8 287 

7 7.9 12.3 287 19.6 292 

8 6.8 12.3 302 17.6 297 

9 5.6 11.2 302 15.8 304 

 

 
Figure 6.3: Plot of significant wave height at offshore boundary 
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In writing the code for SWAN run, nautical convention of direction is used. Spectral wave 

directions are considered for a limited directional sector only. From the observations of 

windrose and waverose diagram in section 5.5.1.2 and 5.5.1.3, it is evident that most of the 

energy is coming from the sector between 200 degree and 330 degree. That is why 

computation has been made limited to this sector to minimize computation time. The waves 

are to enter the region through west boundary and considered as constant along the boundary. 

The full code is attached in the appendix A. 

 

6.2.1.3 Computational domain 

Computational area with different grid size has been experimented to get an idea how fast the 

solution converges and to decide upon a fixed grid size that gives an accurate enough 

boundary condition to represent the near-shore area. The grid size is decreased as long as the 

result converges to an acceptable order of accuracy. Table 6.3 shows how decreased grid size 

influences the outcome. The wave condition number 5 is used for this comparative analysis. 

  

Table 6.3: Comparison of results from analysis with different grid size 

Trial Grid size Grid no. Hsig for 

point 1 

Hsig for 

point 2 

Hsig for 

point 3 

Hsig for 

point 4 

1 1000mx1000m 190x160 9.38 8.60 8.94 9.89 

2 500mx500m 380x320 9.58 8.73 9.03 10.17 

3 350mx350m 543x457 9.68 8.78 9.09 10.29 

4 200mx200m 950x800 9.64 8.75 9.07 10.26 

 

Keeping in mind various factors such as- expected accuracy of the result, virtual memory 

capacity of the computer used and reasonability of computation time, a 350mx350m grid size 

is finalized for wave analysis. 

 

6.2.2 Outputs from SWAN 
Graphs are prepared comparing the significant wave height (Hs) and peak period (Tp) from 

all output locations. It is found that the results are almost in same order as the points are 

located very close. The variation is due to difference in depth between two points. The table 

with outputs is presented in the appendix A. Figure 6.4 and 6.5 shows the variation of 

significant wave height and peak period for different output locations respectively. 
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Figure 6.4: Comparison of significant wave height (Hs) at different output locations 

 

 
Figure 6.5: Comparison of peak period (Tp) at different output locations 

 

As mentioned in the earlier section, the study area is surrounded by land surface to the east 

and north direction. The waves are entering to the region from west boundary. The upper left 

corner of the west boundary is comparatively deeper than the lower left part. The average 

depth of that region is 180 m. Wave enters from this boundary and starts to deflect according 

to wave transformation theory. Also the wind generated wave inside the domain influences 

the wave spectrum. The wind-generated wave depends mainly on fetch length as a constant 

wind speed and direction is considered and is predicted to develop more as the wind is passed 

further inside the domain.  The lower left corner of the computational domain has shallower 

depth and waves coming from this part refracts early towards the land situated nearby. That is 

why waves entering the domain from upper left corner and the wind-generated wave are 

mainly contributing to the waves present in the area of intended outputs. 
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As the wave approaches further it reaches the shallower part and starts to feel the bottom 

more. This is the region where shoaling comes into effect. The increase in wave heights is 

pretty obvious and can be verified by a closer look into the colour-grading plot of the results 

in Figure 6.6.  The yellow marked area shows the highest wave height.  

 

After this region the waves cannot move further in the same direction because of existing land 

mass and then spreading of wave energy together with refraction comes into action.  The 

waves are supposed to increase in height due to refraction. The opposite effect i.e. decrease in 

height is expected due to diffraction. The wave angle changes direction due to refraction and 

diffraction as well.  The joint effect of these two phenomena while travelling through the 

existing topography decides the emerging wave properties near-shore. In most of the cases 

under this study, the wave heights are found to decrease relative to input wave height near the 

boundary of the study area. The plot gives fairly clear idea about the effect of wave 

transformation processes all over the domain. 

 
 

 
Figure 6.6: Colour-grading plot of resulting wave heights after SWAN run with wave condition 5 
(refer to Table 6.2) 

 

The result can be supported by the concept of physical processes underlying wave 

transformation and considered to represent the situation in a right way. The outputs from this 

analysis are used as boundary condition for setting up coastal erosion model. 

 

6.3 Modelling dune erosion 
As mentioned earlier, to model coastal erosion of the area under this study, X-beach is used 

as a numerical modelling tool. Since the objective is to model the coast for storm events with 

dune or coastal bluff erosion this numerical tool is considered appropriate to simulate the 

situation. The boundary conditions obtained from SWAN analysis is utilized to reduce the 

computational domain and thereby to reduce the computation time. 
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6.3.1 Model set-up for X-beach 
The input parameters for X-beach run are described in the following text. All of the input 

parameters to setting up the model can be grouped into six categories. 

 

1. Grid and bathymetry 

The first task to generate a model is to define a grid system with known bed level that follows 

specific guidelines. The bathymetry needs to be provided in a matrix form so that each row 

represents a cross-shore profile. The first column should represent the offshore boundary.  

 

No field data for accurate dune profile exists. Therefore a representative upper shore profile 

has been assumed. As the upper beach profile is estimated depending on the available 

information in the literature, it is not expected to be very accurate. The variation in erosion 

rate along the shoreline cannot be studied. That is why only one cross-shore profile is 

modelled. To keep the computation time reasonable, optimal grid spacing is used. The 

optimal grid spacing in cross-shore direction for bathymetry is selected as 10.0 meter. 

 

Because of interpolation of bathymetry data the abrupt change in slope at the foot of dune 

was converted to mild one. This is corrected manually to provide X-beach the correct pattern 

of beach profile.  

 

2. Boundary conditions  

Waves 

The results from SWAN analysis is used as wave conditions in offshore boundary. The output 

from points 1 and 4 are more relevant for X-beach analysis as they are located near the 

boundary line of computational domain. Therefore the parameters of JoNSWaP wave 

spectrum for the worst case scenario between these two points are considered as input here. 

 

Wind 

A time-varying wind input is not applied to avoid complexity of the model set-up. Instead a 

constant value of wind parameters throughout the simulation time is provided to evaluate the 

wave growth effect on dune erosion. The wind properties are collected from the website of 

ECMWF for near shore. The details have been discussed in section 5.5.2. 

 

A representative value for wind data is chosen from the record of 24 June 2010. The wind 

direction is selected as 290o at 10m elevation for model run. The model has been run with 

different wind speed to analyze the impact of implementation of wind stress in momentum 

balance on erosion rate. A comparison of the results from models with different wind speed 

and without any wind stress is carried out. 

 

Tides and surge level 

 The tidal variation of BukhtaVarneka is used as inputs. From 23 July, 21:00  to 25 th July, 

10:00 total 39 hours are considered.  A surge level of 3.9 meter was observed near the 

southern coasts of Pechora Sea during the storm on 24 July 2010. This surge level is included 

to get the effect of increase in water level on coastal bluff erosion. As the storm duration was 
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24 hours, but the surge level is added to tidal level during high tide only. Figure 5.23 is used 

to explain the water level variation imposed at boundary to accommodate both surge and tidal 

variations. 

 

3. Physical parameters ( water properties, sediment properties) 

For most of the physical parameters default value from the program has been used. For 

instance density of water is applied as 1025kg/m3, air density as 1.25 kg/m3 and wind drag 

coefficient=0.002. 

 

For sediment properties estimated values are used as explained in previous chapter. Uniform 

D50 sediment diameter, uniform D90 sediment diameter, porosity and density of sediments are 

the important sediment parameters that are used for modelling erosion.  

 

4. Numerical parameters  

Maximum courant number is allowed to be 0.9 for numerical calculation. Lax-Wendroff 

scheme is used for numerical analysis. To select the simulation time, another important 

phenomenon had to be taken into account. It is observed that the wave front needs 7:30 hrs to 

reach the shoreline from offshore boundary. That is why simulation time has been increased 

by 12 hours to get the full effect of the 27 hours wave condition. Total simulation time now 

becomes 39 hours. In the script, code is provided with instruction for recording the results 

after each 15 minutes time interval.  

 

5. Morphological parameters  

To take the avalanching effect into account it is necessary to provide the program a realistic 

limiting value for both wet and dry slope. The critical slope controls the avalanching and 

thereby amount of erosion. It is a difficult task to select appropriate values for these 

parameters as no field data is available. The calibration of model depends on these 

parameters. The value is kept on changing as long as the output is found to match the existing 

scenario. The output is compared to known erosion rate for the known event to validate the 

model. A sensitivity analysis is carried out to demonstrate the effect on final result due to 

these parameters. 

 

6. Others 

Threshold depth for drying and flooding, Chezy coefficient and threshold water depth for 

concentration and return flow etc. are some parameters that cannot be counted. All of these 

parameters are empirical and always vary within a range. No significant effect on the result of 

model can be observed due to small variations in their value during calibration run. Therefore 

reasonable assumptions are made for these inputs. Table 6.4 presents a sum up of all the input 

parameters used. 
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Table 6.4: Description of input parameters in X-beach run 

Keyword Description Value Remarks 

tstop Stop time simulation 140399 sec  

tint Time interval output 

global values 

900 sec  

CFL Maximum Courant no. 0.9  

scheme Switch numerical 

scheme for wave 

action balance 

2 Lax-Wendroff 

rho Density of water 1025 kg/m3 Default 

rhos Density of 

sediment(no pores) 

1300 kg/m3 Site data 

rhoa Air density 1.25 kg/m3 Default 

Cd Drag coefficient 0.002 Default 

por Porosity of sediment 0.30 Site data 

D50 Uniform D50 

sediment diameter 

0.000007 m Site data 

D90 Uniform D90 

sediment diameter 

0.000011 m Site data 

wetslp Critical avalanching 

slope under water 

0.1 Governing parameter 

dryslp Critical avalanching 

slope above water 

1 Governing parameter 

C Chezy coefficient 65 Assumed 

hmin Threshold water depth 

for concentration and 

return flow 

0.20 m Assumed 

eps Threshold depth for 

drying and flooding 

0.01 m Assumed 

waveform Option for wave-shape 

model 

2 Vanthiel-VanRijn 

formula 

form Equilibrium sediment 

concentration 

formulation 

2 Vanthiel-VanRijn 

formula 

 

6.3.2 Calibration run 
The model is run several times with varying parameters to observe the impact on result. 

Finally it is calibrated to produce the erosion estimated from field data. Thus the model is 

validated. With the above mentioned parameters the model generates about 20.0 m of dune 

erosion ignoring wind stress in computational domain. From previous literature it is known 

that the average rate of erosion was found to be 19.6 m/yr for 2010 and maximum rate of 

erosion was observed to be 60 m/yr. Though data regarding dune erosion due to storm only is 

not available, the yearly rate gives an idea of the range for erosion. The result from X-beach 

model falls within the range. 
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The change in upper beach profile due to storm derived by X-beach calibrated model is 

shown in Figure 6.7. 

 

 
Figure 6.7: Initial cross-shore profile and eroded profile 

 

The wave energy and roller energy variation along the cross-shore profile are examined to 

understand the wave dynamics behind erosion process. The wave energy decreases as the 

wave front approaches near-shore. This is due to breaking of individual waves with 

comparatively higher wave heights. At the shore-face wave energy diminishes which refers to 

breaking of all waves. At this point roller energy is found to be maximum which is expected 

according to theory as the roller energy comes from breaking waves. The Figure 6.8, 6.9, 6.10 

and 6.11are presented to show these features. 
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Figure 6.8: Cross-shore profile from X-beach 

 

 
Figure 6.9: Wave energy 
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Figure 6.10: Roller energy 

 

 
Figure 6.11: Root mean square wave height, Hrms Based on instantaneous wave energy spectrum 

 

6.3.3 Sensitivity analysis 
A sensitivity analysis is also carried out to demonstrate the wind effect on erosion. The 

erosion rate of cliff profiles for different wind speeds (including the case of no wind) coming 

from the direction of 290o according to nautical convention are plotted in Figure 6.12. It is 

expected that the existence of strong wind will produce wind generated waves within the 

domain which will make the waves more intense. Therefore increase in erosion can be 

expected for this case compared to the wave condition where wind effect is absent. The 

comparison of result from models supports this idea. 
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Figure 6.12: Sensitivity analysis for wind speed 

 

To demonstrate the results, Figure 6.13 is attached here showing eroded profiles with three 

different wind speeds. 

 

 
Figure 6.13: Comparison of eroded profiles with different wind speed 

The model is run with different wind directions varying from 260o to 360o for wind speed 10 

m/s. This is done to observe the impact of wind direction on cliff erosion. Figure 6.14 shows 

the results. 
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Figure 6.14: Sensitivity analysis for wind direction 

 

Figure 6.14 shows the highest erosion of 21 m for wind coming from 290o. For winds from 

other directions no noticeable variation in cliff erosion was observed. The wind from 290o is 

to perpendicular to the coastline and thereby produces maximum cross-shore effect as the 

wind-generated waves contributes positively to the direction of offshore waves. On the other 

hand, when wind comes from other than 290o, the erosion analysis with one-dimensional 

cross-shore profile does not take into account the effect of wind component other than the 

shore normal direction and thus excludes the effect of wind on cross-shore transport of 

sediments. Only normal to the shore component of wind is active for generation of offshore 

waves and does not vary the result too much. To conclude, the erosion analysis with one-

dimensional cross-shore profile is not useful to study the impact of wind direction. For this 

purpose an erosion analysis with two-dimensional bathymetry will be helpful. 

Another sensitivity test is done to characterize the impact of avalanching parameters on X-

beach model. The lower value of critical slope refers that the slope is less stable and the dune 

is more vulnerable to erosion. The two parameters ‘dryslp’ and ‘wetslp’ are the governing 

factors here. The ‘dryslp’ parameter refers to the critical avalanching slope above water and 

‘wetslp’ parameter is same but below water. They control the avalanching of the dune 

material. Both of the parameters are tested to observe the variation of erosion rate due to their 

altering value.  

 

The ‘dryslp’ parameter is found to vary within a range from 0.1 to 2.0 according to X-beach 

manual. With increase of critical slope, no significant change in erosion is observed from the 

results. Figure 6.15 represents this effect. The amount of cliff erosion is expected to vary. But 
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the result does not match the expectation. The reason may be that the specific cross-shore 

profile used here is not being affected by this parameter. Further analysis with different cross-

shore profile will be helpful to decide on the impact of this parameter on cliff erosion. For 

now no clear conclusion can be drawn from this result. 

 

 
Figure 6.15: Sensitivity analysis for critical dry slope parameter 

 

The ‘wetslp’ parameter ranges from 0.1 to 0.3. The resulting erosion for various ‘wetslp’ 

value is also observed. It is evident from Figure 6.16 that the erosion changes very rapidly for 

‘wetslp’ varying 0.1 to 0.2. But after that the rate of change in erosion decreases as the 

‘wetslp’ is reduced further. Still the rate of erosion shows a decreasing trend. The eroded 

profiles with different ‘wetslp’ values are plotted in Figure 6.17. 
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Figure 6.16: sensitivity analysis for critical wet slope parameter 

 

 
Figure 6.17: Comparison of eroded profiles with different ‘wetslp’ parameter. 

 

6.3.4 Coastal erosion analysis using two-dimensional bathymetry 
Finally the model is run for once using two-dimensional bathymetry with the parameters of 

calibrated model to get an idea of applicability for larger area. Later the 2D model is run with 

two different wind directions to study the effects of varying wind directions on coastal 

erosion. The grid spacing along cross-shore direction is kept unchanged (10.0m) and the grid 

spacing along the longshore direction is chosen as 1018.0m. The model generated using X-

beach is shown in Figure 6.18 with the position of boundary relative to coastline and Figure 

6.19 shows directional wave-grids considered for the numerical domain.  
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Figure 6.18: Model domain  generated using X-beach 

 



68 

 
Figure 6.19: Distribution of directional wave grid considered by X-beach model (using nautical 
convention) 

 

For two-dimensional bathymetry, X-beach can show animation of changing behaviour of 

different properties within the domain. Some snap shot from the animation of results from the 

simulation run are presented in the following text. 

 

Figure 6.20 shows the variation in water level due to tide and storm surge during the 

simulation period. In Figure 6.20 (e), (f) and (g) the storm surge coming towards onshore can 

be seen clearly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.20 : Water level variation due to tide and storm surge (continued) 
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Figure 6.20 : Water level variation due to tide and storm surge 
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Figure 6.21 shows the variation in wave energy captured for three different time step. Figure 

6.22 represents the instanteneous root mean square wave height (Hrms) computed using wave 

energy for different grid by X-beach. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Figure 6.21: Wave energy variation 
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Figure 6.22: Root mean square wave height, Hrms Based on instantaneous wave energy spectrum 

 

Figure 6.23 represents the change in bed level. The initial shoreline is shown using a blue line 

in Figure 6.23 (a) and the final shoreline after simulation is indicated with a green line in 

Figure 6.23 (b).  
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Figure 6.23: Change in bed level 

 



73 

Beacuse of the large size of domain for X-beach analysis, it is difficult to measure the change 

in shoreline or cliff erosion from this 2D colour plot. But the change can be measured using 

plots for different cross-shore profiles as described in previous text. From this it can be 

concluded that a 2D analysis for coastal erosion using X-beach can be a useful tool to 

simulate larger coastal area. 

 

Erosion analysis is carried out with this two-dimensional bathymetry to observe the effect of 

wind direction.  Wind velocity of 20m/s coming from both 290o and 340o nautical direction is 

applied for separate run. Figure 6.23 shows the comparison between the erosion profiles from 

these two conditions. 

 

 
Figure 6.24: Cliff erosion due to varying wind direction 

 

From Figure 6.23 no remarkable variation can be observed between two conditions. This can 

be explained by two points. Firstly, the dominating wave direction is around 290o and wind 

coming from this direction only plays a role to increase the wave energy. The wind from 

other directions have a component that only works in the same direction as wave does and 

their influence on the wave energy is not significant. Secondly, the bathymetry shows that the 

water depth for active wind field is comparatively shallow varying from 18m to 5m. 

Therefore the wind generated waves are not strong enough to dominate offshore waves. It has 

only very small effect on wave energy that causes erosion. 
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7 Conclusion and Recommendation 
 

 

7.1 Summary 
To sum up, a model to predict the coastal erosion mainly cliff erosion due to a storm event is 

prepared near Medynskiy area of Varandey, Russia using X-beach. The data from E. Guegan, 

2013 is used to calibrate the model. It is validated using the cliff erosion data derived from 

2010 and 2011. The model is found to simulate the erosion of this area convincingly.  

 

The sensitivity analysis of wind speed, wind direction, critical avalanching slope above water 

and critical avalanching slope below water provide better insights to their impact on erosion 

of cliff. From the observation of the results, it can be concluded that wind speed and critical 

avalanching slope below water are important parameters for this model whereas wind 

direction and critical avalanching slope above water was not found to have a major impact on 

defining erosion.  

 

The findings of the study are summarized here. 

 X-beach can be used as a numerical modelling tool for estimation of coastal bluff 

erosion in the Arctic provided that the surrounding condition allows negligence of the 

thermal effects. 

 The simulation of model is done with the data available. But there is scope for further 

improvement. This study mainly focuses to understand the hydrodynamic process 

involved in sediment transport. 

 The wave energy and roller energy examined during the X-beach run are found to be 

practical considering the near-shore physical processes. The wave heights calculated 

from wave energy are found to decrease as the waves approach towards coast which 

represents the breaking of waves. 

 The sensitivity analysis of wind stress establishes that wind parameters play very 

important role in simulation. The strong wind results in amplified cliff erosion by 

producing wind generated waves within the domain. For sensitivity analysis of wind 

direction, erosion analysis with single cross-shore profile is not found useful. 

 The avalanching parameters are also very important as they influence the erosion 

mechanism by controlling slumping of beach material. 

 From the sensitivity analysis, it is observed that increase of critical avalanching slope 

below water shows a decrease in cliff erosion. 

 Changes in critical avalanching slope above water is not found to vary remarkablely 

through this study. But this is may be because of the specific cross-shore profile used 

in this case study. Further analysis with varying dune profile is necessary to reach a 

clear conclusion. 

 A simulation is run with two dimensional bathymetry data to get an idea of the 

applicability of this tool for larger area. It is concluded that a 2D analysis can provide 

useful information to estimate coastal erosion. 
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 Simulation runs with two dimensional bathymetry data for two different wind 

directions are carried out. The result from analysis shows that wind direction does not 

have considerable effect on model as the offshore waves are predominant for causing 

erosion.  

 

7.2 Limitations 
The analysis and results provided here have some shortcomings. Time limitation and lack of 

enough data lead to these uncertainty.  

 

To avoid long computation time by X-beach run, a 10m grid spacing along the cross-shore 

profile has been considered. A smaller grid spacing near the shore-face can produce results 

more precise and the changes in profile can be observed with better accuracy. 

 

An exact beach profile along the shoreline could not be obtained because of lack of data. 

Therefore the tentative cross-profile selected cannot be expected to guarantee the 

representation of cross-profile everywhere along the coastline. There are variations in profiles 

as well as erosion rates in different areas. This cannot be modelled as the topography data for 

existing upper shore-face is not available.  

 

Erosion data used for validation of the model actually describes the erosion rates over the 

year. As the objective of the current study is to model the coast for storm event only, erosion 

due to storm should be more appropriate for this case. Erosion deduced from field 

measurement of before-after cross-shore profile would be appropriate to use for the 

validation. It was not possible because of practical reasons. 

 

7.3 Recommendation for further studies 
Sediment properties for the cliff are considered to be same through top to bottom. But this is 

not the actual case as layers of different sediment class can easily be observed in Figure 5.3. 

The reliability of this model can be increased by introducing the individual properties for 

sediment classes from different layers. 

 

In this study, both for wave modelling using SWAN and for cliff erosion analysis using X-

beach a constant wind speed and direction is applied for ease of analysis. But this surely does 

not represent the existing scenario. The model can generate results more realistic if the 

varying wind speeds and directions in different grids within the domain could be taken into 

consideration separately. 

 

The X-beach tool uses only avalanching process as erosion mechanism. There is scope for 

further improvement of this numerical modelling tool so that it can simulate the Arctic coast 

more accurately. The thermal factors and geotechnical instability of dune profile may be 

incorporated into the modules for better prediction of the dune erosion in the Arctic settings. 
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Appendix- A 
 

SWAN run 

Sample code for SWAN run 

$*************HEADING**************************************** 

$ 

PROJ 'bathy' 'SW05' 

$ 

$ PURPOSE OF TEST: Test of the refraction formulation 

$ 

$ --|--------------------------------------------------------------

|-- 

$   | This SWAN input file is part of the bench mark tests for     | 

$   | SWAN.                                                        | 

$ --|--------------------------------------------------------------

|-- 

$ 

$***********MODEL INPUT************************************** 

$ 

SET  NAUTICAL 

$ 

CGRID 18824 47791 0 190000 160000 543 457 SECTOR 200 330 100 0.05 

0.25 40 

$ 

INPGRID BOTTOM REGULAR 0 0 0 3019 3019 104 82.97  

READINP BOTTOM -1 'bathy0500.bot' 4 0 FREE 

$ 

WIND  21.8 284    

$ 

BOU SHAPE JONswap 3.3 PEAK DSPR  

BOUN SIDE W CCW CON PAR 10.4 14.9 287   

$ 

OFF BREA 

OFF WCAP 

$ 

$************ OUTPUT REQUESTS ************************* 

$ 

BLOCK 'COMPGRID' nohead 'results.mat' XpYp Hs dir 

$ 

TEST 1,0 

$ 

POINTS 'output1' 198824 97791 

POINTS 'output2' 203824 117791 

POINTS 'output3' 194794 113458 

POINTS 'output4' 194217 90458 

TABLE 'output1' HEAD 'output.TBL' Distance DEP HS TM01 DIR DSPR  

TABLE 'output2' HEAD 'output.TBL' Distance DEP HS TM01 DIR DSPR  

TABLE 'output3' HEAD 'output.TBL' Distance DEP HS TM01 DIR DSPR  

TABLE 'output4' HEAD 'output.TBL' Distance DEP HS TM01 DIR DSPR  

$ 

COMPUT 

STOP 

$ 
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Inputs 

 

Table A.1 : Input parameters for SWAN analysis 

Offshore Conditions 

sl. 

Sig. 

wave 

height, 

Hs (m) 

Peak 

period, 

Tp 

(sec.) 

Peak direction, 

Theta p (o) 

Mean direction, 

Theta m (o) 

Wind 

speed at 

10m 

elev., 

W10 

(mps) 

Wind 

direction 

at 10m 

elev., 

D10 (o) 

1 5.2 9.2 257 239 21.1 239 

2 10.4 13.5 272 261 24.9 254 

3 12.1 14.9 272 269 24.8 265 

4 11.6 14.9 272 277 23.8 278 

5 10.4 14.9 287 284 21.8 284 

6 9.1 13.5 287 290 20.8 287 

7 7.9 12.3 287 295 19.6 292 

8 6.8 12.3 302 300 17.6 297 

9 5.6 11.2 302 305 15.8 304 

10 4.4 11.2 317 309 13.4 309 

11 3.6 10.2 317 311 13.2 311 

12 3.1 9.2 317 312 12.2 311 

13 2.7 8.4 317 312 12 312 

 

Results 
 

Table A.2 : Output parameters for Point 1 from SWAN analysis 

Output 1 

sl. 

Sig. wave 

height, Hs 

(m) 

Peak 

period, Tp 

(sec.) 

Mean 

direction, 

Theta m (o) 

1 6.20 9.28 280.38 

2 9.79 13.04 290.98 

3 10.68 13.62 296.19 

4 11.04 13.84 296.69 

5 9.69 12.85 294.98 

6 8.67 11.96 292.12 

7 7.67 11.07 290.17 

8 6.00 9.62 292.69 

9 4.78 8.28 293.44 

10 3.26 6.78 293.00 

11 2.97 6.52 292.10 

12 2.54 6.00 290.80 

13 2.37 5.75 289.30 
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Table A.3 : Output parameters for Point 2 from SWAN analysis 

Output 2 

sl. 

Sig. wave 

height, Hs 

(m) 

Peak 

period, 

Tp (sec.) 

Mean 

direction, 

Theta m (o) 

1 6.38 8.96 273.92 

2 9.90 12.26 284.89 

3 10.74 12.88 288.88 

4 10.48 12.71 289.63 

5 8.78 11.67 288.31 

6 8.04 10.83 286.88 

7 7.12 10.10 285.44 

8 5.59 8.97 284.11 

9 4.45 7.74 284.53 

10 3.05 6.51 284.50 

11 2.79 6.19 284.30 

12 2.38 5.81 283.30 

13 2.23 5.66 283.30 

 

 

Table A.4 : Output parameters for Point 3 from SWAN analysis 

Output 3 

sl. 

Sig. wave 

height, Hs 

(m) 

Peak 

period, Tp 

(sec.) 

Mean 

direction, 

Theta m (o) 

1 6.23 9.03 275.41 

2 9.98 12.47 286.88 

3 10.93 13.25 291.05 

4 10.78 13.17 291.72 

5 9.09 12.06 290.49 

6 8.21 11.14 288.80 

7 7.18 10.32 287.20 

8 5.63 9.08 286.26 

9 4.47 7.88 287.09 

10 3.08 6.58 287.00 

11 2.82 6.31 286.80 

12 2.41 5.85 285.60 

13 2.27 5.69 285.10 
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Table A.5 : Output parameters for Point 4 from SWAN analysis 

Output 4 

sl. 

Sig. wave 

height, Hs 

(m) 

Peak 

period, Tp 

(sec.) 

Mean 

direction, 

Theta m (o) 

1 6.06 9.34 283.63 

2 10.08 13.40 293.10 

3 11.09 13.97 298.26 

4 11.57 14.18 298.65 

5 10.29 13.29 297.35 

6 9.14 12.44 294.09 

7 8.08 11.53 292.08 

8 6.51 10.11 295.20 

9 5.04 8.80 296.61 

10 3.39 7.08 296.80 

11 3.06 6.69 295.20 

12 2.59 6.06 293.30 

13 2.40 5.84 291.60 
 

 

Result plots 

 
Figure A.1 : Colour grading plot of wave height from 0-3 hrs. 
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Figure A.2 : Colour grading plot of wave height from 3-6 hrs. 

 

 

 
Figure A.3 : Colour grading plot of wave height from 6-9 hrs. 
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Figure A.4 : Colour grading plot of wave height from 9-12 hrs. 

 

 

 
Figure A.5 : Colour grading plot of wave height from 12-15 hrs. 
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Figure A.6 : Colour grading plot of wave height from 15-18 hrs. 

 

 
Figure A.7 : Colour grading plot of wave height from 18-21 hrs. 
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Figure A.8 : Colour grading plot of wave height from 21-24 hrs. 

 

 
Figure A.9 : Colour grading plot of wave height from 24-27 hrs. 
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Figure A.10 : Colour grading plot of wave height from 27-30 hrs. 

 

 

 
Figure A.11 : Colour grading plot of wave height from 30-33 hrs. 
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Figure A.12 : Colour grading plot of wave height from 33-36 hrs. 

 

 
Figure A.13 : Colour grading plot of wave height from 36-39 hrs. 
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Appendix- B 
 

X-beach run 

Sample of Matlab code for X-beach run 
% %   %%%%%% Loading bathymetry grid and bed level 
x=load('x.grd'); 
y=load('y.grd'); 
z=load('z.grd'); 
surf (z,'EdgeColor','none','LineStyle','none','Facelighting','phong') 
 

% %   %%%%%% Generating model 
xbm = xb_generate_model('bathy', {'x', x, 'y', y, 'z', z,'optimize', 

0,'posdwn',0,'world_coordinates',false},... 
'waves', { 'Hm0', [6.06 10.08 11.08 11.57 10.29 9.14 8.08 6.51 5.04 3.39 

3.06 2.59 2.40], 'Tp', [9.34 13.4 13.97 14.18 13.29 12.44 11.53 10.11 8.8 

7.08 6.69 6.06 5.84], 'mainang', [283.6 293.1 298.3 298.7 297.3 294.1 292.1 

295.2 296.6 296.8 295.2 293.3 291.6], 'duration', 10800 },... 
'tide', {'front',[0.52 0.47 0.43 0.39 0.37 0.35 0.35 0.35 0.36 0.37 0.39 

0.41 0.44 0.46 0.48 0.50 0.51 0.52 0.51 0.50 0.47 0.44 0.39 0.35 0.30 0.26 

0.33 0.21 0.20 0.20 0.22 0.24 0.28 0.33 0.38 0.44 0.50 0.56 0.62 0.68 0.73 

4.67 4.70 4.71 4.70 4.68 4.65 0.70 0.64 0.58 0.52 0.46 0.41 0.37 0.33 0.31 

0.30 0.30 0.31 0.32 0.34 0.37 0.40 0.43 0.37 0.40 0.43 0.46 0.48 0.50 0.51 

0.51 0.49 0.47 0.44 0.39 0.35 0.30 0.26],... 
'back',[0], ... 
'time', [0 1800 3600 5400 7200 9000 10800 12600 14400 16200 18000 19800 

21600 23400 25200 27000 28800 30600 32400 34200 36000 37800 39600 41400 

43200 45000 46800 48600 50400 52200 54000 55800 57600 59400 61200 63000 

64800 66600 68400 70200 72000 73800 75600 77400 79200 81000 82800 84600 

86400 88200 90000 91800 93600 95400 97200 99000 100800 102600 104400 106200 

108000 109800 111600 113400 115200 117000 118800 120600 122400 124200 

126000 127800 129600 131400 133200 135000 136800 138600 140400]},... 
'wavegrid', { 'nbins', 5, },... 
'settings', {'thetanaut',0,'thetamin', -70, 'thetamax',30,'dtheta',10,... 
'alfa',abs(xb_grid_rotation(y, x, 

z)),'yori',min(min(y)),'xori',max(max(x)),'cfl',0.9,'tstop',140399,'tint',9

00,... 
'tideloc',1,'paulrevere',0,'morfac',3, ... 
'windv',18,'windth',290,... 
'C',65,'eps',0.01,'hmin',0.20,... 
'rhos', 1300,'por', 0.30 ,'D50', 0.000007, 'D90', 0.000011, 'wetslp', 0.1, 

'dryslp',1,... 
'scheme',2,'waveform',2, 'form', 2,... 
'outputformat','netcdf'},... 
'write',true,... 
'path', 'C:\ Path_to_model\') 

 
% %   %%%%%% View generated model 
xb_view(xbm);  
%  
% %   %%%%%% Running Xbeach 
path_model = 'C:\Path_to_model\'; 
run_xb = 'call "C:\Users\computername\Desktop\Xbeach\2014-02-

07_XBeach_1.21.3657_Groundhog_Day_x64_netcdf_parallel-MPI\xbeach.exe"'; 

 
cd(path_model) 
system(run_xb) 
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