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Observation-Resistant Multifactor Multimodal Authentication

Abstract

This thesis investigates the use of hand gestures as an additional modality in authen-
tication schemes, to thwart the risk of observation (shoulder surfing) attacks. We used
the accelerometer already embedded in the iPod Touch to gather accelerometer signals,
which were used to conduct experiments on how accurately we could recognize and dif-
ferentiate different gestures. We restricted ourselves to a pre-defined set of gestures, and
achieved an EER of 5% on the controlled wrist movements, and 8% after including two
circular motions. The algorithms we used were tailored to fit the limited computational
power of the iPod Touch, as we needed a recognition module that could be used in real
time for our authentication schemes. After assessing the characteristics of the different
hand gestures, we developed two unique authentication schemes that incorporate hand
gestures as an additional modality for authentication. We developed suitable attack scen-
arios, and found that both schemes adds additional entropy to the scheme, as well as a
significant amount of shoulder surfing resistance.
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Sammendrag

Denne oppgaven ser på bruken av håndbevegelser som en ekstra modalitet i autentiser-
ingsskjemaer, for å minske risikoen for observasjonsangrep. Vi utviklet et program for
iPod Touch som bruker den innebygde akselerasjonsmåleren til å samle akselerome-
terdata. For å undersøke hvor nøyaktig vi kan gjenkjenne og skille mellom forskjellige
håndbevegelser, ble dette programmet brukt til å samle data om 6 forskjellige bevegel-
ser fra totalt 38 deltagere. Vi begrenset oss til et forhåndsdefinert sett av bevegelser, og
oppnådde en EER på 5% på de kontrollerte håndleddsbevegelsene, og en EER på 8% da
vi inkluderte to sirkulære bevegelser. Algoritmene vi brukte var skreddersydd for å passe
den begrensede regnekraften i en iPod Touch, da det var viktig at gjenkjenningsmodulen
kunne brukes av våre autentiseringsskjemaer i sanntid. Etter å ha oppnådd tilfredsstil-
lende feilrater utviklet vi to unike autentiseringsskjemaer som bruker håndbevegelser i
autentiseringen, og det ble utviklet passende angrepsscenarier for å verifisere styrken av
disse. Sikkerheten til autentiseringsskjemaene ble vurdert, og vi fant at begge skjemaene
øker sikkerheten og resistansen mot observajonsangrep betraktelig.
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1 Introduction

1.1 Topics covered by the project

As mobile devices are increasingly being used for high security applications like stock
trading, confidential e-mails and SMS banking, there is a great need for robust authen-
tication mechanisms. The main topic of this project is the incorporation and development
of a set of novel, unobtrusive authentication mechanisms, which utilizes hand gestures
in conjunction with PIN codes in real time, to thwart the threat of observation attacks.

Hand gestures can range from a simple tilt to more complex motions like circles, and
it was our goal to recognize and measure such motions by the usage of accelerometers
in mobile devices. Although accelerometers provide us with a limited set of data, we
have shown that we can recognize and distinguish between different hand gestures.
Recognizing hand gestures allows us to, in the simplest case, include gestures as a part
of an authenticator (e.g., we can have the user move his device in a predefined way
between entering digits of a PIN-code), providing additional entropy depending on the
sensitivity and resolution of the accelerometers used. Investigating how accurately we
could model gestures by the usage of accelerometers was therefore a vital part of the
thesis.

A problem with using behavioral features as apposed to passwords for authentication,
is that they are not either right or wrong. A person will never present the exact same
gesture twice, and this needed to be taken into consideration. Since we did not use
the hand gestures for biometric purposes, but rather as an additional modality in our
authentication schemes, we developed modules that not only differentiate one gesture
from another, but also recognizes specific gestures, even though they are conducted by
different people. For this reason, we had to restrict ourselves to a set of predefined hand
gestures.

Adding additional features to protocols where PIN-codes and tokens are the only
present authentication factors, allow us to mitigate the risk of observability (shoulder
surfing). We developed two authentication schemes that incorporate hand gestures as
a second modality, and we experimentally validated their resilience against shoulder
surfing attacks. Suitable experimental protocols were designed for this purpose.

1.2 Keywords

Hand gestures, Accelerometers, Modulation of gestures, Multi-modal authentication, Chal-
lenge response protocols, PIN-codes, Authentication protocols, Observation attacks

1.3 Problem description

Identity theft and bank accounts being emptied by thieves is an ever increasing problem.
The fact is, that the security of an application relies completely on the authentication
mechanism used, and it is highly undesirable that a thief should be able to withdraw
money from a victims bank account after simply observing his PIN-code and stealing his
bank card. Similarly, an increasing amount of companies store sensitive data on portable

1
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devices which their employees use outside the office. Should such information fall into
the wrong hands, this could have serious effects on the businesses revenue and financial
situation. Therefore, applying stronger security mechanisms on these devices should be
seen as crucial by all companies. This thesis investigates how we can incorporate hand
gestures as a part of a multimodal challenge-response authentication process, to increase
the security of the device and thwart the risk of shoulder surfing attacks.

Although this project is not about bank card security, but rather the general aspect
of including hand gestures as an authentication factor in mobile devices, it is a good
example of the problem area. To clarify, it is not this thesis goal to use hand gestures
as biometric features, but to be able to recognize different gestures and use these as
an additional modality in authentication mechanisms in real time. We faced numerous
research problems, but the foremost important one was to investigate whether we could
identify a way to analyze the accelerometer data produced by an iPod Touch in a way
that allowed us to recognize pre-defined hand gestures in real time, and use these extra
parameters in an authentication process (e.g., via a challenge-response protocol).

1.4 Justification, motivation and benefits

We have shown that we can, by including hand gestures as an additional modality in
challenge-response protocols, significantly increase the workload for an attacker wanting
to gain unauthorized access to a PIN-code protected device. Since we can recognize and
measure hand gestures precisely enough for authentication usage, we can implement
them as features in multimodal authentication mechanisms, which alone improves the
authentication schemes entropy significantly. We have found that our schemes introduces
a significant amount of shoulder surfing resistance, even under rigid attack scenarios.

Although we did not look at the biometric aspect of hand gestures, we performed
a thorough analysis of the characteristics describing each gesture, in order to achieve
good recognition rates. Our research can therefore be used as a building block for future
research, as we investigated all aspects that could affect our results. Also, since hand
gestures have not been precisely modeled by the usage of accelerometers alone before,
our aim was at recognizing hand gestures, not the owner of one. Since we utilized already
embedded accelerometers, we showed that we can drastically improve security without
adding extra cost for devices such as smart phones.

1.5 Research questions

The following research questions will be addressed throughout this thesis:

1. How detailed is the information derived from the accelerometer in an iPod Touch, and
how precisely can this information be used to recognize and differentiate gestures?

- When information content is constrained by time and resolution of devices?

2. To what degree does the inclusion of hand gestures in multimodal challenge-response
schemes increase the degree of difficulty for an attacker wanting to perform observa-
tion attacks?

- How does the performance of the device, in terms of speed, affect the degree
of observability obtained by an attacker?

3. Which combination of modalities and protocols, within the constrains imposed by
both device and usability, yields the most observation resistance?

2
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1.6 Contributions

The main contribution of this master thesis was the development of a set of novel au-
thentication mechanisms based on the combination of accelerometer derived gestures
with other modalities in direct, and challenge-response combinations. A software kit for
the iPhone platform was developed, which can record and recognize hand gestures, and
also, more importantly, use hand gestures as a part of multimodal challenge-response au-
thentication schemes. We also investigated how reproducible hand gestures are, and how
accurately we could measure, recognize and distinguish them. Based on the information
derived from the related work study, we restricted ourselves to a predefined repository
of six gestures, which was thoroughly analyzed. We have shown that by including hand
gestures as a part of a multimodal authentication scheme, we can mitigate the risk of
shoulder surfing attacks and increase the overall robustness of the authentication scheme
significantly.

We have developed and experimentally verified the robustness of two unique challenge-
response schemes for the iPhone/iPod platform that utilizes a multimodal approach with
both PIN-code and hand gesture as parameters for authentication.

1.7 Choice of methods

As answering the research questions required to draw on several research areas and
methods, we do as a result describe them in the chapters where they are applied.

The methods used to gather hand gesture samples are described in Chapter 4, while
a signal analysis, along with the methods used to recognize and distinguish between
different hand gestures, is presented in Chapter 5. The method used to calculate error
rates is described in Chapter 6, and the protocols and methods used to create and assess
our authentication schemes in Chapter 7.

1.8 Chapter overview

This section presents a brief summary of the content in the different chapters in this
thesis.

Chapter 2

Introduces topics that are important for the accomplishment of this thesis, as well as
other non-trivial details that increases the readers chance of understanding the discus-
sions and prerequisites taken.

Chapter 3

Gives an overview of related work that has been conducted in the fields of gesture recog-
nition and observation resistant authentication protocols.

Chapter 4

Describes the methods used to perform the data acquisition experiment. The data gathered
in this experiment formed the basis for both the signal analysis and the template gener-
ation described in Chapter 5. Further on, the dataset was also used in the distinctiveness
experiment in Chapter 6.

Chapter 5

Presents both the analysis of the accelerometer signals produced by our hand gestures,
as well as a description of the template creation method used.

3
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Chapter 6

Presents the analysis performed on the distinctiveness of hand gestures, and the recog-
nition rates obtained by our recognition modules.

Chapter 7

Presents both the anatomy and a theoretical security evaluation of the two authentication
schemes we developed. It also describes the experiments that we ran on the schemes in
order to test their security properties.

Chapter 8

Presents an analysis of the results from the experiments described in Chapter 7, as well
as an overall discussion of the security and usability of the two authentication schemes.

Chapter 9

Presents a conclusion which summarizes and highlights the most important findings in
this thesis.

Chapter 10

Presents a number of topics that would be interesting to investigate in future research.

4
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2 Background

This chapter introduces topics that are important for the accomplishment of this thesis,
as well as other related non-trivial details.

Section 2.1 gives a brief introduction to the field of authentication, while Section 2.2
gives an introduction to accelerometers in general. Some hardware specific information
about the accelerometer utilized in the experiments is also presented in this section. Sec-
tion 2.3 describes the human aspects that had to be taken into account when modeling
hand gestures, and Section 2.4.1 presents a brief description of Dynamic Time Warping,
which is the recognition algorithm we utilized in our experiments.

2.1 A brief introduction to the field of authentication

As authentication is one of the core topics of this dissertation, this section gives a brief
introduction to the field. We will not go into details, but explain the key terms and refer
to sources for further reading.

2.1.1 Authentication

Authentication is a wide area of research due to its many applications. In todays com-
munity, where almost all information is stored in computer systems, the need for secure
and usable authentication mechanisms grows rapidly.

Authentication is the process of verifying a claimed identity, in contrast to identific-
ation, where we establish an identity. The topic of this master thesis is authentication
rather than identification. In order to claim an identity we need to present something
to the authentication system, where the easiest example is a username. After having
presented this unique username, the authentication system will expect proof that the
user is who he says he is, by, e.g, prompting the user for the password that matches
the entered username. There are many ways of authenticating a person, but when we
generalize, all factors fall into one of the following categories [1]:

• Something you know, like a PIN-code.

• Something you have, e.g, a smart-card.

• Something you are, e.g, a biometric property.

Knowledge

This is the oldest and most used authentication factor, and it includes PIN-codes, pass-
words, secret phrases etc. Although such factors are very user friendly, the main problem
is the human aspect. Today people are forced to keep a high number of passwords and
PIN-codes to access different services, and they can only remember a limited number
of them. Also, when we enforce strict rules on the characters they can have in their
passwords (to prevent attackers from guessing or cracking their passwords), people will
eventually start writing them down or reusing them, which clearly is a security concern.
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Possession

This factor implies that we authenticate ourselves by presenting something we possess.
Examples are keys, smart cards and passports. Although we avoid the problems of people
having to remember long, obscured passwords, we have other concerns when using this
factor. Intuitively, it is very easy for an impostor to pose as another if a smart card is the
only authentication factor needed. If an attacker simply steals or skims the card, then
he have in theory gained the required details to pose as another. For these reasons, this
factor is almost never used alone, but is often combined with other factors to increase
security.

Intrinsic properties

Explaining this factor means moving on to the domain of biometrics. Biometrics proper-
ties are either physiological or behavioral [2]. The physiological properties describe static
properties of our body, like for instance a fingerprint, while the behavioral properties
focus more on the dynamics on how one person performs a certain action, an example is
gait recognition.

To assess the strength of a biometric trait, we evaluate it against a wide range of
properties which are divided into those that make the measurement practical (1-4), and
those that make it possible to distinguish one person from another (5-7), hence making
the authentication system secure. The properties are listed below as defined in [2].

1. Universality: Everyone should have the characteristic.

2. Distinctiveness: Any two persons should be sufficiently different in terms of the char-
acteristic.

3. Permanence: The characteristic should be sufficiently invariant (with respect to the
matching criterion) over a period of time.

4. Collectability: The characteristic can be measured quantitatively.

5. Performance: Refers to the achievable recognition accuracy and speed, the resources
required to achieve the desired recognition accuracy and speed, as well as the opera-
tional and environmental factors that affect the accuracy and speed;

6. Acceptability: Indicates the extent to which people are willing to accept the use of a
particular biometric identifier (characteristic) in their daily lives;

7. Circumvention: Reflects how easily the system can be fooled using fraudulent meth-
ods

The main benefit by using biometric features for authentication is that it is "im-
possible" for an attacker to steal another persons biometric property (at least for the
physiological properties), and it is also hard to learn/copy another persons unique way
of performing an action, as utilized in behavioral authentication. Using biometrics also
removes the need for remembering passwords or carrying keys, as your body is the au-
thentication factor. Even though we did not directly assess the strength of hand gestures
as a biometric trait in this thesis, we did perform many of the same experiments and
analyses as would be done in such a thesis. The only difference is that we, instead of
looking at the uniqueness of a gesture for an individual person, recognize gestures and
use these as additional factors in our authentication schemes. It is important to remem-
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ber that many of the properties above is vital for non-biometric approaches as well, as
they assess the usability and strength of the protocol. As this thesis aims to develop a
set of observation resistant authentication schemes without relying on the biometric dis-
tinctiveness, observation resistance should be seen as the most important property when
assessing the strength of our schemes.

The paper by Zhang et al. [2] contains more information on biometrics in general, the
characteristics and popular methods used in the authentication process.

Result assessment

In the context of knowledge based authentication, a password/PIN-code entrance is al-
ways either 100% correct or wrong. In biometrics however, this is not the case. In the field
of biometrics, no two biometric samples (even from the same person) are identical, and
there is therefore always a risk that the system falsely accepts another persons biometric
sample. Related to this, two terms emerge; intra-class and inter-class variance. Intra-class
variance describes the variance between two samples of the same person. In biometrics,
although a persons biometric property is unique, the measurement of it is never identical
from time to time. It is therefore crucial to model and keep the intra-class variance as
low as possible. Inter-class variance on the other hand, refers to the difference between
samples from different persons. Intuitively, one wants to have this as high as possible, to
minimize the false match rate.

In the context of this thesis we introduce two related terms; intra-gesture and inter-
gesture variance. As we are not investigating the biometric distinctiveness, but the general
distinctiveness of hand gestures, these terms represent the variances within the same
gesture from different people, and between different gestures, respectively.

To compare two sequences, we utilize distance metrics, which calculates the distance
from one sample to another, i.e. how similar they are. The more similar they are, the more
certain we can be that the template and the probe descends from the same person. These
metrics can be as simple as taking the absolute distance between two points, however,
they are generally a bit more elaborate. Also, to make the best possible "reference" for
each individual user (that is, build up the best possible template), every biometric system
has an enrollment phase, where each user presents his biometric trait multiple times, from
which a template is generated. Although it was not our goal to make a biometric system,
we did generate templates describing how each user performs a specific gesture. These
per-person templates was used to verify that the principal components describing each
gesture was the same for all users.

When assessing biometric systems, the two most important errors are the False Match
Rate (FMR) and the False Non-Match Rate (FNMR). These rates deviates from the False Ac-
ceptance Rate (FAR) and the False Rejection Rate (FRR), in the sense that they focus only on
the analyzing algorithm, while FAR and FRR includes the Failure to Capture and Failure
to Acquire rate. These rates incorporates error cases where users cannot enroll/produce
a probe1 sample due to for instance a physiological problem, like for instance if a user is
unable to present his fingerprint due to an accident.

FMR does, as shown below, describe the rate to which impostors are wrongfully ac-
cepted [2]. This leads to cases where an impostor for instance gains unauthorized access
to a restricted area. The FNMR on the other hand, deals with cases where a genuine

1A probe is in this context a gesture presented by a user to the scheme, which is compared to the template
for that particular gesture.
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attempt is rejected, i.e. that a legitimate user is wrongfully denied access.

FMR =
Number of accepted impostor attempts

Total number of impostor attempts
(2.1)

FNMR =
Number of rejected genuine attempts

Total number of genuine attempts
(2.2)

When tuning a biometric system, one strives to get the lowest possible FNMR and
FMR, and this typically includes trying out numerous distance metrics and comparison
algorithms to see what yields the best results. However, there is a tradeoff between FNMR
and FMR. In any authentication system, one decides upon a value which is set as the
threshold for a match or a non-match. This means that (depending on the implementa-
tion) if the total distance between two samples is below the threshold, then it is said to
be a match, and if it is above; a non-match. This gives the researchers the possibility of
tweaking the system in such a way that one can either set the threshold low and have a
more secure system (this will increase the FNMR), or set a higher threshold and have a
more user-friendly system with a lower FNMR, but also a higher FMR. This decision has
to be taken based on what the system is going to be used for; if we are in a high security
facility, we would employ a low threshold, while if it guards the access to our personal
computer, a higher threshold might be preferable. The rate where the FNMR equals the
FMR is referred to as the equal error rate (EER), and is often used to evaluate how well a
particular system performs.

Multi-modal authentication

In many cases, especially in knowledge and possession based authentication schemes,
more than one factor is used to improve security. By combining for instance knowledge
and possession, we can significantly increase the workload for an attacker. As an example,
the attacker now has to steal both the victims access card and observe the PIN-code to
gain access.

Fusion of multiple modalities in an authentication scheme can be done in many dif-
ferent ways, and how to combine the individual results from the PIN-code and gesture
comparison modules was investigated extensively during this master thesis. An important
aspect is that of correctness; since a PIN-code is either completely correct or wrong, the
PIN-code should always be correct. Even though the gestures match perfectly, a wrong
PIN-code entry should in no case lead to an acceptance. This is because the gestures
can be seen as the weak modality among the two, and are implemented solely to thwart
shoulder surfing attacks.

Challenge-response schemes

Challenge response in the context of authentication schemes, is in [3], defined as:

A challenge-response authentication system is one in which S sends a random message
m (the challenge) to U, and U replies with the transformation r= f(m) (the response).
S validates r by computing it separately.

To simplify; Challenge response can in computer security be defined as protocols
where authentication is based on the expected response from one entity to a specific
action (the challenge) sent from the authenticating entity. In the simplest case, challenge
response can be as easy as the ATM asking you for a PIN-code that matches the creden-
tials in your bank card. In this thesis however, we explore more elaborate observation
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resistant schemes, as described in Chapter 7. There has been done a lot of research on
these types of schemes in the last years, as discussed in Section 3.2.

2.2 An introduction to accelerometers

Since we in this thesis use accelerometers to measure gestures, this section introduces
some background theory on the subject.

In principle accelerometers are electromagnetic devices that measure acceleration
forces. This means that an accelerometer can measure both static (like for instance grav-
ity) and dynamical (movement) forces, which means that we can figure out both how
the device is tilted, and also in what direction it is moving. These capabilities have led
to a broad usage area for accelerometers, and their application range from giving users
improved HCI on their mobile phones while playing games, to measuring vibrations and
other forces during for instance cargo transfer.

There exists different ways of measuring acceleration, but in this project we are go-
ing to use capacitive sensors which measure acceleration by measuring capacitance (the
ability of a structure to store electric charges). We are not going to go into details of the
physics, but capacitive sensors utilize two known rules of physics in order to measure ac-
celeration; the first, Newtons second law, states that force equals mass times acceleration,
and the second, Hooke’s Law, states that the extension of a spring is proportional to the
amount of load added to the spring itself (in our case the acceleration). When combined
in practice, these laws work in such a way that the mass within moves when subjected to
acceleration, which leads to a displacement of the capacitor holders. In order to measure
the acceleration at a specific time, the displacement is translated to acceleration by the
system, following specified rules. Figure 1 shows a simplified example. The movement in
one direction (dislocation due to mass movement), will be the direct opposite in the two
capacitors, thus giving us the possibility to determine the direction of the acceleration as
well.

Figure 1: An easy example of an linear accelerometer. If the device is moving at constant
velocity, the mass (1), supported on a bar by springs (2), remains static and an intermediate
reading is registered on the potentiometer (3). On acceleration in the direction of the bar
(4), i.e., along the accelerometer’s sensitive axis, inertia causes the mass to lag behind,
compressing the spring behind it (5) and stretching the spring ahead of it (6): a high voltage
is registered. On deceleration, inertia causes the mass to compress the spring ahead of it and
stretch that behind it, and thus a low voltage is registered on the potentiometer. Caption
from [4].
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Apple uses a LIS302DL [5] 3-axis accelerometer with +− 2g capability, which should
give us a satisfactory description of the gestures, as described in Section 3.1. One of
the biggest drawbacks of accelerometers is that they in theory only can measure linear
motions. When the device containing the accelerometer is rotated, the acceleration due
to gravity is mistaken for linear motion, and thus we cannot rely on accelerometers for
accurately measuring horizontal rotations. To measure rotations we would need to use
gyroscopes, which then again does not respond to linear movement. Therefore, to meas-
ure complex motions we would have had to combine the output from a gyroscope and a
accelerometer. In newer devices such as the iPhone 4G, a gyroscope will be embedded,
which will enable future research to investigate the effect of combining these. From a
theoretical perspective, combining accelerometers and gyroscopes, should give a more
descriptive image of the gestures.

For this thesis though, where we will mostly use tilting motions, recording linear
motions will be satisfactory. Figure 2 shows the orientation of the accelerometer in the
device, as well as explaining the basic details about the relationship between the device
orientation, and the x, y and z coordinates. It is important for us to understand these
aspects, as they directly affect the outcome of the gesture recognition module.

Figure 2: Description of the orientation of the accelerometer in the iPhone. Illustration
from [6].

2.2.1 Sensor details

The LIS302DL is an ultra small 3-axis accelerometer which contains a free fall detector,
embedded self testing and a high pass filter [5]. It also has the capability of surviving up
to 10000g high shocks, which makes it fairly robust. Besides these features, the chip from
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STMicroelectronics contains a highly programmable interrupt generator, which makes it
ideal for manufacturers of devices where for instance a "wake up on shake" mechanism
is of interest. LIS302DL has a user selectable capability of +−2/+−8g, and can provide
an output data rate of either 100 or 400HZ. Apple informs that the LIS302DL has a
+−2g capability in the iPhone/iPod Touch, and we must therefore assume that they
have selected this setting after an evaluation of the usage area for the accelerometer.

When it comes to error rates, STMicroelectronics inform that the precision of the
output data rate is related to the internal oscillator and the external clock precision, and
an error margin of +− 10% is expected. This is clearly something which would need
careful consideration in eventual biometric approaches.

In the device brochure [5], STMicroelectronics states that the LIS302DL is ideal for a
range of applications; free fall detection, motion activated functions, gaming and vibra-
tion monitoring and compensation. For more thorough information, block schemes and
other figures, we refer the reader to the device brochure [5].

2.3 Human considerations

When conducting the signal analysis, there were a few important aspects that needed
to be taken into consideration. As accelerometers combine gravity and linear movement,
the noise from a users shivering or other involuntary movements while holding the device
gets amplified. Since our aim was at creating a baseline for how a general gesture looks
like, and not investigate the biometric distinctiveness, investigating the personal inform-
ation in the gestures was not as interesting for us as it would be in a biometric approach.
This is because personal characteristics can, if somewhat stable, be used as features to
gather detailed information about how one person performs a certain gesture. Having
stated this, we had to consider how shaking affected our general templates.

However, making general templates that are representative for all users, does not
come without challenges. The human capability for wrists movements is different from
person to person, and this was something that was taken into consideration when creat-
ing the general templates, as described in Chapter 5. How one performs a certain gesture
is affected by each user’s shivering, quickness, stiffness of joints, amount of experience
with such devices, diseases and so on. It is for instance expected that a young computer
engineer which is familiar with holding and operating such devices will be quicker in
performing the gestures, than an older, more inexperienced person. Since the time used
when performing a gesture differs from person to person, it was important that the gen-
eral template took this into consideration. Aspects such as the speed of execution also had
to be considered, and there exists methods that can be used to mitigate the effect of such
factors. As an example, time interpolation transforms two sequences of unequal length
into two of equal length. Another aspect is that different people use different amounts
of time from pressing the start button to starting the actual gesture. As this introduces a
varying amount of delay, sliding window algorithms can be used to mitigate such factors.

The algorithms we utilized in our recognition modules had to be of low time and
space complexity, as we operated on a fairly restricted platform. As we needed to con-
duct recognition in real time in our authentication schemes, we focused on getting good
results while keeping the pre-processing steps to minimum.

Since we used DTW, an input sequence that is much longer than the template will get
a higher distance score than a sequence that is more in line with the templates length.
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This is due to the fact that DTW uses insertion and deletion costs for comparing sequences
of unequal length, as described in Section 2.4.1. Time interpolation on the sequences
before comparison can be used to mitigate high distance scores between samples of the
same gesture due to difference in timing. Another possible solution to these problems
is to use a synthetic recognition algorithm where we look at the principal components
describing each gesture, as discussed in Section 2.4.2.

2.4 Recognition specific algorithms and methods

2.4.1 Dynamic Time Warping

The algorithm known as Dynamic Time Warping(DTW) was first introduced by Bellmann
et al. [7] in 1959. Initially meant for speech recognition [8], DTW has in recent years
been applied to a number of different areas like for example gait[9] and handwriting re-
cognition [10]. DTW has its primary advantage in being extremely efficient in comparing
sequences of unequal length, which makes it very suitable for signal processing of beha-
vioral (biometric) sequences, where the length will vary even though they come from
the same person. To simplify, DTW can be seen as a similarity-measurement algorithm,
where it uses different cost or distance algorithms to calculate how much it "costs" to
transform one sequence into another.

To give a simple example [1], consider two sequences; misses and mystery, where the
first is the probe and the latter is the template. By utilizing substitutions, insertions and
deletions, we can find out the number of operations needed to transform misses into
mystery. As we can see, letters number 2,4,6 (misses) are different from the correspond-
ing letters in mystery. Furthermore, misses is one letter shorter, so we will need to insert
a letter after we have made the 3 first substitutions. This example illustrates how we
can look at the letters as sequences, and transform the first sequence (misses) into the
second sequence (mystery) by using 4 operations. Of course, there are many ways of
making this transformation in 4 steps, but that is not the main point here. There also
exist other algorithms that one can use in order to determine the edit distance2 between
two sequences, such as the Hamming distance [11] or the Levenshtein distance [12].

In a real implementation, DTW’s cost-function also separates between these 3 opera-
tions (insertions,deletions, and substitutions) [13], where each of them have individual
costs. The costs are up to the author to decide, and typically depends on the type of sig-
nals that is going to be compared. The algorithm starts by building a so called distance
matrix, which is a two dimensional matrix with lengths of the two sequences. This matrix
contains(after all distance calculations are completed) all the pairwise distances between
the two sequences, and is used to determine the cheapest way to transform sequence A
into sequence B. What is important is that the distance functions produce small distances
for similar entrances, and high distances for entries that are more apart. This makes sure
that a sequence that is only slightly different (for instance only shifted in time) gets a
lower score than a less similar one.

DTW can not only be used to calculate a distance score (which we are going to focus
on in this thesis), representing the number of insertions, substitutions and deletions re-
quired, but also to find the cheapest path. Actually, if we look at the path as an image,
as shown in Figure 3, we see that the more the two sequences differ, the more the path

2The edit distance between two sequences of characters is the number of operations needed to transform A
into B.
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deviates from the diagonal line. Had we ran two identical sequences through DTW, we
would have seen a perfect straight line along the diagonal, as no operations were needed.

Figure 3: Illustration showing how the path alignment is affected by the similarity of the
compared sequences [13].

A more elaborate description of the cost functions, and the DTW algorithm in general
can be found in [13], and we will also describe our DTW implementation in more detail
in Chapter 6.

2.4.2 Synthetic recognition

By synthetic recognition we mean a recognition module where each gesture is modeled
by its principal components. In the case of gestures, this would involve looking at which
x, y and z values one could expect for a certain gesture. Our investigation of the hand
gestures leaves us with little doubt that for the controlled wrist movements, a synthetic
approach would have given us good results. This is based on the fact that each gesture
have separate and algorithmically describable characteristics, as discussed in Chapter 5.

The main disadvantage with a synthetic recognition module is that all gestures has
to be modeled beforehand. Our approach allows us to add unconstrained gestures to
our vocabulary, and we have shown that we can, to a certain degree, separate between
arbitrary gestures as well. The more exotic gestures we include in our vocabulary, the
harder it will be to model and make synthetic descriptions of the gestures. Although using
a synthetic recognition module would have given us good results on the constrained
movements, we wanted a recognition module that could be used on all gestures, not
only the controlled ones.
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3 Related Work

Since our project draws on two separate fields, this chapter serves to describe the work
that has been done in the fields of gesture recognition and challenge-response protocols.
We will focus on the different algorithms and methods that have been used to achieve
good results in both fields, and focus especially on the aspects of the fields that are
relevant to us.

3.1 Gesture recognition

The human body has a rich repository of gestures with meaningful relations, and by re-
cognizing these we can improve the effectiveness of human-computer interaction. There
are many options when it comes to detecting body or device movement and responding
to this movement. Gesture recognition have for this reason been investigated extensively,
albeit mainly focused on cameras and specialized devices.

In the late 1990s many gloves based systems were developed and Sturman et al. [14]
did in 1999 perform a survey of glove based input to computer systems. Although the
accuracy and gesture recognition algorithms were in its infancy the studies conducted
proved positive results when it comes to improving effectiveness.

An early review on visual interpretation of hand gestures for human-computer inter-
action (HCI) was made by Pavlovic et al. [15]. They observed that the most effective HCI
gestures take the characteristics of normal gestures into account. They therefore pro-
posed a method which use both spatial and dynamic information in order to recognize a
gesture. Similarly, Wu et al. [16] performed a more general review on the subject focus-
ing on temporal gesture recognition. The observations made by Pavlovic et al. supports
our assumption that we will have to restrict ourselves to some pre-defined gestures for
our experiments.

Typically, many of the early HCI implementations focused on adding extra devices to
control the computer, like for instance gloves. Therefore, the paper by Harrison et al. [17]
from 1998 is very interesting in our context since they were the first to investigate the
usage of non-conventional interaction mechanisms for mobile devices. They focused on
situations where the physical manipulation were directly integrated into the device that
were to be controlled. They implemented simple gestures, as flicking the input pen on
the corner of a document to change pages, and to focus on a selection of the document
by performing a predefined movement over the specified area.

More recently, device capabilities have brought these within reach of commercial off-
the-shelf components. This is illustrated by the improvements in both sensor and com-
putational capacity, and the inclusion of integrated mobile cameras allowed Wang et al.
to develop a computer vision-based software module for gesture recognition suitable
for mobile phone cameras [18]. Although their program TinyMotion had a very limited
feature space, it recognized hand gestures by utilizing the built in camera. TinyMotion
allowed for handwriting capture and gesture based games such as controlling the blocks
in a Tetris game by moving the phone left and right.
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Similarly, the inclusion of inertial devices such as accelerometers in mobile devices
gave room for new ways of performing HCI on mobile devices. Angesleva et al. presented
a study [19] on the possibilities of associating gestures with body part movement, and the
possibilities of making application based triggers using body mnemonics respectively. The
usage of accelerometers for such purposes have been tested in [20, 21, 22, 23, 24]. Al-
though the accelerometers used in most of these approaches were less precise than what
we have now, they proved encouraging results when considering the limited amount of
samples per second they had at their hands. Also, they do not have the problems with
illumination which is typical for computer-vision based approaches like the one proposed
by Wang et al. [18]. Also, vision based approaches does not work when line of sight is
obstructed.

A problem that was present in many of the above proposals was the accuracy of
reproduced trajectories. To increase the accuracy, one could impose constraints such as
having the users stop the motion before and after the gesture was compared. This was
tried in most of the above work, and gave their algorithms good baselines, which let their
algorithms separate and classify one gesture from another more consistently.

More recently, Choi et al. proposed a gesture-based interaction method [25] using
a tri-axis(x,y,z) accelerometer to identify numbers written in the air. Unlike the earlier
methods which used trajectory detection in order to recognize a gesture, they chose to
use the raw signals from the accelerometer. This gave them a 97.01% average recognition
rate in their experimental study. To mitigate the user inconvenience of having to stop
before and after a motion, Choi et al. implemented an algorithm that could recognize
shaking as an indication that a motion should start/stop.

The placement of accelerometers on different body locations for gesture recognition
was discussed by Guerreiro et al. [26]. They found that by placing numerous accelero-
meters on the body, they could utilize the body’s built in repository of gestures to improve
the HCI by making the user perform actions which he initially relates to a specific action.
They developed one position-based and one feature-based prototype and found that the
feature-based prototype was the most suited for advanced gestures like for example ro-
tations. They achieved an average recognition rate of 97%, which is promising results
considering the fact that we will utilize many of the same methods in our recognition
modules.

Similarly, in the context of gait recognition, Gafurov et al. investigated how the place-
ment of wearable sensors on different body parts affected the acceleration signals, and
the error-rates [27]. They found that the placement of the sensor have a great impact
on the EER rates. This tells us something about how fragile the accelerometer signals
are, and increases our opinion on the fact that we should restrict ourselves to a fixed
repository of predefined gestures. Gafurov et al. have made a significant contribution to
the field of gait recognition by using accelerometers as the source of signals [28], and
we can, since gesture signals are not so different (although gait signals are cyclic), learn
from their research when it comes to the statistical analysis.

Although this type of recognition is interesting in our context, the more constrained
cases of wrist-based motions might be more typical for the multimodal interactions con-
sidered in our project. Rahman et al. recently conducted both a survey on the range
and accuracy of motions and techniques for achieving reliable resolution for typical ges-
tures [29]. They focused their research on analyzing the level of control possible with
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wrist based gestures. This is exactly the kind of motions that we seek, since having small
flicks and turns is much more convenient and stealthy in a challenge-response protocol
than writing letters or making circles in the air. Their findings might prove to be very
useful when we are to determine which gestures to incorporate in our schemes.

Wrist based gestures/tilting have in early HCI literature been refereed to as the prona-
tion and supination [30] of the human wrist, and as an extension including the ulnar and
radial movements. The classification of possible controlled wrist movements following
this classification was used by Rahman when investigating the tilt interaction possibilit-
ies, and is illustrated in Figure 4.

Figure 4: Wrist rotations and degree of rotation possible along each axis of rotation as
classified by Grandjean [30].

Related to this, tilt-based interaction can be grouped into two main categories; pre-
cision grip tilting and force grip tilting. Precision grip tilting is when the device is held
mostly by the fingers. This employs an entirely new set of possible movements along the
three axises, as our fingers are much more flexible than our wrists. Force grip tilting,
which is the more controlled type, is when all fingers are used to hold the device as for
example shown in Figure 4. The force grip is the one that most of us use while holding
mobile devices, because of the control yields, and was utilized in [21, 29].

A study on the human performance in tilt control tasks was performed by Crossan et
al. [31], where they focused on the usage of accelerometers. They found that there is a
great difference in the variability of reproduced gestures when one is moving upwards
or downwards, from a horizontal starting position. They showed that people are more
stable when moving downwards from center instead of upwards. Also, the variability
was greater when moving in the x direction than in the y direction. This shows that
we might expect higher variabilities in gestures that have significant movement in the x
direction, compared to those with mostly acceleration in the y direction. These findings
might prove to be very valuable when we are to define our predefined gestures, and also,
when it comes to analyzing and tuning our system to gain the best possible results.

Related to this, Mantyla et al. found in their study on the subject [32], that there are
numerous factors which highly affects the performance of such systems. Dynamic and
temporal differences in how the gesture is performed along with the initial, intermediate
and final position of the device was all found to be aspects which lead to false non match
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cases. Also the physical dimensions of the user (e.g., how tall he is, or how long his arms
are), and the standing pose while performing a gesture, proved to have an affect on the
recognition rate. This is also why we enforced a static starting position when we gathered
gesture samples.

In recent years the utilization of tilt input to perform actions on mobile devices such as
twisting the display to better watch images or surf the internet have grown extensively.
Also, the newest iPhone contains a shaking gesture feature that allows one to erase
written text. Apple even filed a patent application [33] for a specific method of selecting
input values based on sensed motions in August 2008. Although this is not exactly the
same as we will investigate in our project, it shows that human-computer interactions
are increasing in popularity and accuracy.

One of the most recent works on accelerometer based gesture recognition was per-
formed by Lui et al. where they presented uWave [24], an algorithm for recognizing per-
sonalized gestures based on accelerometer data. They achieved very good results without
having to use training samples. Their approach does however not seem to be very resist-
ant to observation attacks as they report an EER rate on 10% on the experiments where
and adversary can observe the users modality. Their approach does however provide
excellent recognition rates, and are highly usable for other applications such as HCI.

Due to the variations mentioned above, and the fact that we will never see two
identical accelerometer signals even though they are made by the same person and visu-
ally is the same gesture, we need to investigate how to compare two accelerometer sig-
nals with unequal length and characteristics. The template signal for a gesture needs
to be compared to the input probe signal in such a way that similar (within a certain
threshold) signals should be accepted. Accelerometer signals are similar to the signal
from gait and voice recognition in this context due to the dynamic variations in length.

Hidden Markov Models (HMM), which is the most popular method for performing
voice recognition, was used by Mantyjarvi et al. to perform gesture recognition [34].
Since HMM methods require big training sets, they are not very well suited for our ap-
plication. Mantyjarvi et al. notified this problem and tried to convert two samples into a
big set of training samples by adding random Gaussian noise to the manufactured train-
ing samples. A problem with this method is that by using gaussian noise they classify the
variation in hand gestures to be Gaussian.

A more suitable approach for us is to use Dynamic Time Warping (DTW), which we
discussed in Section 2.4.1. DTW has been used extensively in authentication systems
that needs to compare two signals of unequal length. Dynamic time warping was also
used by Liu et al. [24] in their uWave algorithm, which have proven to be the most
accurate implementation yet. For this reason, looking at DTW for comparing the gesture
parts of our signals will most likely be the best approach. Further on, accelerometers
are inertial and therefore subject to both external and hardware noise. In many of the
early attempts, filtering algorithms was applied to smooth the signals. Typical methods
used was sliding window smoothing, averaging and time interpolation mechanisms. The
latter can be used to generate a representable template from a range of signals varying
in length. This has been used in a variety of voice, e.g., [35], gait, e.g., [36] and various
behavioral mouse-movement recognition systems.

When it comes to multimodal authentication, this have been considered by many au-
thors; Patel et al. proposed a mechanism for authenticating to a public terminal based on
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simple gestures (i.e. shaking and the absence of shaking) in accelerometers [37]. Patel
et al. wanted to address the problem of the amount of user interaction required to au-
thenticate to a public terminal. By moving the authentication factor from knowledge over
to possession, they can as illustrated in Figure 5, reduce user interaction drastically and
improve user friendliness. It is however important to notice that their protocol does not
worry about theft. In order for such a protocol to be safe, they would have to include
password schemes to mitigate the risk of attackers stealing the users devices. This pro-
tocol is however interesting, since if combined with a password, or simply by making the
gesture for each device secret, one can add additional entropy to todays authentication
scheme.

Figure 5: This figure illustrates the gesture based authentication protocol developed by
Patel et al.[37].

3.2 Observation resistant protocols

Having talked about gesture recognition, we will in this section move on to the other
research domain of this thesis; to create an observation (shoulder surfing) resistant au-
thentication protocol. Such methods have been discussed by many authors which all
acknowledge how easily magnetic stripe cards are skimmed or stolen, and PIN-codes are
obtained by means of shoulder surfing attacks. As an analogy, shoulder surfing is not the
only problem with using PIN-codes as the only authentication factor; if we say that all
passwords are equally likely, then the number of possible combinations of 4 digit PIN-
codes are 104. Since we typically have three login attempts before being locked out, we
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got a 3
104 chance of guessing the correct PIN-code in three attempts. Although this is

a good security property, we have to consider the other factors that can influence and
weaken the "security" of the standard PIN-entry scheme. The fact that many people will
choose PIN-codes that are easy to remember or have a relation to them personally (like
date of birth etc), will significantly affect the entropy of the system.

There has been done extensive work on making observation resistant authentication
schemes and password protection schemes [38, 39, 40, 41], and Hoanca et al. have also
proposed a theoretical framework for the assessment of eavesdropping resistant authen-
tication schemes [42]. In this framework they describe the necessities for making an
observation resistant and user friendly authentication interface, which can be interesting
to take into account when we assess our own schemes. Similarly Lei et al. [43] propose
a virtual password scheme for protecting passwords. In this context, Roth et al. propose
the usage of dynamic virtual keyboards and probabilistic entry methods to increase the
difficulty of observation and replay attacks [44]. Their scheme works in such a way that
the system challenges the user with three or four questions for each digit in the PIN.
These challenges are communicated to the user by a visual color coding of the digits
on the PIN pad. Since different challenges are presented for each session, an observer
cannot replay the session. Also, the user never points/pushes/clicks directly at the item
which forms his password.

In their experiments they proved that even when the attacker video recorded the login
sequence, he would have great troubles replaying the cognitive PIN-code. However, if
an attacker can record multiple logins, the attacker can deduce information about the
challenges and their responses and eventually determine the "secret" password.

Similarly Wiedenbeck et al. proposes an interactive game-like graphical password
scheme [45] where a user chooses a number of pass icons as his "secret" identifier. At
login, the user is presented with several rounds of challenge-response authentication.
Wiedenbeck et al. define their scheme as a Convex hull click scheme, where the main idea
is that for each challenge-response the user has to locate three or more of his chosen
icons on the screen. After having located them, he needs to click on the convex surface
that is formed by the located pass icons, where a convex hull is defined as the edges
joining a set of three or more pass face icons. This approach is very interesting because,
as with Roth et al. attempt, the user never clicks on the pass icons themselves, and the
"password" is never the same between two sessions or two challenge-response rounds.

The general principles of observation-resistant virtual keyboards was discussed by
Tan et al. [46], where they also presented a novel approach for designing keyboards for
entering sensitive text on public terminals. The usage of graphical passwords instead of
PIN-codes to increase both usability and security have been a popular area of research
over the last years, and the results are very promising [47, 48, 49]. However, a common
disadvantage with such schemes is that people often chose images or passes that in some
way relate to them. For instance in the Passface scheme [47], a man with the preference
of girls with dark hair is more likely to pick passfaces fitting this description. By utilizing
this knowledge, attackers can make educated guesses and significantly lower the entropy
of the system. The problems with visual and picture based passwords was investigated
in more detail by Komandui et al. in [50].

Perkovic et al. did in [51], look at three different methods for observation resistant
PIN-code entry, based on the user performing very simple mathematical operations, or
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simple table lookups, designed for the partially observable attack model (where the at-
tacker only partially can observe the input and output). They found that by using for
instance earphones to include the challenge-response possibility, they can derive very
good observation resistance along with a minimal overhead when it comes to login time,
and error rates. Similarly, Perkovic et al. have also proposed another challenge-response
method called Shoulder Surfing Safe Login (SSSL) [52], which proved to be both user
friendly and cost efficient.

De Luca et al. propose a very simple interactive protocol where the users are prompted
with challenges in form of vibrations in the mobile device, based on sharing secret in-
formation between the terminal and the device [53]. The authors argue that this method
is resilient to observation attacks and has the potential to replace current PIN-code entry
methods. In earlier research, De Luca et al. investigated shape-based mechanisms for
authentication, and the cognitive load imposed by such approaches [54]. Their find-
ings proved that people tend to support their memory when recalling PIN-codes with
an imaginary line over the num pad, in other words, they doesn’t necessarily know the
PIN-code numbers, but where to push on the num pad. For this reason they argue that
people might more easily remember shapes instead of complex numbers. This inform-
ation is interesting in our context, since we also will investigate how easily people can
remember a sequence of gestures, as a part of the authentication protocol.

In a more recent survey, Kratz and Ballagas describe the cognitive complexity of ges-
tures and strategies for feedback mechanisms [55], where they found that using seamless
feedback to the user significantly improves the recognition rate. They also found that this
significantly lowers the standard deviation of the recognition rate.

Nali et al. did in 2008 present CROO [56], a universal infrastructure and protocol to de-
tect identify fraud, which they claim to be capture resilient in the sense that their protocol
can notice unauthorized usage by an attacker when the one-time password generator is
stolen and used for authentication. Although this is outside the scope of our task, it is
a related topic which might help many people store they passwords safely instead of
writing them down.

Along with the development of more advanced technologies, more exotic schemes
have been developed for the purpose of secure authentication. Although these techno-
logies are prototypes, and not yet meant for wild usage, they provide an interesting
aspect to this discussion. As an example De Luca et al. propose a method [57] which
utilizes what they refer to as "eye gestures". In this scheme, the user performs different
eye movements to form gestures, and thereby his password. Similarly Kumar et al. [58],
propose a scheme where the orientation of the pupils form the password. Here, the at-
tacker would need to know exactly what the user is looking at, in order to replay the
password. Even more exotically, Thorpe et al. discuss the possibilities and benefits of
using brain-computer interfaces for authentication [59].
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4 Device capability and usability

This chapter describes the data acquisition experiment, where the main goal was the
collection of the hand gestures dataset used throughout this thesis. As described in
Chapter 5, this dataset was used to create the general templates that describe each ges-
ture. Further on, the methods described in this chapter was also used to obtain a second
dataset, which was used to derive the recognition rates presented in Section 6.3. The ex-
periment protocol and the results of this experiment is therefore used directly throughout
the entire thesis.

4.1 Experiment details

This section describes the experiment goal and setup, and also presents a detailed de-
scription of the gestures in our vocabulary.

4.1.1 Experiment goal

The main goal of this experiment was to determine the principal components describing
each gesture, in order to optimize our recognition modules. We gathered accelerometer
signals from our participants while they performed six different gestures. The gestures
should be performed in a somewhat equal manner, and the users were carefully instruc-
ted in the experiment protocol before we started the experiment. The signals gathered in
this experiment were used to generate both personal and general templates for each spe-
cific gesture. Analyzing the results from this experiment also gave us a good indication
of how stable the signals were, and what problems we could expect in the generation of
the general templates. It was important to study the curves produced by each gesture, as
these gave us a good indication of the characteristics describing each gesture.

The following sections contains a description of the experiment setup and protocol,
the population, and also the acquisition program used in the experiment.

4.1.2 Experiment setup

To get a similar starting point for all the gestures, all participants where instructed to start
their gestures while holding the device in a flat, horizontal position, as shown in Figure 6.
This gives x and y values at 0, and z at approximately −1. This was done because starting
all the gestures in somewhat identical positions, gives us a good reference point when
analyzing the signals.

Figure 6: Illustrates approximately how the device should be held at the start and end of
an input.
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It is important to specify that we used a 2nd generation iPod Touch for this experiment
as the weight and weight distribution of the device, along with its shape, can affect the
the way our participants perform the gestures. When it comes to the choice of gestures,
we chose to follow the recommendation by Grandjean [30], and included the following
gestures (which also is shown in Figure 4) in our vocabulary:

• Left flip (LF): a controlled wrist flip where the participant holds the device in the
start position illustrated in Figure 6, and from there tilts the device to the left so the
device is in a vertical position with the screen facing left. Due to the accelerometers
orientation in the device (shown in Figure 2), a left flip should only be concerned with
the x and z directions. The y-direction is theoretically not included in this movement,
and the data produced in this direction, for both the right and left flip, will mostly be
noise caused by shivering. The x values should range from ~0 to ~−1, while the z
direction should produce values from ~−1 to ~0.

• Right flip (RF): This gesture is the exact opposite of left flip (the screen is tilted to the
right instead of left). We should see x values from ~0 to ~1, and z values from ~−1

to ~0.

• Back flip (BF): A back flip is when the participant flips the device from the start
position up in the air, so that the device is standing in the air, with the screen hori-
zontally facing the participant. Since we in the back and front flips are moving in the
y-direction instead of the x-direction, the x direction is the one that theoretically only
should produce noise. A back flip should produce y values from ~0 to ~−1, and z
values from ~−1 to ~0.

• Front flip (FF): Here the participant flips the device downwards instead of upwards,
otherwise its completely the same as the back flip. This should produce y values from
~0 to ~1 and z values from ~1 to ~0. According to Grandjeans findings [30], the
human wrist can only be tilted ~66 degrees in this direction, something which means
that we should not expect z values lower than ~0.6.

The gestures described above are controlled wrist movements that should be repro-
ducible from a human motorics perspective. We also wanted to investigate signals from
more complex motions, and we therefore included two arbitrary gestures;

• Circular motions: We included two circular motions; one starting left - going right
(CL) and another starting right - going left (CR). When it comes to arbitrary gestures,
there is the concern that these are less reproducible than the more controlled ones,
and that we for this reason should expect higher intra-gesture differences. However,
since recognizing arbitrary gestures gives us more gestures to use in the challenge
response scheme, they are included.

When it comes to the expected x, y and z values, these cannot be modeled fully
due to the nature of the movement, and it is expected that the particular signal curve
will vary significantly from person to person, at least when it comes to the amount of
acceleration produced. From a theoretical perspective, the gestures should produce
quite similar signals and the greatest difference should be in the x direction, where
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we expect opposite curves. A more thorough discussion on this matter is presented in
Chapter 5, where the circular motions are discussed.

From the description above it is clear that most of the gestures have one axis which
in theory only produces noise. This noise can introduce additional error cases, but it can
also be used to distinguish between different gestures.

4.2 Experiment protocol

The methodology used to perform this experiment is quite straightforward. Using the ac-
quisition program especially tailored for this experiment (which is discussed more thor-
oughly in the following section), 5 sequences from each gesture, was gathered from each
participant. The reason why we limited ourselves to 5 samples per gesture, per parti-
cipant, was because we were not going to look at the biometric intra-class distances of
the gestures. This is because our main goal was to create a general description of each
gestures, not to investigate the intra-class distance. Having 5 samples per gestures, per
participant, gives us 100 unique samples to describe each gesture, and it is this number
that should be considered as the statistical baseline.

The samples were all gathered in one round, which means that there was only one
session per participant. Since our focus was on looking at the signals produced when
performing these gestures, not the intra-class distances, we did not have to spread the
samples out over multiple sessions, as we got the diversity we needed from the 20 unique
participants. This does however mean that we cannot include any consideration when it
comes to gesture fluctuations across several sessions. However, since each general tem-
plate consist of 100 samples gathered from 20 different persons, this provided us with the
fluctuation we needed in the dataset.

The experiment is location independent in the sense that it can be conducted any-
where, the only constraint was that the room used were quiet and gave the participants
the possibility to concentrate while we explained the details of each gesture. As men-
tioned, we used six different gestures, and each gesture was demonstrated and carefully
described before we started the acquisition. We also instructed the participants in how
they should hold the device before and after completing a gesture. The participants con-
ducted so called dry runs, giving them the possibility of getting familiar with the gestures
before we started the experiment. The latter was to get as clean samples as possible, and
to save time by having to restart the experiment due to participants performing a gesture
in a wrong manner. These dry runs were used to ensure that the participants understood
the difference between the different gestures.

After having gone through the details of the acquisition process, we presented the
participants with the device, and let them use the developed acquisition program to
record their gestures. The program works in such a way that we can easily, after having
acquired a gesture, bind each sample to a certain gesture and participant. In order to
maintain the anonymity of our participants, we used user numbers instead of names
or initials, to separate between participants. This was to ensure that the only way one
can bind a specific participant to his samples, is by looking at the participant sheet that
contains contact information, gender, age and so on.

The acquisition program works by having the participants click a button located in
the middle of the screen to begin the recording, and then, after having completed a
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gesture, they click the same button to finish the sample. This was repeated 5 times for
each gesture, which gave us a total of 5 ∗ 20 = 100 samples per gesture and a total of
600 samples. After each participant had completed his session, we gathered the data files
generated on the device, and stored them locally. The files were stored read-only, so that
the raw data files were kept intact.

4.3 Acquisition program

The acquisition program has three main views, as shown in Figure 7. In order to keep
track of which participant is currently performing a gesture, and the type of gesture,
the first view is intended for the test personnel. Here, the user-id (uid) of the parti-
cipant, along with the gesture the participant is going to perform is specified. This in-
formation is used by the file creation module of the program, which produce one file
for each of the samples conducted, along with a template based on the median values
(described in detail in algorithm 1). The filenames are logically named as follows; <ges-
ture.uid.samplenumber>. The template created here is per participant, which means that
it is based on 5 samples per gesture. The personal templates was used in an analysis
where we investigated if there was a big difference between user templates, and the
general templates.

After having typed in the needed information, the program continues to the second
view, which is the view that the participants utilize while performing their gestures. The
participants start and stop recording by pushing the centralized button. After completing
one gesture (i.e. having performed 5 samples of the same gesture), we clicked the end
enrollment button, which generates the personal templates. Then finally, we proceed to
the final view where we, by pushing the to file button, store samples and template to file.

The last two steps could easily have been automated, but we chose to implement it in
such a way that we easier could handle errors in acquisition. If a participant for instance
forgets to push the stop button, or makes a wrong gesture, we can simply restart the
procedure without having problems with multiple files with the same name. The extra
time it took to click these two buttons were seen as a small problem in comparison with
having bad samples and templates.

The personal templates was directly used to compare the same gesture from multiple
persons, in order to see if there was any significant vectors that we could use to recognize
the gestures more accurately.
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Figure 7: Shows the views in the acquisition program. View 1 is the leftmost one, and
they follow in chronological order.

4.4 Participants

The participants in this experiment were mainly students and employees at HiG. We
had a total of 20 participants (15 male and 5 female). None of the participants had any
significant illnesses or other conditions that could affect the execution of the gestures.
We had one left-handed participant, and we expected that his performance of a right
flip was more descriptive than the right handers right flips, since this in his case is a
left flip. We had people from different cultures, and also from different faculties. When
conducting the gestures, the participants could choose whether they wanted to stand or
sit, whatever made them feel more relaxed. The only requirement we enforced on the
environment was that they should start and stop the gesture in the predefined position.
The age for the female participants ranged from 23-55 (µ=31 and σ=13.72953), while
the males age ranged from 22-42 (µ=26.13 and σ=5.22). In total we had an average age
of 27.35 years, and a standard deviation of 8.028. Figure 8 shows the age and gender
distribution of the participants.
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Figure 8: Shows the age and gender distribution in the data acquisition experiment
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5 Template extraction and generation

As specified in Chapter 3, we did, for the purpose of our experiments, restrict ourselves
to a set of predefined hand gestures. The main reason why we chose to do this is because
the accelerometer signals produced by hand gestures have been investigated little at best,
and we wanted to have as much reproducibility and control over the dataset as possible.
Also, the findings discussed in Chapter 3, support our hypothesis that hand gestures are
quite variable, and that the gestures which gives us the best possibility for recognition is
the controlled wrist movements as classified by Grandjean [30].

This chapter presents an analysis of the accelerometer signals produced by the ges-
tures, which our participants performed in the experiment described in Chapter 4. It
also includes an analysis of the template generation method used. Due to the fact that
we were looking for ways to recognize and differentiate between different gestures, we
based the analysis on the personal templates generated from the participants, as shown
in Figure 9. As this chapter will focus on analyzing the signals, we refer the reader to
Chapter 4 for a description of the gestures. The findings in this chapter formed the basis
for the recognition modules that is described and analyzed in Chapter 6.

Since this is not a biometric project, but a project where the recognition of gestures is
a subpart, we acknowledge the fact that we have not explored as many distance metrics
and pre-processing steps as possible. The reason for this is because our aim was not only
to obtain good recognition rates, but also to design and develop authentication schemes
utilizing these. It is also important to keep in mind that the processing power of the iPod
Touch is very limited, and it was for this reason very important to enforce as simple and
effective algorithms as possible.

5.1 Template creation

Before heading into the analysis of the different gestures, their signals and properties,
this section introduces the methodology used in the generation of the templates.

We generated templates to minimize errors. The most important aspect in achieving
this, was to make sure the templates were representative for all the users in the dataset,
for each specific gesture. The reason why we chose to generate one template for each
gesture, which should be representative for all users, instead of using the already gen-
erated personal templates, was because we wanted to generalize. Also, the general tem-
plates gave us sufficient accuracy without requiring the use of personalization, as shown
in Section 6.3. It is clear that using a training data set for personalization will provide
improved results, and these can be obtained in the course of regular use, avoiding the
need for explicit training sessions whilst also allowing for conceptual drift in the train-
ing. However, as described in Section 5.3.1, this will be considered in future work. Also,
including personalization would mean having the same participants in all experiments,
something which we did not have the luxury of.

In the generation of the general templates, we had to consider all the factors that
could affect the strength of the templates. We focused on maintaining the statistical
properties of the sequences, in order to achieve unbiased recognition rates. The human
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considerations discussed in Section 2.3 was taken into account, as it was important that
the choice of fitting function used for the template generation, reflected the challenges
in the population and in the signals produced.

Our dataset may contain outliers in the sense that some people might have completely
different ways of performing a gesture, in comparison with the rest of the population,
as discussed in Section 5.3.1. As our templates should be representative for all users, we
had to make sure that both the length of the sequence, the data point values, and the
curvature was representative. Due to the difference in acceleration we experienced when
different people performed the same gesture, we expected high variances between dif-
ferent points in the datasets, something that could lead to skewed curves. It is important
to remember that the most important aspect in recognizing a gesture is that the curves
produced from the template sequences are representative in such a way that they main-
tain the principal components describing each gesture, as this enables us to create more
accurate recognition algorithms. The time used to perform a gesture will, as discussed
in Section 2.3, affect the length and skewness of the graphs produced. To handle these
variations, and to make our templates as representative as possible, we investigated a
number of different fitting functions.

The arithmetic mean is a well known fitting function, but since we expected high
variances in the data sets data points, we decided that this would skew the curves to a
point where the characteristics of the template would not be representative for the entire
population, or the gesture. If for instance one person produce more acceleration than all
the others, his way of performing the gesture will get a higher impact on the template
than desirable. The mean without outliers, was also considered, but after testing, this was
also found unqualified, as it produced curves which did not maintain the principal com-
ponents. This is because it was very difficult to identify the outliers in the dataset, since
people have different ways of performing a gesture, with different amounts of acceler-
ation and speed. We also discussed the possibility of implementing more sophisticated
fitting functions like polynomial fitting, but we concluded that this would be an overkill,
when considering the type of sequences we have to play with. After investigating and per-
forming small range experiments with different fitting functions, we chose to use median
as our fitting function. Using median gives us templates which represent the "general"
way of performing a certain gesture without having to worry about extreme cases hav-
ing a tremendous affect on the template. Median will also give us smooth lines in the
templates which makes it easier to maintain the principal components describing each
gesture. Another argument for using simple fitting functions is that the gestures are re-
strained by physiological properties. Having restrained gestures provides us with clearly
distinguishable and stable signals, which does not require sophisticated fitting functions,
as the data values will not vary significantly from the expected values. This also means
that the principal components describing each gesture will be constant across different
datasets.

To investigate how representative templates we got by using median, we ran tests
using DTW to generate distances from the samples the template was generated from,
to the template itself. It is important to notice that the numbers themselves does not
mean very much, as the costs for insertion, deletion and substitution affects these, what
is important notice is the standard deviation. This tells us something about how repres-
entative the generated template is for each of the underlying samples. Table 1 shows the
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distances generated from 5 of our users to the personal template generated from those
5 samples. What is important to notice is that most of the distances are close together,
with a low standard deviation, which indicates that the template is representative for all
of them. There are however some outliers, and we can see that those typically come in
the first sample for each user. This means that the users perform the gesture a bit odd
the first time, and then become more stable. This is the reason why we have two lines
showing different standard deviations in Table 1. The first one represent the whole set,
while we in the second have taken out the first sample for each user, and recalculated
the standard deviation.

The DTW implementation used to generate these distances is the same implement-
ation that is described in Chapter 6. The only difference is that we chose to eliminate
the non-contributing axes for each particular movement, as they only introduce noise.
Eliminating the noise allowed us to focus solely on determining whether median was the
best fitted function.

Table 1: Shows the DTW distances generated when comparing each sample of 5 ran-
domly picked users against the template generated from those samples. This particular
example represents 5 users back flips, where each column represents one user’s distances
to his own template. The first line of standard deviation shows the standard deviation of
the whole set, while the second to last line shows the standard deviation after removing
the first sample, which was seen as a training sample.

1 2 3 4 5
41.18 29.36 14.29 31.67 30.57
19.73 27.09 17.81 21.35 24.57
17.84 22.72 20.94 17.74 16.29
21.17 27.79 21.69 18.89 26.03
22.42 18.71 21.64 14.25 32.56
σ = 9.49 σ = 4.35 σ = 3.20 σ = 6.60 σ = 6.32

σ = 1.96 σ = 4.22 σ = 1.83 σ = 2.95 σ = 6.68

The same calculation as shown in Table 1, was performed for all gestures, with sim-
ilar results. The intra-class distances (by this we mean the distances from one persons
samples to his own personal template) are very close, which indicates that the templates
are representative. What is important to remember is that although two sequences get
the exact same distance score, this does not mean that they are identical. This only means
that the same amount of operations was needed to transform those sequences into the
template. Also, since hand gestures are very variable, even from the same person, the
main purpose of a template is to be as close to all samples presented by that user. Having
this feature allows us to not only recognize a gesture when the user performs it per-
fectly, but also when he performs it a bit oddly. This is also why a low standard deviation
indicate that the templates are representative.

The fact that circular motions have a higher standard deviation than the rest was
expected, as they are harder to reproduce, thus introducing an even higher amount of
intra-gesture variance. For a visual representation of the template generation, see Fig-
ure 9.
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Figure 9: The red line represents the template which is generated from the 5 other
samples (the black lines). The data in these graphs represent a left flip.

5.1.1 General template creation

When it comes to the creation of the general templates, which represents the general
way of performing a certain gesture based on input from all users, we used the same
methodology as for the personal templates. The only difference is that we took the tem-
plates from all users for a specific gesture as input. Table 2 shows the distances when
comparing each users personal template against the general template for that particular
gesture. The reason why CR and CL get higher distances is because we included all three
directions, as all of the axes are involved when conducting a circular motion. This will
also cause a higher standard deviation, as the distances grow proportionally.

The reason why the standard deviation is generally higher in Table 2, than in Table 1,
is because we compare each user’s personal template to the general template that should
be representative for everyone. This indicates that a biometric approach might be applic-
able in controlled environments, as the users are generally closer to their own template
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than to the general template. The reason why some users produce higher distance scores
than others is because they have a very different way of performing that particular ges-
ture than what is considered "normal" in our dataset. This affects the standard deviation
for the whole dataset, as one user’s high distance will increase the standard deviation for
the entire dataset. This is also the reason why we chose to include a second line of stand-
ard deviations in Table 2, where we excluded one user that had abnormally high distance
scores (the second to last user). After investigating why this participant consequently got
higher distances than the others, we found that the participant in question used more
than twice as much time to complete each gesture. This clearly shows the importance of
tempo and speed in completing the gestures, something which indicates that using time
interpolation could improve our recognition rates.

Since the templates provides us with relatively close distance scores to most of our
users, this indicates that they should be usable for recognition purposes. As the general
templates job is to reflect the "normal" way of performing a gesture, it should be as close
as possible to the personal templates. It should however, not be affected by outliers in the
sense that one outlier increases the distance for all. We would rather have that 19 out of
20 personal templates match accurately, than having all 20 match somewhat. This is also
the reason why ended up with median as the fitting function. In order to achieve good
recognition rates, it was important to set thresholds and cost variables that reflected the
fluctuations in the dataset. This analysis is presented in Chapter 6.

Table 2: DTW distances produced when comparing each user’s template to the general
templates. The lines marked "Alt" shows the calculations after excluding one problematic
user.

LF RF BF FF CR CL
33.907 22.628 33.105 35.297 67.460 64.2166
56.414 54.892 56.527 32.839 89.965 78.3554
35.071 19.653 15.957 30.552 88.0144 93.6099
50.987 44.707 41.457 40.892 101.6427 98.6015
47.869 22.141 35.697 64.119 135.6198 127.383
38.993 39.178 40.648 33.575 86.7814 91.1293
65.538 74.869 25.975 32.027 90.0870 66.6860
40.307 47.511 35.214 35.347 65.8085 62.0754
55.027 43.380 32.915 35.886 75.2030 94.9251
42.494 50.209 53.863 55.210 109.381 106.340
38.625 58.137 51.944 48.432 160.056 152.534
36.529 44.342 52.790 44.205 91.8093 83.4760
53.839 50.863 45.603 42.307 75.2340 87.2440
41.031 33.657 39.208 41.244 89.9226 69.4960
29.741 24.541 29.771 31.438 49.1099 79.5474
49.908 59.875 47.644 47.077 86.0605 92.6215
43.574 60.262 53.479 60.270 85.2900 78.2280
62.177 54.229 37.650 34.331 74.7037 82.4424
68.067 110.16 100.69 87.015 162.056 138.379
35.384 31.521 25.427 47.186 106.097 94.8507

σ = 11.086 σ = 20.94 σ = 17.49 σ = 14.011 σ = 29.051 σ = 23.917

µ = 46.27 µ = 47.33 µ = 42.77 µ = 43.96 µ = 94.51 µ = 92.10

Alt. σ = 10.097 σ = 15.24 σ = 11.25 σ = 9.941 σ = 24.98 σ = 21.877

Alt. µ = 45.12 µ = 44.03 µ = 39.73 µ = 41.69 µ = 90.96 µ = 89.67
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5.1.2 Our median implementation

In the creation of the templates, one sample is represented as a class-instance that has
three arrays; one for x, one for y and one for z-values. To create the templates we there-
fore used the algorithm outlined in algorithm 1, where the length of the template x, y, z
arrays is determined by the average length of all the sample x, y, z arrays.

Further on, to populate the template arrays, we calculated the median value of each
index by extracting for instance the first x, y, z values from all the samples, storing these
in separate arrays (separated by direction), and then take the median of these temporary
arrays. We then fed the calculated median value into the template array for that partic-
ular index (in this example at the beginning). By using this methodology, we make sure
that the generated templates are representative for the samples that were gathered, at
each data point.

Algorithm 1 Pseudocode for the template creation.

All samples have three arrays containing x, y and z values.
for i=0; i<avg length of arrays do

for all sample arrays do
fetch x, y, z values at index i
store these into temporary x, y, z arrays
calculate median of these arrays, and put this value into template at index i

end for
end for

When it comes to deciding the length of the general templates, this was explored
in detail since the length of the 100 sequences varied significantly. We found that all
participants introduced a delay between conducting the gesture and pressing the stop
button, something which gives us noise at the end of the signal. The same delay was
also found in the beginning of the signal. After investigating the sequences manually
we found that most users used approximately the same amount of time to complete the
gestures, and that it was the delay that varied the most between the participants. For this
reason, we chose to take the average length of all of the sequences for one gesture as
the length of the general template. We experimented with other, more elaborate ways of
calculating where the end should be, like for instance checking the relationship between
acceleration and time. However, we found that using the average length was the most
suitable and stable approach. We also ran an experiment where it was found that none
of the 100 sequences had any noticeable acceleration after this point in time. This means
that we only removed noise at the end, which wont have a big affect when it comes to the
DTW distances, as it will simply enforce a few deletions or insertions, should a sequence
be longer or shorter than the template.

5.2 Gesture characteristics

This section includes a description of the principal components that make up each ges-
ture. We will also discuss the principal characteristics of each gesture, when it comes
to recognizing and separating one gesture from another. It is important to have general
templates that are close to all users, but it is even more important to be able to separate
one gesture from another. Without that feature, an authentication scheme using gestures
would be inapplicable.
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The same analysis was performed on every gesture, but we will only present one full
analysis (on RF and LF), since it is a repetitive process. For the remaining gestures we
will focus on describing the key aspects of each gesture. While reading this section, we
refer the reader to Section 4.1.2, where the gestures are described. The gestures will be
discussed in pairs, as for instance a right flip is an inverted left flip, and should produce
very similar signals. As we only show selected graphs in this section, we refer the user to
Appendix A, where all the signal graphs are shown in more detail.

5.2.1 General description

Before we start describing each gesture’s signals, it is important to clarify some points
that count for all of the gestures. As we in our experiment instructed the participants to:
Click a button, perform the gesture, and then click the button again, this introduced a
delay. This delay is the time between the participant clicks the start button, to he performs
the gesture, and also the time after finishing the gesture to pushing the stop button. The
amount of delay varies from person to person, and we can see it in the graph as the time
where the acceleration in the active directions stay around 0 before picking up noticeable
acceleration. Figure 11 serves as an example, where we clearly can see the delay before
and after the gesture is conducted. The effect this delay had on our recognition modules
was considered during the recognition experiments.

5.2.2 Right and left flip

Right and left flips are, as described in Section 4.1.2, when a user tilts the device from its
starting position to the right and left, respectively. Figure 10 shows a number of different
left flip templates plotted against each other. As we can see, there is a repetitive pattern
in the x-direction, where the users start and end up around 0 in acceleration, while they
at the minimum point reach −1. For a right flip, as shown in Figure 11(a), the x direction
is the inverse of the left flips curve, starting at 0, going up to maximum of 1. This is in line
with our expectations, and gives us a good view of the principal components describing
the x direction.

In both a left and right flip, the y-direction should only produce noise. It should in
theory be situated around 0 in acceleration, because the direction should not be involved
in these particular movements. As we can see from the signals in Figure 10(b), there
is, however, some acceleration present in this direction, which most likely comes from
shivering. It can however, also indicate an abnormal way of performing the gesture. If
one for instance tilts the device forward or backward while conducting the gesture, the
y direction will get acceleration. Such an execution of a left flip would most likely have
made a high impact on the distance scores to the general template if we included this
direction for left and right flips, as was discussed in Section 5.1.1. However, since we are
using median as the fitting function, we do not have to worry about outliers affecting the
overall template.

From a biometric perspective, the y direction might be very interesting, as it can
contain user specific information. An investigation on whether the shivering was constant
for the different users, could have added extra bits to the gesture, which could increase
the inter-class distance.

Figure 10(c), shows that the z direction is very much involved in the execution of
a left and right flip. This is also in line with our expectancies. Although the peaks are
skewed from user to user, the pattern remains the same. The reason why some have
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higher peaks than others, is due to the amount of acceleration they produce while con-
ducting the gesture. This can vary from person to person, but as we are only interested in
recognizing a general gesture, the pattern is more important than where the peaks are.
The z direction provides us with almost identical signals for both a right and left flip, as
shown in Figure 11(c).
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Figure 10: Cross-plot of a number of different left flip personal templates.

Figure 11 shows the general templates generated from all of the participants personal
templates for left and right flips plotted together. What is important to notice is that the
only real deviation between a right and a left flip comes in the x direction. In the y and
z direction they are almost identical. This means that we will have to focus on the x
direction in order to separate them.
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Figure 11: Shows the general template for a left and right flip.

For more detailed graphs describing each gesture and their templates, we refer the
reader to Appendix A.

5.2.3 Front and Back flip

Our next pair is the front and back flip gestures. As with the left and right flips, the
back and front flip are in theory, identical, but inverted gestures. In this case, it is the
x direction that is the uninteresting axis, as this in theory should only consist of noise.
Figure 12 supports this hypothesis, as we can see that the general templates for a front
and back flips x axis is situated around 0 in acceleration. Similar to what we saw in
Figure 10, we do experience some variances in the noise direction, for the same reasons
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as expressed earlier. This can be seen in Appendix A.
The y axis is, as shown in Figure 12, the axis where a front and back flip differs the

most. We clearly see that the signals are pretty much identical, but inverted. The most
interesting axis in the front and back flip gestures is the y axis, as this contains the most
acceleration. As discussed in Sections 2.3 and 4.1.2, the capability of our wrists restrict
our front flips more than our back flips. This is clearly seen in Figure 12(c), where the
front flip produce significantly less acceleration in the z direction. This may of course
vary from person to person, which is shown in the more elaborate graphs in Appendix A,
but for the average participant, our wrist are easier to bend backwards than forwards. In
a biometric approach, the front flip might prove to be the most distinctive movement, as
physical restrictions make it harder to reproduce another person’s trait.
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Figure 12: Shows the general template for a front and back flip.
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5.2.4 Circular motions

Although the signals produced from the circular motions are very restricted, we clearly
see a repetitive pattern. Figure 13 also shows that the two circular motions are, as expec-
ted, identical but inverted. All three axes produce wave-like signals, but with very little
acceleration. The amount of acceleration produced, depends on the speed and size of the
circle, as shown in the more detailed figures in Appendix A. We can however clearly see
that the fluctuations in values are much less than in the other gestures, and that all three
axes are involved in the movement. To get a more detailed description of the gesture, we
would have needed a gyroscope (since these can measure translations, such as horizontal
movement without acceleration) in combination with our accelerometer.
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Figure 13: Shows the general templates for left circles and right circles plotted against
each other.
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5.3 Discussion of results

Throughout the analysis of the signals we have seen that the general templates describe
and maintain the principal components of the gestures. We have also seen that some
people deviate in the execution of the movements from the principal components, by
including the so called noise axes. Whether or not we should include these noise axes
when making our recognition modules, is discussed in Chapter 6. On one side, these axes
does not contain any descriptive information, but they might indicate that two gestures
are not the same (e.g., if the probe sequence has significant acceleration in a direction
which, in the general template, should be noise). Including the noise axes in the com-
parisons might therefore help us to differentiate one gesture from another, as a sequence
which have acceleration where the template expects noise, will get a significant addition
to the total distance.

When we calculated distances from each participants personal templates to the gen-
eral templates, we saw that most of our participants had very similar distances to the gen-
eral templates. In this particular experiment we excluded the noise axes, as we wanted to
focus on the important axes in order to determine the principal components. We exper-
ienced that some persons produced higher distances than others, which also increased
the standard deviation significantly. If we compare the standard deviation of the dis-
tances between one participants samples and personal template, to the distances from
the personal template to the general template, this support our hypothesis that the prin-
cipal components are the same for all users for the same gestures, and that our template
creation method have maintained this in such a way that it is representative for everyone.

Since all samples was gathered in one round, we cannot deduct any explicit reasoning
whether or not people get more stable in conducting the gestures over time. We do
however, believe that people will become more and more similar to the general templates
over time, as these explicitly represent the principal components describing each gesture.

5.3.1 Personalization of templates

Since we wanted to focus on building our authentication schemes and test these, we did
not implement any method for template personalization. We acknowledge the possibility
of adapting the general templates over time, to improve the recognition rates. The basic
idea is that every time a person performs a gesture which is accepted, that particular
sequence should have a personification affect on the general template. This allows us
not only to improve the recognition rates, but also to include some sort of personal
information in the general templates, which will make it harder for an attacker to reply
the login sequence. There have been presented different methods for template adaption,
but perhaps the most promising one is provided by Liu et al.[24]. In their paper they
acknowledge the same fact that we have proven throughout our analyses in Chapter 6;
that there is a big variance in how different people perform the same gesture, and that
this calls for templates. This is also the reasons why we experimented with personal
templates, as shown in Table 1. We showed that we by using personal templates got
significantly lower intra-class distances than if we simply used one of the raw samples as
the template. This is for the same reason as discussed for the general templates.

As mentioned in Chapter 10, this is something that would be interesting to look into
in future research.
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6 Recognition performance

This chapter presents the analysis performed on the distinctiveness of hand gestures, and
the recognition rates obtained by using our recognition modules. We have performed dif-
ferent analyses, and this chapter describes the results and prerequisites of each of them.
Section 6.2 describes an experiment where the goal was to investigate how distinctive
the raw hand gesture sequences were, while Section 6.3 describes a more elaborate re-
cognition experiment, where we utilize the general templates, generated in Chapter 5,
for recognition purposes.

In the forthcoming sections, the following equations form the basis for how we calcu-
lated the false match (FMR), and false non-match rate (FNMR):

FMR =
Number of accepted impostor attempts

Total number of impostor attempts
(6.1)

FNMR =
Number of rejected genuine attempts

Total number of genuine attempts
(6.2)

It is important to remember that, since we are operating on restricted platforms, our
aim was not only to achieve good recognition rates, but also to keep the computational
costs to a minimum. The reason for this is that the code assessed in this chapter forms
the basis for the recognition modules incorporated in our authentication schemes, as
described in Chapter 7.

6.1 Distance metric notes

Before heading into the results of our experiments, this section describes the distance
metric used, its parameters and modifications. The DTW algorithm allows for tuning by
altering the costs for insertions, deletions and substitutions. We can also tune our recog-
nition algorithm by experimenting with how we combine the three individual distance
scores (x, y, z), that we get from each comparison.

6.1.1 Costs

By adjusting the costs for insertions, deletions and substitutions, we directly affect the
distances produced between two samples. It is important to find a relationship between
these three cost-factors that generates high distances between inter-gesture sequences,
but keeps the intra-gesture distances as low as possible. Having too high costs produces
undesirable false non-match cases, as small fluctuations between two sequences will
produce high distances. Also, due to the different characteristics of each gesture, we
needed to find costs that work for all gestures, something which means they may not be
optimized for each individual gesture, but for the whole vocabulary of gestures.

In the related work study we investigated work on both hand gestures and similar
signals (e.g, from gait and speech), where all reported different cost values. However,
as all were situated between 0.1 − 1 for insertions and deletions, and as the optimal
cost for each operation varies from dataset to dataset, we decided to test every value in
this interval. We found that using 0.4 gave us the best error rates for the total set. The
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reason why one value is better than another is due to the fluctuations, and the average
intra-gesture distances in the dataset [13].

When it comes to the cost for substitutions, we found that using the absolute value of
the distance between the two vectors, divided by the maximum set distance, gave us a
suitable relationship between insertion, deletion and substitution costs. This means that
it should be cheaper to perform a substitution than an insertion or deletion if the data
points are very close, and vice versa.

sub =

∣∣∣∣ (x− y)

Maximum set distance

∣∣∣∣ (6.3)

6.1.2 Combining the three vectors

Since we in our case have three axes (x, y and z) that, when combined, describe one
gesture, we will for each comparison get three unique distances. Earlier, the possibility
of eliminating the noise axis was discussed, but since we need one dynamic recognition
module that allows for many-to-one recognition (both identification and recognition)
in our authentication schemes, all axes needed to be included. We experimented with
using only the "important" axes for each gesture, but found that although the noise axis
does not contain valuable information for describing a gesture, it helps us to separate
gestures; if we see acceleration in a direction where the template has none, then we can
be quite sure that these sequences does not descend from the same type of gesture. Also,
the error rates produced when using only the important axes had more false match cases,
something which supports this hypothesis. This is the reason why we chose to use all axes
in the comparisons, regardless of which gesture we are comparing against. Further on,
since we wanted to put an equal amount of weight on each axis (since we developed one
universal recognition module), the total distance from one gesture to another is the sum
of the three distances.

Distance[A,B] = DTW[A[x], B[x]] +DTW[A[y], B[y]] +DTW[A[z], B[z]] (6.4)

If we were to develop a one-to-one recognition module, then we probably could have
increased the recognition rates by focusing on the important axes for each gesture. Such
recognition modules are however not usable in challenge-response schemes.

6.2 Gesture distinctiveness

In order to get a picture of how distinctive the different gestures were, we conducted
an experiment on the dataset collected in the data acquisition experiment, described in
Chapter 4. Even though we in Chapter 5 saw that the principal components describ-
ing each gesture are significantly different, we needed to investigate how different they
were in terms of DTW distances. To achieve this, we conducted an experiment where
every sample sequence was compared against all others. This allowed us to see see how
close all sequences from the same gestures were, and how far away they were from the
other gestures, in terms of DTW-distances. For this particular analysis, we focused on
investigating the more controlled wrist gestures RF,LF,BF and FF. The algorithm used in
this experiment is shown in Algorithm 2.
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Algorithm 2 Pseudocode for the all-to-all comparison. All sequences are read from file
in such a way that we know which "type" they are.

for all sequences i do
for all sequences y except i do

Calculate distance between i and y
if i.type == y.type && distance > threshold then

false non match
else if i.type != y.type && distance <= threshold then

false match
end if

end for
end for

Algorithm 2 is, by using the type parameter, aware of what kind of gesture i and y are.
As everything is counted twice, we get the following number of genuine and impostor
attempts:

GENUINE ATTEMPTS = (((samples per participant× participants)

× participants − 1) ∗ number of gestures)

= ((5 ∗ 20) ∗ 99) ∗ 4 = 39600 (6.5)

IMPOSTOR ATTEMPTS = (((samples per participant× participants)

×number of gestures − 1) ∗ number of gestures)

= ((5 ∗ 20) ∗ 300) ∗ 4 = 120000 (6.6)

6.2.1 Comparison details

The fact that there are 4 different gestures considered in this experiment had to be taken
into account when generating error rates. As each gesture has different characteristics,
with different intra-gesture distances, we had to specify unique thresholds for each of
them, in order to obtain optimal results. Also, we focused on the total error rates of the
four gestures combined, which is why the error rates in Table 3 is varying when it comes
to the FMR and FNMR for each specific gesture.

As shown in Table 3, we got a FMR of 30.58%, and a FNMR of 25.27% in this ex-
periment. This clearly shows that the raw sample sequences themselves are not very
distinctive, something which is caused by high intra-gesture variances, even between the
same participant. The rates from the individual gestures can, although not perfectly dis-
tributed, indicate the distinctiveness of each particular gesture. We see that BF and FF
is by far the most distinctive gestures, and produces the lowest error rates. This has two
main reasons; (1) they are the easiest to conduct, in the sense of repeatability and wrist
movements, and (2) they produce less acceleration than the others. The latter makes
them easier to compare and distinguish, because the possible fluctuations between par-
ticipants is limited by the gesture itself. Section 6.3 contains an analysis when using the
general templates for recognition, where we achieved significantly better error rates.
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Table 3: Shows the false match and false non-match rates when performing an all-to-all
comparison, where every sequence is used as a template for comparison.

Gesture FMR FNMR
RF 42.33% 24.14%
LF 44.80% 21.9%
BF 20.01% 26.44%
FF 15.17% 28.61%

Total 30.58% 25.27%

6.3 Using the general templates for comparison

This section contains a description of the experiment where we utilized the general tem-
plates created in Chapter 5. We used the same methodology as described in Section 6.2,
and did not utilize any preprocessing algorithms since we operate on a platform with
restricted computational power.

One could argue that since these experiments are conducted offline, we could have
implemented preprocessing steps to optimize performance. However, since the goal of
this project is to develop a solution for live recognition in real time, we focused on this
particular problem. All algorithms and methods was developed with the intent of live re-
cognition, and with the aim of being usable as recognition modules in our authentication
schemes. In this experiment we also included the arbitrary, circular motions. Since we in
the creation of the general templates used the complete dataset gathered from the data
acquisition experiment, we acquired an additional dataset to avoid any statistical de-
pendency which would have biased our results. The dataset collected for this experiment
is described in detail in Section 6.3.1.

The algorithm used to produce error rates in this experiment (Algorithm 3), uses the
general templates as static references, which gives us the following number of impostor
and genuine attempts:

GENUINE ATTEMPTS = (samples per participant× participants) = 18× 5 = 90 (6.7)

IMPOSTOR ATTEMPTS = ((samples per participant× participants)

×number of gestures − 1)

= (18× 5)× (6− 1) = 450 (6.8)

Since we now have significantly fewer attempts, each sample counts more in terms of
statistical calculations, and our calculations are therefore more susceptible for outliers.

Table 4 shows the error rates obtained in this experiment. Since we in this experiment
had less genuine and impostor attempts, we focused on getting both the individual error
rates and the combined error rate as close to an equal error rate as possible. By comparing
these results with the ones in Table 3, we see that they are not only lower (FMR=5.17%
and 8.11%, FNMR=4.72% and 8.15%), but also consecutive when it comes to the fact that
"back flip" is the most stable and distinctive gesture. As indicated in the signal analysis,
a BF is very easy to perform, and this is also most likely why it produces the best results.
The other controlled wrist gestures FF, LF and RF are more rigid gestures, which means
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Algorithm 3 Pseudocode for using the general templates as the reference in the error
rate calculation.

for All gestures general template i do
for all sequences y do

Calculate distance between i and y
if i.type == y.type && distance > threshold then

false non match
else if i.type != y.type && distance <= threshold then

false match
end if

end for
end for

that there are more room for personalization of the gesture between participants, which
can be seen in the error rates.

The circular motions were included in this experiment, and we clearly see that they
produce significantly higher error rates than the controlled wrist movements. This is,
however, as expected, as circles introduces additional vectors when it comes to the ex-
ecution of the gesture, like for example speed and size of the circle, along with the
orientation of the device while conducting the gesture. These are all factors which will
significantly affect the distance from the template, to the probe sequence.

Table 4: Shows the false match rates and false non-match rates when using the general
template for each gesture as the reference.

Gesture FMR FNMR
RF 6.44% 5.56%
LF 5.33% 4.44%
BF 2.89% 2.22%
FF 6.00% 6.67%
CR 14.22% 15.56%
CL 13.78% 14.44%
Total without CR,CL 5.17% 4.72%
Total w/CR,CL 8.11% 8.15%

The reason why these error rates are lower than the ones in Section 6.2 is due to the
distance metric used to create the general templates. As each template is an artificially
generated sequence based on a median calculation of 100 raw samples descending from
20 unique participants, it is situated somewhere in the middle of all of the raw sequences.
As a result of the distance metric used, the template has an averagely lower distance to
all of the raw samples, making it less vulnerable against the intra-gesture variances.
Figure 14 illustrates a visual example, where the red dot indicates the general template,
and the black dots are raw sequences descending from the same gesture.

In the experiment leading to the results in Table 3, all raw samples were used as
references, and compared to all other samples from the same gesture. As illustrated
in Figure 14, having raw samples as templates gives us a higher average intra-gesture
distance, than when using the calculated templates. Since the general templates lowered
the intra-gesture distances, this allowed us to set stricter thresholds with the effect of
eliminating false match and false non-match cases and increasing our recognition rates.
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All-to-all comparison

Using general templates

Figure 14: Illustrates the benefits with using general templates. In the all-to-all com-
parison, each and every node gets compared to all others, while when we use general
templates, these are the only references. Since the general template is based on a big
number of sequences, it is located somewhere in the middle of the other samples, hence
giving us lower intra-gesture variances and better results. The green and red windows
indicate a sequence within and outside the threshold, respectively.

6.3.1 Verification dataset details
Acquisition

The acquisition of this dataset followed the exact same restrictions as imposed in the data
acquisition experiment outlined in Chapter 4. The methodology, setup and circumstances
were identical, the only separating factor was the participants.

Participants

The participants in the verification set were mainly students and employees at HiG. We
had a total of 18 participants (15 male and 3 female). Nine of the participants also con-
tributed in the first dataset, but we gathered new data to eliminate any dependencies
against the general templates. As in the first dataset, none of the participants had any
significant illnesses that could affect the execution of the gestures. We had also here
people from different cultures, age groups and faculties. When conducting the gestures,
the participants could choose whether they wanted to stand or sit. The only enforced
requirement on the environment is that they should start and stop the gesture in the pre-
defined position. The age for the female participants where closely coupled this time, and
ranged from 22-24 (µ=23 and σ=1), while the males age ranged from 21-35 (µ=25.06
and σ=3.86). In total we had an average age of 24.72 years and a standard deviation of
3.61.

6.4 Additional notes

It is important to remember that, in order to achieve good recognition rates in the authen-
tication schemes, the participants will need to follow the same restrictions when it comes
to gesture execution. By following these prerequisites, we have shown both through the
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signal analysis, and in our experiments, that we can distinguish rigidly between differ-
ent gestures even without any preprocessing steps. However, when we incorporated our
recognition modules in the authentication schemes, we had to consider the fact that the
users are not only performing gestures, but also interacting with the scheme. This might
lead to more unbalanced ways of performing the gestures, something that was taken into
account when we incorporated the recognition modules in the authentication schemes,
by slightly heightening the thresholds for each specific gesture.

6.4.1 Implementation and complexity details

Our recognition module allows for both many-to-one and one-to-one recognition. Many-
to-one recognition includes both identification and recognition, while one-to-one recog-
nition includes only the latter. The two algorithms are outlined in algorithm 4 and 5.

The algorithms themselves are quite intuitive, however, there are a few things that
should be specified; The first being that each of the general templates have their own
thresholds, derived from the experiments conducted in the previous chapter. In the case
of an one-to-one comparison (algorithm 5), the algorithm matches a probe sequence
against the expected gestures template. This is the simplest case of recognition, and
limits us to usage areas where we know what kind of gesture to expect, something which
is clearly undesirable. Algorithm 4, which allows for both identification and recognition
(many-to-one), is a bit more complicated. To identify which gesture was performed, the
algorithm computes the DTW-distances from each template to the probe sequence. The
algorithm then picks the closest template, in terms of DTW-distance, and investigates
whether or not the probe sequence matches within the identified gestures threshold.
When we get a non-match in this algorithm, this means that the user performed a gesture
which did not match any of the general templates within their individual thresholds.

The reason why we generate distances to all templates before checking against the
individual thresholds (and take the decision of a match or non match), is because we
wanted our recognition to be as stable as possible. Also, to eliminate error cases where
for instance a left flip gets a score below the right flip templates threshold (a FMR case),
we compute all distances on beforehand. This allows us to pick the closest template, and
the odds are great that the conducted left flip will match the general template for a left
flip even more accurately than the right flip template. We have also seen throughout our
analyses that even though a sequence is declared as a non-match, it is in most cases
closest to the correct general template. The drawback with the many-to-one comparison
module is that the device has to conduct x number of DTW-comparisons, where x is the
number of gestures enrolled in the system, while only 1

x comparisons in an one-to-one
comparison.

The mode of operation does not affect the error-rates, but it does directly affect the
computational cost required to make a comparison. We implemented both methods, and
found that the many-to-one module uses roughly 1.5 seconds to identify and recognize a
gesture (when including all gestures), on the 2nd generation iPod Touch. This is of course
an undesirable overhead in any authentication scenario, and it shows how important it
is for us to keep the complexity of the recognition module to a minimum. As we are not
using any post- or pre-processing steps, the complexity lies in the DTW algorithm. Since
we utilize a standard DTW approach, the complexity evaluation in [60] holds for this
discussion; As each cell in the matrix is filled once to determine the best possible way
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to transform A into B, we get a time and space complexity of O(N2), if N = |A| = |B|.
In this thesis where |A| 6= |B| in most cases, we utilize insertion and deletion operations
to deal with sequences of unequal lengths. This means that the complexity in our case
is O(N2 + (|A| − |B|)). As we have a matrix that grows quadratically, comparing long
sequences will enforce significantly higher computational costs, than comparing shorter
ones. This means that more descriptive gestures will require more computational time
than the more controlled wrist movements. Also, in newer devices, N might increase as
a result of more descriptive sensors or the inclusion of gyroscopes.

Having discussed the complexity of the recognition module, we must take into consid-
eration that these schemes are mostly aimed at more sophisticated devices like the iPhone
3GS/4G or the HTC Desire, where the computational power is significantly greater than
in our device. As an example, the HTC Desire has a 1GHz processor and 576 MB of RAM,
while our device has merely a 412 MHz processor and 128 MB of RAM. We can for this
reason tolerate some time-overhead in our schemes, as this is for experimentally pur-
poses only. This discussion also strengthens our hypothesis that we cannot include any
elaborate pre-processing steps, or utilize more intelligent distance metrics, while keeping
computational cost to a minimum.

Algorithm 4 Pseudocode for the algorithm used to perform identification and recognition
(many-to-one recognition).

Record probe gesture y
for All general templates i do

Calculate distance between i and y by using DTW
end for
Sort distances and find the closest template i to y.
Set i = the closest template
if The distance between y and i <= i ′s threshold then

We have identified and recognized the gesture y
else
y does not match any of our templates within the threshold

end if

Algorithm 5 Pseudocode for the one-to-one recognition module, which means that we
can expect a certain type of gesture as input.

Decide which gesture we are expecting, and choose the corresponding template i
Record probe gesture y
Calculate distance between i and y by using DTW
if The distance between y and i <= i ′s threshold then

We have identified and recognized the gesture y
else
y does not match i

end if
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7 Authentication schemes

This chapter presents the two authentication schemes we have developed. We will through-
out this chapter describe the anatomy of the schemes, and what they add in terms of
security. We will also describe the different experiments we have performed to validate
them. The experiment descriptions contains detailed information about the experiment
protocol, the experiment goal, and also theoretical security assessments.

Section 7.1 presents a scheme where we use gestures and PIN-codes in combination
to allow for obscured logins, while we in Section 7.2 present a more elaborate scheme
resistant to replay and shoulder surfing attacks.

Definitions

The following terminology is used in the description of the authentication schemes and
the experiments:

Victim: The victim is the person operating the device, hence it is also he who utilizes
the authentication scheme.

Attacker: The attacker is the person trying to deduce the PIN code of the victim. He can
either do this by watching (experiment 7.1), or by analyzing video footage
(experiment 7.2). An attacker can also be referred to as an observer.

Experimenter: The experimenter is the person responsible for the execution of the
experiment. He is responsible for describing the experiment protocol and the scheme to
the participants. The participants can take the role of both an attacker and a victim,
depending on which scheme we are testing.

Safe and decoy colors: In the challenge-response scheme described in Section 7.2, we
refer to safe and decoy colors. In the context of this scheme, the safe colors are the ones
that the user protects, while the decoy colors are the ones he willingly reveals
throughout the protocol, in order to protect his PIN-code.

7.1 Gesture and PIN-code based authentication

This scheme utilizes a combination of PIN-code and gestures to improve the overall se-
curity of the authentication scheme. What separates, and makes this protocol more se-
cure than normal PIN entry schemes, is that it incorporates gestures to mitigate against
shoulder surfing attacks, by introducing obfuscation in the PIN entry. The gestures also
increase the total entropy of the scheme.

The basic flow of the protocol is shown in Appendix B.1, Figure 29. The principal idea
behind the protocol is to use the gestures as a challenge to the user, by forcing him to not
only enter the correct PIN digits, but also by having him place them in the correct order,
by using different gestures. This means that instead of entering 4 digits in one go (in the
correct order), our protocol expects a 2-tuple C(P,G), consisting of a digit and a gesture,
as shown in Figure 15. The type of gesture in the tuple decides the placement of the PIN
digit, as shown in Table 5.
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P1

G1

P2 P3
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Pn
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Input sequence

Gn

Figure 15: Shows the 2-tuple input sequence, consisting of both a number and a gesture.

As the gestures plays the role of "placing" the entered digit in the right relative po-
sition, each gesture is preassigned to a particular placement, as shown in Table 5. This
allows the user to enter his PIN-code in an obscured manner, since he does not have to
enter the digits in a particular order.

Table 5: Shows the fixed relationship between a gesture and digit placement

Gesture Corresponding placement of digit
Front flip 1
Left flip 2
Right Flip 3
Back flip 4

Another feature is the ability to replace or overwrite previously entered PIN digits.
Although the scheme use a 4-digit PIN-code, we leave the "authentication game" open for
as long as the user wants. This means that the user can enter digits (decoys) which are not
even in the PIN-code, and then replace them with the correct digit later, in an attempt
to throw off eventual observers. We expected that the ability to overwrite previously
entered digits, would make it harder for an observer to deduce the PIN-code.

7.1.1 Validation experiment
Experiment goal
This experiments aim to validate the following hypothesis:

Combining hand gestures and PIN-code will increase the authentication schemes re-
silience against shoulder surfing attacks.

This scheme was developed for the purpose of being intuitive and easy to use. We
believe that its features will mitigate human shoulder surfing attacks, and thus increase
security. We also wanted to investigate the effectiveness of the obscurity mechanism in-
cluded in this scheme.

Experiment constraints and prerequisites

Before conducting the experiment we had two constraints to take into account; our time
schedule, and the participant resources. Optimally we would have liked to perform a
thorough assessment of both the security and the user friendliness of the scheme. How-
ever, since we had a limited amount of time, and for the reason that we wanted to assess
two different schemes, we chose to focus on the observation resistance. Since we already
had verified the recognition rates, and the usability of our gesture recognition modules
throughout the experiments in Chapter 6, focusing on the observation resistance does
not introduce unforeseen dependencies when it comes to error rates, as these are known
from previous experiments.
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Experiment protocol

Although the experiment protocol is influenced by the aforementioned constraints, the
integrity of the results is maintained and all results are statistically sound. As the method-
ology needed to be time-effective we had one static victim, while the participants acted
as attackers. The attack scenario is one-one (in the sense that we had one attacker and
one victim per session), which means that we get;

impostor attempts = participants ∗ number of tries. (7.1)

Since this scheme is dynamical in the sense that the victim can login differently from
time to time, we chose to separate between two types of login scenarios to see if how the
victim utilizes the features of the scheme, affects the observation resistance;

1. The simple login, where the user enters the PIN-code in an obscured manner, without
using the overwrite mechanism. The goal of this sub-experiment was to see if the
attackers managed to connect a PIN-digit and a movement. We expected that this
type of login should be less resilient against observation attacks than the random
login sequence.

2. The random login sequence, where the victim enforces the overwrite mechanism by
entering fake digits and replacing them at a later stage.

The reason why we only had one victim was because we saved time by not having
to instruct multiple victims in how to use the scheme. Like in all "exotic" authentication
schemes, there is a training period where the users needs to get familiar with the method,
and we minimized this by keeping the same victim throughout all sessions. Since we had
already verified the gesture recognition modules utilized in this scheme, we could focus
on the observation resistance. We did however, record error cases where the victim got
a wrong login, either due to faulty execution of a gesture, or if he simply had made a
mistake in the scheme. These errors were seen as the same, as we did not want to give
eventual attackers any feedback from the protocol when it comes to what went wrong in
the user’s login attempt. In order to calculate separate error rates for each scenario, we
separated the two sub-experiments throughout the execution of the experiment.

Attack scenario

We decided to keep a completely open attack scenario. This means that all attackers were
thoroughly instructed in how the scheme operates, and which gesture enforced which
placement of the corresponding digit, as shown in Table 5. Before the experiment star-
ted, each participant was instructed to read and understand the experiment description
shown in Appendix D.2.

Experiment execution

Having described the attack scenario, we can now describe the actual execution of the
experiment. As stated earlier, we had one static victim and a prearranged fixture between
gestures and placements, which was known to both the victim and the attacker. Since we
wanted to focus on the observation resistance of the scheme, we followed a few simple
steps to identify whether or not the attacker had managed to deduce the actual PIN-code,
from watching the login sequence performed by the victim. We had one session for every
attacker (participant). Each session consisted of 2 simple login attempts, and 2 random
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login sequences. The reason why we chose such a low number of login attempts per
participants was due to the available participant resources. For more detailed information
about the experiment procedure, please see Appendix D.1.

The experiment protocol is quite straightforward; we let the victim utilize the scheme
to authenticate himself, and gave the attacker full observability. By full observability we
mean that the only constraint on the attackers was that they could not interfere with
the login sequence, or disrupt the victim in any way. The attacker could watch the login
sequence from the angle he preferred. To check whether or not the attacker had man-
aged to deduce the victims PIN-code, we had the attacker tell the experimenter what he
believed was the correct PIN-code, after the victim has completed his login. The reason
why we had the attackers orally inform the experimenter the secret, instead of instruct-
ing him to replay the login sequence, is because if the attacker had managed to deduce
the secrets, then he should also be able to login, presuming he doesn’t encounter any
errors while conducting the gestures. As we wanted to eliminate error cases where the
attacker faulty performs a gesture and gets denied access, even though he have deduced
the victims PIN, we excluded such error cases as they would only have given us a biased
image of the schemes observation resistance. By having the attacker simply tell the ex-
perimenter what he believed was the PIN-code, we could ignore such error cases and
focus solely on the observation resistance.

Additional notes

We acknowledge that if an attacker can remember all the stages taken in this scheme,
it can be directly replayed. This is why we have implemented a more elaborate scheme
(described in Section 7.2), where challenge-response is included to mitigate such threats.
The goal of this scheme was to see if including gestures adds enough extra bits to the
entropy of the scheme, so that the attackers have a hard time physically remembering
the login sequence, and replaying it.

An obvious extension to this scheme is to allow each victim to bind individual ges-
tures to placements. This would force the attacker to remember all stages taken, since
he cannot deduce the PIN-code itself. This means that the only attack possible on this
scheme is a direct replay attack, which most likely requires either an eidetic memory, or
a video camera.

Participants

The participants in this experiment were mainly students at HiG. We had a total of 20 par-
ticipants (18 male, and 2 female). All of the participants understood the protocol before
we started the experiment, and they all read the experiment description in Appendix D.1.
The age of the two female participants were 23 and 56 (µ = 39 σ = 24.04), while the
age of the male participants ranged from 21 to 56 (µ = 25.61111 σ = 8.161163). In total
we had an average age of 27 years, and a standard deviation of 10.32116.

7.2 Challenge-response scheme

Although the previously described scheme increases security significantly, it is vulner-
able against more elaborate shoulder surfing attacks, where the attackers utilize cam-
eras to videotape the entire login sequence. For this reason, this section proposes a
method which is more resilient against such attacks. In contrast to the previously de-
scribed scheme, this scheme introduces randomness and challenge response from both
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the device and the user. The protocol flow is illustrated in Appendix B.2, Figure 30.
Introducing new elements of randomness allowed us to fully mitigate the threat of

shoulder surfing and replay attacks. In addition to the device randomness, this scheme
introduces two secrets, which is shared between the user and the device:

• The users PIN-code, which in this scheme consists of 8 digits.

• The association between gestures and index regulation (gesture-color associations),
which will be described in detail later.

As stated, the goal was to develop a scheme that is difficult to observe and which will
be different for each protocol run, thus the introduction of randomness. Although the
scheme does not depend on the number of digits in the PIN, the security properties does.

7.2.1 Protocol flow

This section describes the basic flow of the protocol, as illustrated in Appendix B.2, Fig-
ure 30.

1. We assume that the device is a personalized device, so that each user has his own
PIN-code and color association. The PIN is treated as an array consisting of n digits,
with indices ranging from 1 to n.

2. Using a (pseudo-) random number generator ((P)RNG), the device chooses two in-
dices i and j, from the users full PIN. These are visually displayed on the screen, and
presents the user with the challenge of choosing one of the two, by using gestures.
The device also shows two colors on each side of the screen, which associates col-
ors with the gestures the user is going to use to choose between the two indices. As
this is a personalized device, each user selects both a PIN and the gesture-color as-
sociations. This means that the user has two secrets, thus reducing the possibility of
shoulder surfing attacks, and also significantly improve the entropy. An example of
such a challenge can be seen in Figure 17.

3. The user utilize his gesture-color associations decided on beforehand to deduce which
gestures are legitimate, and uses these gestures to choose if he wants to enter the PIN
digit corresponding to the i ′th or j ′th index of his full PIN. As an example lets say
that the users PIN is 41243176, and his gesture-color associations as follows:

Table 6: Shows an example of a gesture-color association

Color Corresponding gesture
Black Front flip
Blue Left flip
Red Right Flip
Green Back flip

Now, if the device generates and displays index number 3 and 1, and displays red on
the lefthand side of the device, and blue on the righthand side, the user knows that
to select index number 3, he will have to perform the gesture corresponding to his
red color (RF), and to choose index number 1, he will have to perform a LF (blue).
Lets say that the user chooses to perform a RF, thereby choosing index 3 from his
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password, he will then have to enter the digit 2 as the response to the challenge, as
this corresponds to index 3 of his full PIN-code.

4. After this is completed, the user have entered his first digit, and the device will restart
the procedure from point (2). When the user have answered four such challenges
(thus having entered 4 digits), the device will check if the 4 PIN-codes and their
corresponding indices match those in the users PIN-code. The fact that we are only
gathering a subset of the users PIN-code in a pseudo-random way for each login
sequence, also mitigates the threat of replay attacks. To check whether the user have
entered a valid login sequence or not, the scheme compares the entered digits to the
digits in the corresponding indices chosen during the protocol run. This is done after
four challenges has been answered, and the scheme does therefore not give away any
information to eventual observers during the protocol run.

Additional notes and prerequisites

A few prerequisites needs to be described to fully describe the anatomy of the scheme:

• The same color cannot appear twice in the same challenge. This means that we will
get two unique colors in each challenge.

• Similarly to above, the same index cannot appear twice in one challenge. If this was
possible, the attacker would at once deduce the digit-index association.

• A user can choose to enter the same digit multiple times. By this we mean that if the
same index appears in different challenges, the user can choose to present it twice.

Pseudo-random number generator

For this experiment we used the arc4random [61] number generator made available for
the Cocoa framework by Apple. arc4random uses 8 ∗ 8, 8 bit S-Boxes, which can have a
total of 21700 states. It is a cryptographic hash function where the seed mechanism is not
documented thoroughly by Apple. Apple only states that the function is self-seeding. As
we require only basic statistical properties, we employed a simple statistical test where
we generated 108 numbers between 1 and 4, which gave the following statistical distri-
bution:

Table 7: Shows the distribution generated from the pseudo-random number generator

Number Was generated x times
1 25003864
2 24998805
3 25002511
4 24994820

As we can see from the distribution in Table 7, this generator works sufficiently for
our purpose.
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7.2.2 Theoretical security assessment

The mathematical calculations presented in this section holds under the attack scenario
described in Section 7.2.3. In a real life scenario an attacker would almost certainly not
have gotten access to such footage, for the reasons expressed in Section 8.2.1.

The possibility of including a "ignore next digit" movement in step 3 above was thor-
oughly considered. By performing a random gesture which did not match any of the two
gesture-color associations displayed in an challenge, the user could signalize to the pro-
tocol that the following digit should be ignored. This would serve much of the same pur-
pose as the possibility of overwriting previously entered digits in the first scheme, which
is described in Section 7.1. This feature was however, excluded as it can be used by an
adversary to gain access. As an example, consider a scenario where the attacker video-
tapes 4 separate login sequences of the same user. The attacker has full knowledge of the
protocol, and the only thing keeping him from logging into the device is the users secret
PIN and gesture-color associations. After carefully investigating the login procedure, the
attacker can, by looking at the gesture-color-index-input relationship, partially deduce
the gesture-color associations, and for example deduce 4 of the total 8 index-PIN code
relationships. Now, if we had included the "ignore next digit" movement, the attacker
could simply perform this movement whenever he gets a challenge he does not know the
answer to. For this reason, we chose to enforce a static 4-challenge login sequence. By
doing this, the attacker has to rely on luck to get exactly the four index challenges that
he knows the answer to. This adds an additional layer of protection when it comes to
full observation resistance on video, which is the attack scenario we investigated in this
experiment.

In mathematical terms, this schemes direct replay resistance can be calculated as
shown below, where n is the number of possible placements of the PIN digit, and k is the
number of colors.

(
1

(k ∗ n) ∗ (n− 1 ∗ k− 1)

)4

=

(
1

4 ∗ 8 ∗ 7 ∗ 3

)4

=

(
1

672

)4

≈ 5 ∗ 10−12 (7.2)

As we can see from the calculation above, there is an extremely slim chance of con-
ducting a successful replay attack. As mentioned earlier, the only way of breaking this
scheme is to deduce the secret gesture-color associations. The calculations of how many
challenges (we display 4 per login session) needed to break the gesture-color associations
is virtually impossible to estimate, as this includes modeling both human and device ran-
domness. There are also certain steps a user can utilize to increase the resistance of the
scheme. By choosing two colors which he wants to protect (safe colors), a user can make
sure that an attacker can never deduce more than two gesture-color associations, regard-
less of how many login attempts he gains access to. In order to achieve this, the user
simply needs to remember the following rule of thumb:

Whenever two safe colors occurs together, the user can choose either of the two. This
also counts when the two decoy colors appear simultaneously. Whenever one safe and
one decoy color appear together, perform the gesture corresponding to the decoy color.

If the user is aware of this protection mechanism, he can whenever one of the two
revealed associations (decoy colors) occurs along with one of the safe colors, choose to
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perform the gesture corresponding to the decoy color. This effectively keeps the adversary
from learning anything new. Should the user see a challenge with both of his safe colors,
he can do whatever he wants because the attacker does not learn anything new in either
case. This is because the only way an attacker can decode a new gesture-color association,
is to find a challenge where he knows one of the gesture-color associations displayed, in
which the user performs the gesture corresponding to the unknown color.

An important note is that although the attacker does not know two of the associations,
he can still make educated guesses. Since there are only two gesture-color associations
unknown to him, he has a 50% chance of getting the gesture right. However, he can
never be sure whether he guesses right or wrong, as he will also have to input the PIN
digit corresponding to the chosen index. Since he does not know the PIN-code nor the
index, it will be significantly more difficult for him succeed. For such an attack to work,
the attacker will have to get the exact same challenges multiple times, and as we have
shown, there is a very slim chance of a replay attack working on this scheme.

Even though we have stated that an adversary can never deduce more than two
gesture-color associations, consider the case where an adversary has decoded all of them.
Now, depending on how many challenges he has seen, and the nature of them, he will
have access to certain index-digit combinations. What is the chance of the attacker get-
ting the challenges he needs in order to successfully attack the protocol? As an example
lets say that the attacker have deduced 4 of the total 8 index-PIN digits. Then, the prob-
ability of an attacker getting the challenges he needs, in order to successfully attack the
scheme is:

P =

(
1−

3

14

)4

=

(
11

14

)4

≈ 38.1%. (7.3)

Of course, the probability of getting the challenges he needs increases with the num-
ber of PIN digit-index relationships he reveals, but for this particular example, the at-
tacker has a 38% chance of successfully attacking the protocol. In the calculation above,
the prerequisite is that the attacker gives up whenever he gets a challenge he does not
know the response to. An adversary will probably not give up so easily. By including the
case where the attacker make an educated guess whenever he gets indices he does not
know the corresponding digit to, we get:

P =

(
11

14

)4

+

((
1−

(
11

14

)4
)
∗ 1
10

)
= 0.381+

(
0.619 ∗ 1

10

)
= 0.381+ 0.0619 ≈ 44.29% (7.4)

As we can see, the attackers odds increase by roughly 6% by making a guess on one of
the digits. Since three login attempts is normally allowed before blocking a user out, the
adversary can also (depending that he gets the same unknown challenge in every run),
increase the percentage to 45.8% as follows:

P =

(
11

14

)4

+

((
1−

(
11

14

)4
)
∗ 1
8

)
= 0.381+

(
0.619 ∗ 1

8

)
= 0.381+ 0.077 ≈ 45.8% (7.5)
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As can be derived from this discussion, the main security of the scheme lies in the
gesture-color associations. When an adversary has broken these, it is just a matter of
acquiring/observing enough challenges. As stated earlier, a user can easily protect two
of his gesture-color associations, something which will decrease the attackers chances
of gaining access significantly. As shown below, there exist 336 unique challenges in this
scheme, when we have 4 colors and 8 PIN-digits (represented by C and D respectively,
in the formula below).

(D ∗ C) ∗ ((D− 1) ∗ (C− 1))

2
=

(8 ∗ 4) ∗ (7 ∗ 3)
2

= 336 (7.6)

In order to determine how many of these challenges an attacker knowing two gesture-
color associations and 4 PIN-index combinations, can answer, we have to investigate the
anatomy of the challenges. As we have 4 different colors, there exist 6 unique ways of
combining these; (A,B), (A,C), (A,D), (B,C), (B,D), (C,D). Each of these pairs can have
7 ∗ 8 = 56 different challenges, which is verified by the fact that 56 ∗ 6 = 336. Intuitively,
the attacker can in 4 of the pairs (where he knows one of the colors) answer 50% of the
challenges, as he knows the gestures corresponding to half of the colors, as well as half
of the PIN-index relationships. Moving on, there is one pair in which the attacker cannot
answer any challenges, as both colors are unknown to him. Lastly, there is also one pair
in which he knows the gestures corresponding to both of the colors in the challenge. In
this case, the attacker can answer all challenges expect the ones where both PIN-index
challenges are unknown to him. In order to determine how many crackable challenges
there are, we can use the equation below, where n is the number of colors unknown to
the attacker, and N is the number of digits in the PIN.

Crackable challenges = N ∗ (N− 1) − n ∗ (n− 1) + 4 ∗ (N− 1) ∗ (N− n) (7.7)

The lefthand side of formula represents the pair where the attacker knows both colors,
while the righthand side represents the 4 pairs in which he only knows one of the colors.
Continuing our earlier example, we get the following number of crackable challenges
(assuming that the knows 4 PIN-index relationships and 2 gestures-color associations):

(7 ∗ 8) − (4 ∗ 3) + 4 ∗ (7 ∗ 4) = 156 (7.8)

We can now calculate an attackers chance of successfully attacking the scheme under
the aforementioned circumstances, as follows:

(
Number of crackable challenges

Total number of challenges

)4

=

(
156

366

)4

= 0.033 = 3.3% (7.9)

By applying the simple security mechanism which protects our gesture-color asso-
ciations we have effectively lowered the attackers chance of successfully attacking the
protocol from 38.1% to 3.3%, something which is especially promising when we take the
extremely open attack scenario into consideration. Also, as stated in Section 8.2.1, it is
highly unlikely that an attacker can acquired video footage that clearly shows all the
challenges and gestures performed, something which increases the observation resist-
ance additionally. As described earlier, an attackers chance of successfully attacking the
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protocol increases with the number of decoded PIN-index relationships. Figure 16 illus-
trates the relationship between decoded associations and the corresponding probability
of a successful attack.
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Figure 16: Shows the attackers chance of successfully attacking scheme. The percent-
ages in this graph is viable when the attacker have decoded two of the gesture-color
associations (the decoy colors).

What is interesting to see is that even though an attacker have decoded all PIN-index
relationships, he still has a lower chance of succeeding (34.2%), than when he had de-
coded only 4 PIN-index relationships, but all of the gesture-color associations (38.1%).
This clearly confirms that the gesture-color associations are more important than the
PIN-index relationships.

7.2.3 Attack experiment

In this scheme we gave the attackers full observability on video. This includes the possib-
ility for repeatability (watching each login sequence several times) and a perfect angle
which clearly shows all challenges and gestures performed during the login attempts.

Experiment goal

The goal of this experiment was to investigate how resilient our scheme is against full
observability (video-taping) attacks. We expected that an attacker would be able to de-
duce the decoy gesture-color association at one point, but we were interested in seeing
how much effort it required, and also how many login sequences an attacker needs to
gain access to, in order to decode the secret relations. We have therefore outlined two
research questions that will be answered throughout this experiment:

1. How challenging is it for an attacker to obtain video footage, which clearly shows all
the challenges and gestures performed?

2. How resilient is the scheme once the attacker has access to perfect video footage?
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The second research question was answered in Section 7.2.2, where it was found that
the number of decoded PIN-index relationships is the variable that decides an attackers
chance of successfully attacking the scheme, as shown in Figure 16. An analysis of how
many challenges an attacker needs to video tape in order to deduce x number of PIN-
index secrets is presented in Chapter 8.

Experiment constraints and prerequisites

Because the flow of the protocol is random, and never identical from one login sequence
to another, the results we get when it comes to how much effort and how many sequences
we need to crack the scheme, will never be entirely accurate. However, they will, along
with the theoretical evaluation in Section 7.2.2, give us an approximation of the scheme’s
resistance.

Experiment protocol

Since the attacks in this experiment had to be done offline, and requires a significant
amount of time, we will act as the attackers. We videotaped two participants while they
performed 5 login attempts. In the context of this scheme, we did not worry about the
number of impostor and genuine attempts, but rather how many login sequences of the
same user an adversary needed to obtain, in order to deduce the victims secrets. This
is because direct replay attacks are theoretically and practically impossible (within the
error margins of the PRNG). Also, human observation attacks are highly unlikely, as the
decoding of the gesture-color associations needs an extensive investigation over time.

For this reason, we chose to use the full observation resistance scenario, with video-
taping as the adversaries tool to crack the scheme. The main goal of this experiment
reflects this decision as it focuses on resistance against high-end observation attacks on
video. Of course, the resistance against replay and (human) observation attacks come
at a price, and we acknowledge that this scheme might be harder to use than the pre-
vious one. This is because the user needs to remember both the 8 digit PIN-code, and
the gesture-color associations. However, as we wanted to achieve full human observa-
tion resistance, and also resilience against video observation, this is something that we
considered as a prerequisite.

Attack scenario

Although we have more or less described the attack scenario above, there are a few
things that need to be described in more detail. In this scheme, observation is in the form
of video footage with full observability. This means that the attacker has access to perfect
images, clearly showing the whole login procedure.

The main reason for testing the scheme under such severe conditions is that we also
wanted to get a baseline on how hard it is to obtain this kind of footage. Although we
know that our scheme can be cracked under such circumstances, we can deduce informa-
tion about how hard it is to crack this scheme under "normal" observation circumstances,
by using the worst case scenario as a baseline. It is also hard to describe a scientifically
sound attack scenario with "normal" observation, as this introduces many unforeseen
variables. It is our belief that this scheme is "breakable" under perfect conditions if an at-
tacker can videotape enough login attempts, but that such conditions are hard to obtain.

Further on, when it comes to protocol knowledge, the attacker is us (the developers of
the scheme), meaning that the attackers have full knowledge of the protocol and which
secrets needs to be decoded. In a real life scenario, an attacker would never have the
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perfect vision we get in our tapes, but we chose to test the strength of the protocol under
these conditions nevertheless. The fact that this attack scenario presents the attackers
with abnormally good vision and protocol knowledge, was taken into account when
assessing the strength of the scheme in Chapter 8.

Experiment execution

The execution of the experiment follows the prerequisites and the attack scenario de-
scribed earlier. We made an assumption that an adversary seldom have access to more
than 2 − 3 sessions from the same victim. Due to the fact that the challenges presented
by the scheme is pseudo-random (this is of course limited by the PRNG), there should
in principle not be any need for more than 1 participant. However, we decided to use
two participants, which each conducted 5 login attempts. This way we could also learn
something about the scheme’s usability.

We recorded the device with full visibility, meaning that the images on the device
and the gestures performed, clearly shows on the video. The camera was placed be-
hind/above the device for maximum disclosure. Similarly to the other scheme, a failure
in the gesture recognition enforced a repetition of the login sequence, as this is what
would have happened in a real life scenario.

Attack protocol

This section describes the method used to deduce the PIN-index and gesture-color rela-
tionship in our security assessment. Assessing the strength of this protocol requires more
rigid work than with the previous protocol, where the "attackers" (which was our parti-
cipants), either knew the PIN at the end of the login sequence or not. In this protocol,
we did as described above, act as the attackers, and tried to break the protocol by invest-
igating a number of login sessions. To clarify, the following secrets needs to be decoded
by the attackers:

• The PIN digit-index relationship. The goal for the attackers is to deduce as many of
these as possible by using the available (videotaped) sequences.

• The gesture-color associations.

As stated earlier, the first step in attacking this protocol is to decode as many gesture-
color associations as possible. This can be achieved by looking at a number of challenges
in combination, where the same color and gesture appear with different opposing colors.
Section 7.2.1 describes the anatomy of the challenges in more detail, while an example
is given in Figure 17.

Figure 17 illustrates an example of how one of the four challenges would look like. In
this example, the user can pick between entering the PIN digit corresponding to index 3
or 7 of his full PIN-code. Should the user choose to enter the digit corresponding to index
3, he would have to perform the gesture corresponding to the red color. As mentioned
before, the user chooses the gesture-color association along with his PIN-code. Since
these challenges are random, direct replay attacks are out of the question. What the
attacker needs to do is to look at a number of challenges in combination, and see if he
can deduce the relationship between a gesture and a color. Should the user perform a
back flip and enter the digit 1 as the answer to the challenge presented in Figure 17, the
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3 7

Challenges

Figure 17: An example of how the user sees the challenges presented by the scheme

attacker have learned that the digit 1 corresponds to either index 3 or 7 from the users
full PIN. He have also learned that a back flip either corresponds to the red or blue color
(since these were the colors in the challenge). The attacker now needs to remember these
variables and look at other challenges where either the color red or blue occur. Should
the attacker for example see a challenge that has the color combination red/black, in
which the user performs a back flip, the attacker have learned that red corresponds to
a back flip, since red is the only color present in both challenges. He have also then, by
back-tracing the sequence, learned that the digit 1 corresponds to index 3 of the user full
PIN-code, since this was entered by the user in the previous challenge.

By using this method, an attacker can eventually decode the decoy parts of the
gesture-color associations. Having done this, the attackers next job is to obtain enough
challenges to decode the PIN-code, in order to increase his chance of success. How many
challenges an attacker needs, and how much effort it requires of the attacker to break
the protocol, is investigated in Section 8.2.

Participants

Due to the fact that most of the security evaluation of this scheme is conducted offline,
we only used two participants. Each of the participants performed 5 login sequences
using their own specified PIN and gesture-color associations. The reason why we did not
need any more participants is that we only needed people to use the scheme live while
we investigated how easy it is to videotape. We used a theoretical approach to conduct
the remaining security assessment.

The participants were both male, both 23 years old, and students at HiG. Both were
familiar with the Apple platform and authentication mechanisms in general.
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8 Analysis and results

This chapter presents an analysis of the results gathered from the experiments described
in Chapter 7. We will assess the shoulder surfing resistance of both authentication schemes,
and the results will form the basis for the following discussion. As this chapter mostly
presents an analysis of results, we refer the reader to Chapter 7 for more information
about the experiments in general. It is also important to keep the extremely open attack
scenarios in mind while reading the results.

8.1 Gesture and PIN-code based authentication

This section presents the results from the experiments we conducted on the scheme
outlined in Section 7.1. The explicit protocol details of the two attack scenarios is more
thoroughly described in Appendix D.1.

An additional point to keep in mind while reading this section is that when we applied
the identical attack scenario on the normal PIN entry scheme, our participants were able
to deduce the full PIN-code in 98.75% of the attempts.

8.1.1 Simple login scenario

The simple login scenario is where we do not apply the overwrite mechanism. What is
important to keep in mind while reading these results is that if a participant deduced
the PIN on the first attempt, we changed the PIN and performed another login attempt.
However, if he did not, we performed the identical login procedure again (with the same
PIN-code). As stated in the experiment description, we had 20 participants which acted
as attackers, and we made sure that all participants fully understood the protocol before
initiating the experiment.

Out of these 20, 3 managed to deduce the PIN-code on the first attack attempt, while
3 more deduced the PIN in their second attempt (they had then seen two identical login
sequences). As stated in the experiment protocol, we changed the PIN for the 3 that
deduced the PIN on their first attempt, and ran another login attempt. In this case, only
1 out of the 3 was able to repeat their success. This gives us the following odds that
an attacker breaks the protocol in the first round (when we do not apply the overwrite
mechanism):

Number of successful attacks in first attempt
Total number of first time attempts

=
4

23
= 17.39% (8.1)

Further on, we had 3 cases where an attacker managed to deduce the PIN on their
second attack attempt, after observing two identical login sequences. Since 3 participants
made it on the first try, this leaves us with 17 attempts where the participant did not
deduce the PIN on their first try. This means that 3/(20 − 3) = 17.5% of the participants
that did not manage to deduce the PIN on the first attempt, managed it after watching
two identical login sequences. By combining these error rates we get a total attack success
rate of 17.5% throughout the entire simple login scenario, as shown in equation 8.2.
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Total number of successful attacks
Total number of attempts

=
4+ 3

23+ 17
= 17.5% (8.2)

8.1.2 Random login scenario

As described in Section 7.1, and Appendix D.1, this scenario is where we employed the
overwrite mechanism to throw off the attackers. We had the same 20 participants, and
more or less the same methodology. In the first login attempt, we performed one over-
write, and then x overwrites in the second attempt1.

From the 20 first attack attempts, 2 participants were able to deduce the PIN code
when we applied the overwrite mechanism once. Following the experiment protocol;
we changed the PIN code and increased the number of overwrites, before conducting
the second attack attempt for these participants. In this case, none of them managed to
successfully deduce the PIN. For the participants that were unable to deduce the PIN-
code in their first attempt, we made another attempt where the PIN remained the same,
and the number of overwrites was either 1 or 2. The victim randomly chose this. After
watching another login attempt, with the same PIN code, 4 additional participants were
able to deduce the PIN-code.

To summarize; 2/20 = 10% of the participants deduced the PIN code on their first
try. Further on, none of these two managed to repeat their success when we changed
the PIN and ran another login attempt. However, 4 new participants managed to deduce
the PIN-code after watching the same PIN-code being entered two times (with different
input sequences). This gives us an total attack success rate of 15%, as shown below;

Total number of successful attacks
Total number of attempts

=
2+ 4

40
= 15% (8.3)

8.1.3 Qualitative participant feedback

We asked the participants a few questions about the scheme and how they considered its
security properties. The participants found the scheme fun and interesting to use. When
it comes to the security, they stated that the time it took for the gesture recognition to
finish, gave them the seconds they needed to "place" the digits in their minds. They said
that it would have been much harder to deduce the PIN-code if the gesture recognition
had gone faster. This is also something that we believed could happen, however, as we
did not have access to a faster device, this will simply have to be taken into consideration
when assessing the strength of the protocol. Many of the participants also found the
overwrite mechanism confusing, and they stated that it was only due to the waiting
time enforced by the gesture recognition, that they were able to deduce the PIN with
overwrites.

Further on, many of the participants stated that the attack scenario (with full ob-
servation) was unrealistic, and that it would be much harder to deduce the PIN in a
more realistic scenario. They also stated that in a real life scenario, where one does not
have full observation, one still have a chance of gaining access to a normal PIN entry
scheme even though they only were able to observe 3 of the 4 PIN digits, if one con-
sider guessing. In our scheme though, where the gestures decides the placement, and we

1In this attack scenario, it was as described in the experiment protocol, up to the victim to decide how many
overwrites he wanted to perform
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have the possibility of overwriting digits, deducing the PIN without observing the entire
login sequence perfectly, would be more challenging. These statements are in line with
our assumptions, and they allow us to draw the conclusion that this scheme does indeed
add a significant amount of entropy to the scheme, without affecting the usability of the
scheme tremendously.

Usability

Five of our participants took the time to try and use the scheme. They found the protocol
easy to remember and utilize, and also quite user friendly. There were cases where some
of our participants gestures did not match the templates, but these cases were good
within the EER of 5%. All of them stated that they would indeed be willing to use this
protocol as their authentication mechanism, to gain the extra security. They also agreed
with us in the case that if we had implemented the protocol on a newer device, this would
not only make it harder to deduce the PIN for an attacker, but it would also make the
login time insignificant, as the time used for the gesture recognition would be minimized.

8.1.4 Security assessment

When assessing the results gathered from our experiments, it is important to take into
account both the experiment protocol and the attack scenario. Since our aim was to
make a scheme, which is more resilient to observation attacks than the standard PIN
entry method, we asked our participants to observe a standard PIN login under the same
observation scenario. In this case, we had only 1 login out of 80 login attempts, where
the attacker was not able to deduce the PIN code. It should also be mentioned that this
participant claimed he was not ready, and made it two times in a row after the first fail-
ure. The reason why we did not conduct a more elaborate baseline experiment is because
the vulnerability of the normal PIN-code scheme is well known, and acknowledged in all
relevant references in Chapter 3.

For this reason, it is safe to say that our scheme is significantly more resilient to
shoulder surfing attacks than the normal PIN entry scheme. In the same test, our scheme
was in 85% of the attempts resilient to shoulder surfing attacks, while the standard PIN
entry method was only secure in 1.25% of the cases. Although this is a significant im-
provement, there are two aspects that we believe will increase the schemes resilience
additionally:

• As stated earlier, implementing the scheme on a newer device will minimize the time
used for gesture recognition. This will make it harder for an attacker to observe and
deduce the PIN code, as he is not granted a few seconds of thinking time between
each PIN digit entry.

• In a real life scenario, an attacker will almost never see the complete login perfectly.
In a normal PIN entry scheme, an attacker has a 10% chance of guessing the missing
PIN digit. In our scheme, missing a PIN entry or a placement gesture, provides the
attacker with a significantly more challenging problem, as he does not know if we
performed an overwrite, nor where the digit was placed.

Another important point is that although it may not show very clearly from the results,
the overwrite mechanism made it harder for the attackers to deduce the PIN. In the
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simple scenario there were many cases where the participants deduced 2 or 3 PIN digits.
However, when we enforced the overwrite mechanism, our participants were generally
further away from deducing the PIN. Many of them failed to "see" the overwrite in the
sense that they believed that the decoy digit was a part of the victims PIN. One thing that
should be mentioned is that an attacker will most likely get more skilled in deducing the
PIN over time. However, we believe that the points discussed in the list above will thwart
this risk.

8.2 Challenge-response scheme

In this section we describe the methods used, and the results gathered from the attack ex-
periment on our challenge-response scheme. Although a subpart of the second research
question outlined for this experiment was answered in Section 7.2.2, this section invest-
igates how many login sequences of the same person an attacker needs to obtain in order
to decode x number of PIN-index relationships.

8.2.1 Achieving adequate video quality

As described in Section 7.2.3, we wanted to test this scheme under the most challenging
conditions. This means that an adversary has access to video footage clearly showing all
of the challenges displayed on the screen, throughout the whole login sequence. One of
the research questions we wanted to answer by conducting this experiment was to find
out how hard it is to obtain such video footage.

We therefore searched help at Gjøvik Movie Workshop which is located in Ungdom-
mens Hus at Gjøvik. We got help by a trained professional when it comes to choosing
cameras to use, and to setup the shooting environment. Even though we tried everything
from handheld HD cameras to high-end DV camcorders, we experienced great troubles
when it comes to obtaining footage that could be used to crack the scheme.

We started with the most realistic tool for an attacker; handheld cameras, and tried
to shoulder surf the login sequence. However, we soon realized that this was virtually
impossible as we could not even get the hand held cameras to obtain footage which
clearly showed all challenges displayed on the screen. In fact, the only information we
could retrieve from these footages was the color challenges. Also, the focus on these hand
held cameras was very vulnerable to shaking by both the person holding the camera, and
the participant performing the gestures. Once the participant moved a bit, the camera
had to be refocused. The need for focus is because the iPods screen is reflective, which
means that protective screen filters might improve the attackers chance of acquiring
adequate video footage.

After a couple of hours of testing, we concluded that we had to employ an even more
restricted environment. We found that by using an external light source, and placing a
Sony pd150 [62] with a close range lens on a tripod 10 centimeters from the device, we
started getting closer to achieving adequate footage. Figure 18 illustrates the environ-
ment we ended up with.

In order to get clear footage of both the screen and the gestures performed, we got
help by the staff at the movie workshop to tune the cameras colors and focus. We also
made an effort in setting the hertz on the camera to the one of the iPod Touch screen.
As can be seen in Figure 18, we ended up with placing the camera almost vertically
above the device, as this was the only way we could get clear footage of the screen,
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Figure 18: Shows the setup used to obtain full observability in our video recordings

while still being able to see the gestures. The device was held approximately 10cm below
the camera, and it was very important that we held the device in approximately the
same position, for each taped login sequence. If we moved the device further away, the
focus had shifted, and we could not deduce the index challenges. Due to the problems
with getting the camera’s focus perfect, in order to see both the screen and the gestures
performed, we used around a hour to get the environment right.

Even after enforcing an optimal scenario for the attacker, we still had to employ dif-
ferent post-processing techniques to get the index-challenges to clearly stand out on the
video. We had to lower the contrast and lightning of the movie so that the black index
numbers on the light-blue background, clearly stood out.

8.2.2 General information about the security assessment

As mentioned earlier, the scheme’s resistance against observation attacks, when an ad-
versary has full observability, can only be proven probabilistically to a certain degree due
to the human factor. Since the strength of the scheme is affected by how the user answers
the challenges, we will provide an assessment of the scheme using two different scen-
arios; one where the user is unaware of the possibility of protecting himself, as discussed
in Section 7.2.2, and one where he is aware. As the main objective of this analysis was to
assess how easily, and how many login sequences an attacker needs to decode x number
of PIN-index relationships, we recorded a number of login sequences which is used in
the following analysis.
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We also wanted to assess how many login attempts an adversary would need to crack
the gesture-color associations. We have 5 ∗ 2 login sequences, with two different PIN-
codes and gesture-color associations, as shown in Table 8. We are aware that this is not
a high number when it comes to statistical significance, however, they are only used
as an example of how an attacker would attack this protocol, as the strength of the
protocol was mathematically assessed in Section 7.2.2. We can, by using the recorded
login sequences derive 52−5

2 = 10 unique combinations where an attacker has access to
two unique login sessions, for each PIN/color-gesture setup. This gives us a total of 20
examples where an attacker has two unique login sequences at his disposal, in order to
attack the gesture-color associations.

The reason why chose to use two sequences as a tuple, is because we believe that
it is highly unlikely that an attacker can obtain more than two login attempts from the
same person under these conditions, considering how difficult it was for us to acquire
adequate video footage of the login sequence. In fact, our experiment shows that it is
highly unlikely that an adversary can even get a hold of one login attempt with this kind
of quality.

Table 8: Describes the gesture-color associations and the PIN-code in our analysis.

Setup1: Setup2:
PIN: 22347815 PIN: 41953618

Gesture Color Gesture Color
RF Red RF Blue
LF Blue LF Yellow
BF Green BF Red
FF Yellow FF Black

Attack model

Before heading into the analysis of the scheme, we will present an example of the method
used to deduce the secret associations. The first and most important aspect is getting
video footage which provides adequate vision. Then, by looking at this video, an ad-
versary can after a number of challenges, decode the decoy gesture-color associations.
This can be achieved by looking at the colors displayed in each challenge in combination
with the gesture performed by the victim. If the attacker writes this relationship down,
he should end up with a list like the one presented in Table 9. To make this example
we used a randomly picked sequence videotaped from setup 2, shown in Table 8. Note
that the user conducting this particular login attempt is unaware of how he can protect
himself.

Table 9: An adversary notes after watching a login attempt of an user unaware of how to
protect himself.

Left color Right Color Gesture performed
Yellow Black LF
Blue Red BF
Yellow Red LF
Red Black BF

After obtaining this list, the attacker can treat this as a linear equation system with 4
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unknown relationships. The attacker must choose one and one color and try to deduce
information about which gesture it is associated with. The important thing is to look
after the same gesture being performed in different challenges. If we look at challenge
1 and 3, the user performs a left flip on both occasions. Since yellow is included in both
challenges, with two different opposing colors, we learn that yellow has to correspond
to a left flip. Using the same methodology we learn that the red color has to correspond
to a back flip, by looking at challenge 2 and 4. The attacker has now deduced 2 out of 4
gesture-color associations by using one login sequence. Some might argue that the user
was unlucky with the challenges, but the most important thing is how easily he could
have avoided giving away such information, by using the simple technique described in
Section 7.2.2. To clarify, we will give an example of how the user could have utilized
this technique to protect himself. Using the same challenges as shown in Table 9, and
the same setup (Setup 2, in Table 8), the user could have protected his gesture-color
associations by using the gestures shown in Table 10 as responses to the challenges. In
this example, black and yellow was chosen as safe colors.

Table 10: An adversary notes after watching a login attempt of a user aware of how to
protect himself.

Left color Right Color Gesture performed
Yellow Black LF
Blue Red BF
Yellow Red BF
Red Black BF

As we can see from the attackers notes in Table 10, the attacker can now only deduce
that red is associated with a back flip.

8.2.3 Results from the attack experiment

As stated above, we have 20 unique sets, consisting of two login attempts that form the
basis for this analysis. The method used is thoroughly described in 8.2.2. We performed
two separate analysis, one where the simple protection mechanism is employed, and one
where it is not.

Results - User does not employ the protection mechanism

It was generated tables equal to the one shown in Table 9 for all of the login attempts.

Attacker has access to one login attempt

The first investigation we made was the case where the attacker only has access to one
login attempt. Following the methodology above, we were able to deduce the full gesture-
color association in 1 out of 10 logins. This login sequence is shown in Table 11.

Table 11: An example of a single login attempt which allows an attacker to deduce the
full gesture-color association. Sequence from Setup 1 in Table 8.

Left color Right Color Gesture performed
green yellow BF
blue green BF
blue green LF
green red RF
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As we can see, the user revealed more than necessary in this run. Had the user em-
ployed the protection mechanism, by for instance choosing green and yellow as his safe
colors, he would not have revealed more than maximally two gesture-color associations.
Table 12 shows an example of how the user could have answered the protocol using the
protection mechanism.

Table 12: Shows how easy the user could have avoided revealing his entire gesture-color
association in one attempt.

Left color Right Color Gesture performed
green yellow BF
blue green LF
blue green LF
green red RF

The modified answers shown in Table 12, effectively turns this login attempt into
strong one, where the user only reveals one secret; that red corresponds to a right flip.
An attacker can in this case only deduce one PIN-index relationship, which would present
him with extremely slim chances of successfully attacking the scheme, as shown in Fig-
ure 16.

Attacker has access to two login attempts

As stated earlier, it was our hypothesis that an attacker should be able to deduce the
gesture-color associations in most cases, if he is given access to two successful login
attempts, where the user does not apply protection mechanisms. This hypothesis holds
as we in our analysis was able to deduce the gesture-color associations 16 out of 20 times.

The reason why this happens is that the number of challenges doubles, and therefore
so does the odds of revealing the associations. When it comes to the 4 times where we
could not deduce the gesture-color associations, these were broken once we added a
third login attempt to the equation.

Results - User employs the protection mechanism

The purpose of this analysis was to confirm the statements made in Section 7.2.2, which
states that an attacker never can deduce more than two gesture-color associations, if
the user employs the simple protection mechanism. To verify this, we played the game
of the victim with the same challenges as presented above, and effectively protected
the associations in all cases. This is as expected, as it is mathematically impossible to
deduce more than 2 of the 4 gesture-color associations if the user employs the protection
mechanism described in Section 7.2.2, regardless of the amount of login sequences he
gains access to.

Therefore, in order to protect this scheme against even the most severe observation
attacks like the one employed in this experiment, all the user has to do is to employ
an extremely easy to remember protection mechanism. Of course, an adversary can,
although highly unlikely, deduce the color-gesture relationship by guessing, but this is
outside the scope of our experiment.

8.2.4 Deducing the PIN-code

As found in Section 7.2.2, it is the number of decoded PIN-index relationships that de-
cides the attackers odds of attacking the scheme. Even though an attacker cannot deduce
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more than 2 of the 4 gesture-color associations, he can still try to attack the scheme. He
can, as described earlier, by looking at the videotaped login sequences, deduce one index-
PIN relationship each time the user performs one of the two gesture-color associations
known to the attacker. Since all challenges are random, it is not possible to determ-
ine exactly how many login sequences an attacker would need to deduce for instance 4
PIN-index associations. We can however, make an educated estimate based on the obser-
vations we have made, and a probabilistic argument;

Consider the case where an adversary has access to two login sequences (4 ∗ 2 = 8

color-gesture challenges, which corresponds to 12 possible combinations of colors, since
the same color cannot appear on both sides of the challenge), where the colors appear
in perfect randomness (highly unlikely as the number of challenges is to small to gain
a perfectly distributed sample set). In this case, the attacker sees known colors in 6 of
the challenges, and he can in theory always deduce a PIN-index relationship in 2 out of
these 12 challenges (the challenges where both decoy colors appear simultaneously). The
attacker can also deduce a PIN-index relationship if the user performs the gesture that
corresponds to the decoy color, in 4 of the other challenges. This means that if all of these
prerequisites occur, and the scheme during these 8 challenges never display two identical
challenges (which is quite unlikely), the attacker can deduce 4 PIN-index relationships
by looking at two sequences, which gives him a 3.3% chance of getting the challenges he
needs to attack the scheme.

In reality, the scheme will never produce such a perfectly distributed set of challenges,
which means that an attacker in some cases will need to gain access to more than 2 login
sequences to deduce 4 PIN-index relationships. Should however an attacker manage to
obtain enough login sequences to decode for instance 6 PIN-index relationships, this
still only gives him a 10.8% chance of successfully attacking the protocol, as shown in
Figure 16. We can therefore safely conclude that since an attacker is highly unlikely
to achieve adequate video footage of more than 1 or 2 login sequences of the same
victim, an attacker will almost certainly not be able to deduce more than 4, maximally
5, PIN-index relationships. As this leaves him with a 3.3% and 7.2% chance of success
respectively, we can clearly conclude that this scheme offers a significant amount of
observation resistance, even against video observation attacks.
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9 Conclusion

As the main goal of this thesis was to incorporate hand gestures as an additional modal-
ity in mobile authentication schemes to mitigate the risk of shoulder surfing attacks, we
have worked with a number of different topics throughout this thesis. We have developed
and experimentally verified a gesture recognition module for mobile devices, that effect-
ively have been incorporated into two unique authentication schemes, which both offer
a significant amount of resistance against observation attacks.

Our first contribution was the development of a dynamical many-to-one recognition
module for hand gestures. As stated throughout Section 3.1, there has been done a lot of
work in the field of hand gestures, though none have proven to be very successful. We
therefore decided to conduct a thorough analysis of the accelerometer signals produced
by our gestures. To limit the scope of the thesis, we restricted ourselves to 6 different
gestures, in which each of is thoroughly described in Chapter 4. We developed a data
acquisition program for the iPod Touch which was, as described in Chapter 4, used to
acquire a total of 600 hand gesture samples, divided on 20 participants and 6 distinct
gestures. Further on, we performed a distinctiveness experiment, which is described in
Section 6.2, with the goal of investigating how distinctive raw hand gesture samples
were, and how accurately we could recognize and separate between different gestures.
In this experiment we achieved an EER of 27− 28%.

As our goal was to implement hand gestures in authentication schemes, we had to
lower our error rates significantly. We found it reasonable from both a user friendli-
ness, and a theoretical perspective, to generate general templates for each gesture, which
should be representative for all participants. In order to generate such templates we had
to investigate different mathematical operations that could be used to achieve represent-
ative templates. After having analyzed the signals, we found that using a median calcu-
lation, as described in Chapter 5, gave us the most representative templates1. Since the
data from the data acquisition experiment was used in the generation of these templates,
we gathered new samples from 18 participants that were used to calculate error rates.
By using the templates we effectively lowered our EER to 8% and 5%, with and without
arbitrary gestures respectively. These error rates were achieved without any significant
preprocessing steps, and by using DTW as our distance metric. After having conducted
several analyses and recognition experiments on our hand gesture dataset, it is safe to
say that the signals derived from the accelerometer provides us with accurate and well
defined data, suitable for authentication purposes.

As it was our aim to develop recognition modules that should be used directly in
our authentication schemes, achieving good error rates, while keeping the computa-
tional time and cost low, was crucial. As we achieved a 5% EER on the constrained
gestures without performing any elaborate preprocessing steps, we believe that in newer
and faster devices, one can probably lower the error rates additionally, as discussed in

1Meaning that the general templates are as close as possible, in terms of DTW distance, to all participants
for one specific gesture.

73



Observation-Resistant Multifactor Multimodal Authentication

Chapter 10. Although getting good recognition rates was important, it is not the gestures
themselves that add entropy to our authentication schemes. In our case, the gestures are
merely used as a second modality in the authentication schemes.

Our next major contribution was the development and verification of a set of obser-
vation resistant multi-modal authentication schemes. As stated in our research questions
in Section 1.5, our aim was to mitigate the threat of shoulder surfing attacks without
affecting the usability of the scheme to much. Since shoulder surfing scenarios can range
from a person watching, to more elaborate attacks utilizing cameras, we developed one
scheme for each of these scenarios. In all our attack experiments, full observability was
enforced as we wanted to test the worst case scenarios.

In our first scheme (described in Section 7.1), the gestures were used to place the PIN
digits in the correct order, giving a user the possibility of entering his PIN digits in an
obscured manner. Although not fully robust, the scheme allowed us to investigate how
much extra security including gestures gave us, and how effective the implemented ob-
fuscation mechanism were. In the attack experiment described in Section 8.1, we utilized
two different sub-scenarios; one where the user applied the overwrite mechanism, and
one where he did not. In these scenarios, we experienced that an attacker could deduce
the PIN after watching two login attempts in 15% and 17.5% of the cases, respectively.
When considering the attack scenario, and the fact that the attackers was given time to
think between each PIN entry (due to the time our gesture recognition modules use to
recognize a gesture), these rates are very promising. Also, this scheme is very easy to
use, something which our participants agreed upon, as described in Section 8.1.3.

Since our first scheme is vulnerable against video observation attacks, we developed
a challenge-response scheme with the aim of being more resilient against such attacks. This
scheme is presented in Section 7.2, and analyzed in Section 8.2. We decided that due
to the nature of the scheme, it would not be possible for a human observer to crack the
scheme (unless he has an eidetic memory), and we therefore enforced the worst attack
scenario an authentication mechanism could possibly face; full observability on video.
In this attack experiment we found, as described in Section 8.2.1, that it is extremely
difficult for an attacker to obtain video footage that clearly shows all the challenges and
gestures performed. Since such footage is essential for cracking the scheme, this adds
another layer of shoulder surfing resistance. The schemes resilience against these kinds
of attacks was mathematically assessed throughout Section 8.2 and 7.2.2, where it was
found that it is the number of decoded index-PIN relationships that affects the attackers
chance of successfully attacking the protocol, as shown in Figure 16. Even though an
attacker manages to decode 4 PIN-index relationships, he still only has a 3.3% chance of
getting the challenges he needs, in order to successfully attack the protocol. This allows
us to clearly conclude that this scheme offers a significant amount of resilience against
even the worst kinds of observation attacks. Although this scheme might demand more
from the user, we find it reasonable to state that it is applicable for high risk applications,
like for instance a mobile password vault.

The experiments we conducted on our authentication schemes clearly shows that in-
cluding hand gestures adds additional entropy to our authentication schemes, and also in-
creases the shoulder surfing resistance significantly. We also found that hand gestures can
be modeled and recognized quite accurately by the usage of accelerometer signals, and
we believe that this area of research can be of great interest in the future.
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10 Future Work

Since the recognition of hand gestures is a relatively new area of research, there are
many aspects that deserve further scrutiny. Newer, more powerful devices, permit the
inclusion of different pre-processing steps that can be used in an attempt to lower the
EER. After investigating the signals, we believe that the most viable approach would be to
implement a method which extracts and focuses on the areas of the signal where the most
acceleration occurs. This can eliminate errors cases where signals from the same gesture
produce high distances even though they are only shifted in time. Figure 19 shows an
example where we have marked the area where the most significant acceleration occurs.
Such an algorithm could be implemented by using a sliding window technique, which
look for acceleration over and below a certain threshold to indicate the start and end of
a gesture.

Figure 19: Shows the most valuable areas of the signal, when focusing on acceleration.

Also, implementing a curve fitting function that normalizes all sequences to a certain
length, could eliminate error cases where a user performs a gesture too slowly or too fast.
Besides this, it would, as described in Section 5.3.1, be interesting to investigate template
personalization methods. This would allow us to personalize the general templates over
time and thereby not only decrease the error rates, but also make the templates some-
what personal in the sense that an attacker would have difficulties replaying a user’s
gesture.

Although we have not directly looked at the biometric aspect of hand gestures, this
is an area of research that certainly would be interesting to study in more detail. We do
however, believe that since the principal components describing each gesture is constant
for all users, a biometric approach will have to focus on the individual persons shivering
and other personal characteristics. In Figure 19, this would mean emphasizing on the
areas not marked as valuable, as these are likely to contain user specific information
like for example shivering. We have throughout this thesis highlighted many problem
areas which can be taken into account in future research, and it is especially the human
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considerations discussed in Section 2.3, that we believe will be crucial to look into in
eventual biometric approaches. Further on, a biometric approach will most likely be
more susceptible to hardware noise and sensor errors than we were in our approach. If,
for instance, a biometric approach would use shivering as a distinguishable factor, then
such factors would need to be modeled extensively in order to clearly separate personal
information from different kinds of noise. The inclusion of more accurate accelerometers
and gyroscopes in newer devices, might also further enable biometric approaches to
clearly separate these factors. Related to this, it would also be interesting to investigate
the effect from both better sampling (higher density), and the length and complexity of
gestures.

Regarding the authentication schemes, we believe that it would be harder for an
attacker to attack our schemes if the gesture recognition took less time (especially in
the scheme where the gestures place the digits), and it would therefore be interesting
to assess the strength of the schemes on more powerful devices. Additionally, it would
be interesting to test our schemes under more realistic attack scenarios, as this could
prove that missing out on parts of the login presents the attacker with a more diffi-
cult problem in our schemes, than in normal PIN entry schemes. In this context one
could also, although more general, conduct a formal analysis investigating how much
entropy/information one can add to a password while still keeping the password and
protocol easy to remember and utilize. As we suspect that people might be more com-
fortable with gestures that they use on a daily basis, investigating whether some types of
combinations of modalities is easier to remember than others, might also be an interest-
ing research topic in this context.

Aside from accelerometer derived gestures, mobile devices has additional modalities
that can be used for authentication purposes. As an example, future research can utilize
touch screens to include additional entropy and challenge response functions into the
schemes. These could be used in conjunction with gestures, by for instance having the
user move his finger on the screen in response to a particular challenge, while performing
a gesture.
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Figure 20: Shows a number of different right flip templates plotted against each other.
Each color represents a unique persons gesture execution.
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Figure 21: Shows a number of different left flip templates plotted against each other.
Each color represents a unique persons gesture execution.
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Figure 22: Shows the general templates for a left and right flip plotted against each other.
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A.2 Front and back flip
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Figure 23: Shows a number of different back flip templates plotted against each other.
Each color represents a unique persons gesture execution.
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Figure 24: Shows a number of different front flip templates plotted against each other.
Each color represents a unique persons gesture execution.
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Figure 25: Shows the general templates for a front and back flip plotted against each
other.
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A.3 Circular motions
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Figure 26: Shows a number of different left circle templates plotted against each other.
Each color represents a unique persons gesture execution.
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(b) Y-plot
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Figure 27: Shows a number of different right circle templates plotted against each other.
Each color represents a unique persons gesture execution.
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Figure 28: Shows the general templates for a left and right circle plotted against each
other.
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B Flow charts for our authentication schemes

B.1 Gesture and PIN-code based authentication scheme
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Figure 29: Shows our authentication scheme where the user uses gestures to place PIN-
digits into the correct order.
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B.2 Challenge-response scheme
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Figure 30: Shows the basic flow our second challenge-response authentication scheme.
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C Participant agreement declaration

Participation in hand gesture based authentication scheme experi-
ment

I am voluntarily participating in this experiment. The information about my hand ges-
tures are gathered to fulfill the purpose of this thesis. The person responsible for the
data processing is Aleksander Furnes Mallasvik, who is doing this experiment as a part
of his master thesis. He will take care that the recorded data is solely used for research
purposes.

With my signature I confirm the following:

1. I have been informed in oral and written form about the content and purpose of the
collected data that is in relation to my person.

2. My data will only be used to serve this purpose. The detailed description of the pur-
pose is documented on the back side of this sheet.

3. I allow that information about my hand gestures are recorded.

4. The data will not be displayed in possible future publications on this experiment.

5. I have been informed that I can reject to sign the agreement.

6. I have been informed that I can request to receive insight in the collected data before
such data is used for teaching and research purposes.

7. I know that I can withdraw my participation anytime I want without giving any ex-
planation and all data collected from we will be deleted permanently.

8. I accept that the data can be used for future research at HiG. All data will be deleted,
the link between the data and my name will be destroyed when it is no longer neces-
sary to maintain it. This will happen as the research experiment has been completed.

First name - family name

Gjøvik, date Signature
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D Experiment protocol description - Gesture-Placement
based scheme

This appendix gives a more detailed overview on how we conducted the experiments
outlined in Section 7.1. It also contains the protocol description which was given to our
participants prior to the experiment D.2. As described in Section 7.1, the participants acts
as attackers in the the following attack scenarios. To prove whether or not an attacker
had successfully decoded the PIN-code, he orally informed the experimenter about what
he believed was the PIN-code after each protocol run. Each participant participated in
two attack scenarios; one where we overwrote digits, and one where did not.

D.1 Detailed information about the experiment protocol

Simple attack scenario

• PIN: 3968

• Login procedure;

1. User enters 8, performs backflip

2. User enters 9, performs left flip

3. User enters 6 perform right flip

4. User enters 3 perform front flip

The procedure above was repeated twice for each participant. We asked the user about
what the PIN-code is after each run. Should the participant decode the PIN after the first
run, we will use another PIN for the next run. This gives us the possibility to withdraw a
number of different statistical properties, as can be seen in Section 8.1.

Random attack scenario

• PIN: 4148

• In this experiment, the user (the victim) can employ a different login sequence each
time. The only restriction in this scenario, is that the victim has to employ at least one
overwrite (decoy) gesture.

• The login sequence changes from time to time, meaning that the victim does not enter
the same login sequence twice.

As in the simple attack scenario, The PIN will only change if it is deduced on the first
run. In this case, the PIN will be changed, and we will increase the number of overwrites
we apply.
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D.2 Experiment description for the participants

In this experiment you will take on the role of an attacker. You will witness 4 separate
login attempts, where your goal is to decode the PIN code by using the information
provided to you in this document. You are granted full observation, meaning that you
can watch the device from any angle you wish. The idea is that you should be able to
see everything that is happening on the device, and also the gestures performed by the
victim.

Unlike in a normal PIN-code authentication system, this scheme utilizes gestures to
"place" the digits which are entered throughout the protocol. If we consider a PIN code as
an array of four digits, then we have four different places where a PIN digit can be placed.
In this scheme, we utilize four unique gestures to enforce this placement mechanism.
Each gesture is statically linked to a position in the PIN as follows;

• Front flip - digit is placed at index 1.

• Left flip - digit is placed at index 2

• Right flip - digit is placed at index 3

• Back flip - digit is placed at index 4

A PIN entry in this scheme is therefore not just a digit, but also a gesture. This means
that before you are finished entering a PIN digit, you will both have to enter the digit
and perform the placement gesture. As an example consider the case where an user has
the following correspondence with the authentication scheme;

1. User enters digit 1, performs a backflip

2. User enters digit 3, performs a left flip

3. User enters digit 5, performs a right flip

4. User enters digit 4, performs a front flip.

By utilizing our knowledge about the statical placement-gestures, we can decode that
the users PIN-code is; 4351. What is important to notice is that the user can place the
digits in any order, and he also has the possibility of overwriting a digit. This is done by
performing the same gesture twice in one protocol run. In this case, the digit correspond-
ing to the first execution of that gesture is replaced by the last digit corresponding to the
same placement gesture.

To decode the PIN-code, one therefore has to remember the PIN digit, and the corres-
ponding placement gesture.
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