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Abstract

This Master thesis is about continuous authentication using keystroke dynamics. We will look to
the typing characteristics in different applications and how those characteristics vary from one
application to another. It is proved that there are differences in those typing characteristics when
the user try to use different applications, However we need to investigate those differences to
see if we can still authenticate a person regardless which application is used. In other words,
by looking at a selected numbers of applications, we are trying to answer a question "‘Does a
template based on a certain application allow a person to use another application and still
be authenticated by the system "’?. Furthermore we will look if it is possible to authenticate a
person based on one general template or we need a set of application dependent templates?.
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1 Introduction

1.1 Topic

One of the most important things before giving a person access to any resource is to identify or
authenticate him first. A password is one way to do this. A user gives his user name (claiming
an identity) and then gives his password (proving ownership of the claimed identity). However,
there are some problems in using passwords. One of them is that long or short passwords can
be forgotten if they have a random combination of various characters (difficult to memorize).
Another problem with passwords is that they can be guessed easily when they are just derived
from dictionary words or even that they can be stolen easily if they are written down by their
owner. Tokens are a second approach to being authenticated (through something you have),
however they can be forgotten, lost or even stolen by attackers. Biometrics is a third approach
for identifying and authenticating people based on what they are. For example it is highly likely
(but not proven) that everyone has different fingerprints that can be used to differentiate one
person from another.

Biometrics can be divided into two categories, physiological and behavioral. The first category
contains the features that are physically related to a person, for example iris, fingerprints and
retina. The second category contains features that people have learned to do in a stable manner.
Examples in this category are walking (gait), writing a signature and typing on a keyboard
(keystroke dynamics).

In this project we will look at keystroke dynamics as a method for authentication. By keystroke
dynamics we mean the way that a person types. This can be characterized by timing when keys
are pressed down or released. Other characteristics pressure, angle of pressing the key and more,
in which case we need special hardware, e.g. a special keyboard or a camera.There are two types
of keystroke dynamics. The first one is the static keystroke dynamics in which the data that is
typed is fixed and also the time this information is typed in is fixed (during login time or after
a predetermined period of time). The second one is continuous keystroke dynamics in which
case the typing characteristics are analyzed during a complete session. The literature concerning
keystroke dynamics is focusing more on the static type, while less literature can be found on
continuous type. Many experiments in this field have a small error rate meaning that we can
authenticate people in a good manner using keystroke dynamics1.

The point is that we can authenticate people through their typing behavior. However, we know
in advance that the typing characteristics are different when a person uses different applications,
a different keyboard or types in a different language. The mentioned topics raise a lot of open
questions related to keystroke dynamics. In this project we will try to find an answer to one of
these questions: How typing characteristics differ from one application to another and do
these differences interfere with the authentication process?

1But still larger then for example fingerprints or iris
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1.2 Keywords

Biometrics, Authentication, Identification, Keystroke Dynamics, Different applications.

1.3 Problem description

Many experiments which are done to investigate keystroke dynamics as an authentication me-
thod have a low error rate (between 1.17% and 5%), meaning that we can rely on such kinds
of techniques to authenticate people [1] [2] [3] . Some of the previous studies have proven
that keystroke dynamic authentication is resistance against some type of attacks like shoulder
sniffing but still weak against some attacks in which the attacker has feedback about the typing
characteristics of the legitimate person [4].

Not a lot of research has been done on how different applications affect the typing characteris-
tics of the user. One of the publications of Furnell is discussing the effect of different application
in the keystroke dynamics field [5]. It is important to know if we can still depend on continuous
keystroke dynamics to authenticate people when they run different applications. There might be
a large difference in typing characteristics when chatting on MSN compared to writing a program
in Java. You need to think, to analyze and then to type when you are writing a Java program
while in MSN chatting the situation is different. Furthermore when you are writing a Java pro-
gram you will use more special characters than when you are writing for example a formal letter
using Microsoft Word. Our target in this project is to investigate this problem, and try to assure
the stability of keystroke dynamics techniques.

1.4 Justification, motivation and benefits

Keystroke dynamics will strengthen the security of the system.Even after logging into a computer
system, the user needs to know how to type. The typing rhythm should match with the legitimate
users typing rhythm. Even when the user switches to another application, the system must have
the ability to authenticate the user without any problem. There is a high demand to agree on a
certain template to be used in order to authenticate a user regardless which application is used.

1.5 Research questions

In this project we want to investigate the following two research questions:

• How are typing characteristics different from one type of application to another and where
are the similarities?

• How we can benefit from the results of those differences and similarities to generate a reliable
template to authenticate a user regardless which application is used?

• Is it possible to authenticate a person based on one general template or we need a set of
application dependent templates?

• Is it possible to say that the typing characteristics in one type of application are more stable
than in another?

Other minor questions will arise like:

• How we can design an experiment to measure the differences in typing characteristics?

2
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• How many participants should participate in an experiment and how long should the expe-
riment last?

• Which applications should be chosen?

1.6 Planned contributions

This project will come up with results in how some different applications affect the ability to re-
cognize people using keystroke dynamics. In other words we are going to design an experiment
to measure differences in typing characteristics when a user try to use different kinds of appli-
cations. If the changing of the application do not significantly impact the recognizing process
or if it would be possible to do some special processing according to what the application is,
there should be no problems using a keystroke dynamics to authenticate user regardless which
application he used.This of course will strengthen the reliability of keystroke dynamics as an
authentication method.

3
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2 Keystroke Dynamics

This chapter will give a brief and general introduction into authentication, biometrics and keys-
troke dynamics. In order to understand the content of this thesis, it is important to be familiar
with the basic terminology that will be introduced in the following sections.

2.1 Authentication

A process which verifies if someone is, in fact, who he/she claims to be is used in many places
today. For examples passwords are needed to get access to computers, PIN codes are needed
to get money from ATM machines and traveling documents are needed in cross border controls.
This process is called authentication. Authentication is proving ownership of the claimed identity.
There are different ways in which a user can be authenticated. However all of these ways can be
categorized into one of three classes [6]:

• Something you know e.g. password.

• Something you have e.g. token.

• Something you are e.g. biometric property.

In the following subsections a brief description for each class is provided.

2.1.1 Know

It basically means providing knowledge of a secret, e.g. in the form of passwords to get access
to a computer or a specific resource. Another example is a PIN code to get money out of an
ATM machine. Some advantages of this factor include less cost, easy to implement and fast
authentication mechanism. However for many reasons keeping secrets is not the perfect way to
authenticate users. Those secrets are easy to forget or can be stolen when you write them down
especially when users are forced to remember many different passwords. When users choose
easy passwords like birthdays, family names, pet or any combination of these, it seems that the
problem of forgetting a password or the need to write it down is solved. However this may lead
to the fact that attackers can easily guess the password and misuse it using social engineering
techniques or brute force attacks. All these drawbacks increase the limitation of using something
you know as an ideal authentication mechanism.

2.1.2 Have

This means providing a unique piece of hardware that can be matched to the user identity. Such
hardware can be a key, a token, a smart card, a SIM card, etc. This authentication class has an
advantage over the previous one in that there is no need to memorize something difficult which
can be easily forgotten as mentioned in Section 2.1.1. However there are some drawbacks of this
factor such as that it is more expensive, not only the piece of hardware the user has, but also the
equipment used at the verification side. It is also important to take required actions whenever
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the hardware is either lost or stolen [6].

2.1.3 Are

Basically this class is utilizing biometric properties. Nowadays one can find various types of
biometrics applications in real life. Most of biometric features are unique per person and they
can be found in almost all people in some way or another. For example fingerprints are unique
even with identical twins. One advantage of this class over the previous two is the difficulty for
attackers to steal the biometric item from the legitimate user. However it is not impossible. The
difficulty of this depends on what kind of biometric property is used and how it is used [6].

Biometrics can be divided in two categories: physiological and behavioral. Physiological means
features that are based on stable physiological characteristic, e.g. fingerprint, iris, or retina. While
behavioral means features based on learned and alterable behavioral characteristic, e.g. keys-
troke dynamics, signature, or gait [7].

2.1.4 Combination of authentication factors

In case of getting money from an ATM machine, two things must be provided: the bank card and
the PIN code. In such case two factors of authentication are combined. To be specific: something
you know + something you have. The target of this combination is to increase the security of
systems. Multi modal systems 1 also can be used to combine features from the same class like
a combination of fingerprints and gait where both methods belong to the same authentication
class "something you are".

2.2 Biometrics

Biometric identification has a long history. The use of biometrics was known in 14th century
by the Chinese. Chinese merchants were stamping children’s palm and foot prints with ink in
order to distinguish young children from another [8]. Even in Shakespeare’s play "The tempest"
a hint toward gait as a biometric feature was given:"Great Juno comes: I know her by her gait".
Around 1870 Alphonse Bertillon described a system of body measurement for identifying people
which was used until the 1920 in the United States to identify prisoners [6]. Work on fingerprint
recognition started in the 1880’s by Henry Faulds, William Herschel and Sir Francis Galton. For a
long time fingerprints were almost the only used biometric feature to authenticate people. Hand
geometry, voice, signature and retina recognition have been used since the 1980 and commercial
face and iris recognition has been around since the 90’s. Keystroke dynamics and gait applications
have only been an area of research during the last decade.

2.2.1 Biometric Features

According to [7],certain properties must be present in biometric features (also called biometric
characteristics) in order to use those features in biometric systems and to be practical:

• Universality: each person should have the characteristics.

• Distinctiveness: different persons should be sufficiently different in terms of the characteris-
tics.

1Another name for combined factors systems
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• Permanence: stability of the characteristics over a period of time.

• Collectability: the characteristics can be measured quantitively.

The above properties are needed to be able to use the system and to make sure that the per-
formance of distinguishing between different persons is achieved. Three properties are needed
to make the system more practical and secure:

• Performance: refers to accuracy, speed and robustness in technology used.

• Acceptability: the degree of acceptance to use such a particular biometric identifier in the
daily life.

• Circumvention: resistance of the system against fraudulent methods.

In general a practical system should have all of these properties to ensure high accuracy and
speed in accepting legitimate users and rejecting impostors. It is also necessary to prevent that
multiple people use the same identity (positive recognition) and also prevent the same person
from using multiple identities (negative recognition)[6].

2.2.2 Biometric systems

According to [9], a biometric system is"the automated identification or verification to human iden-
tity through repeatable measurement of physiological and/or behavioral characteristics". It consists
of two phases or subsystems. The first one is the enrollment phase where the biometric features
are extracted from the user and converted into a template that will be stored in the system data-
base in order to be used in the second phase. The second phase is the verification phase where
the identity of the user is checked against the data obtained during the enrollment phase. Figure
1 shows the two phases of biometric system.

During the enrollment phase the biometric features of the user are transformed into a tem-
plate. This transformation is necessary for two reasons. First it is due to legal aspects as it is
not expected to reveal significant information about the original data of the user [10]. The se-
cond reason is that most of the biometric systems do not store raw biometric data because it can
be unpractical since the template is used for comparison. In the authentication phase the user
again presents his/her biometric characteristics which are extracted and then matched against
the template(s) that correspond to the claimed identity of the user. A distance metric should be
used to know how far/close the extracted features are from the template. Finally a decision rule
should be used to determine whether the user is rejected or accepted to the system. This decision
depends on a predefined threshold value which is important to calculate some of the error types
related to the biometric system.

2.2.3 Calculations and error types

Biometric systems certainly offer alluring advantages over other factors of authentication. While
keys and passwords can be replicated or stolen, there is such a limited possibility in biometrics
systems. Furthermore, the credit cards, ATM cards and other such provisions can’t be misused,
when accompanied with biometric test. Sharing of biometrics characteristics is not possible and
thus, they can be used to prevent the same user from using two different identities (negative
recognition). However there is also a specific drawback attached to the biometric authentication
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Figure 1: The two phases for biometric system [7].
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but not to the other classes. With something you know, either you know the secret or you do
not know it. With something you have either the hardware fits or it does not fit, so it is 100%
correct or 100% wrong. However with something you are, the biometric features can never
match 100%. For example looking at a finger print, it will be some sample features that matches
the template and other features that do not match the template. The more matches we find the
more convinced we are that a legitimate user tries to authenticate himself to the system. The
differences between the extracted sample for authentication and the template sample is giving
by the distance value. This value is calculated by using a distance metric for example the sum of
absolute distances between corresponding values in two sets (extracted set and template set).

The idea behind a distance metric is to give in principal a small intra-class value, meaning
that sets from the same user have a low distance value, and a larger inter-class distance, meaning
that sets from different users should give a high distance value. A decision rule, which depends
on a predefined threshold should be used to decide whether a person is accepted or rejected.
During this matching some errors might occur. Two types of important errors are:

• False Match Rate (FMR): This happens when a biometric system measures two different
persons to be the same person. Obviously an imposter wrongly will be accepted by the system.

• False Non Match Rate (FNMR): This happens when a biometric system measures two different
samples from the same person to be from a different person. A legitimate user is wrongly
rejected by the system.

Not only the mentioned two errors are produced by a biometric system but also a biometric
system can produce some other errors such as Failure to Enroll Rate (FER) which measures the
fraction of people that cannot enroll in the system. The quality of the extracted biometric features
will be checked during the enrollment phase depending on the chosen level of quality to ensure
good accuracy of the system. It might be possible that some captured samples cannot be enrolled
into the system therefore increasing the FER error. Another error to be mentioned is the Failure to
Capture Rate (FCR). The FCR measures the percentage of unsuccessful tries when capturing the
biometric features. It occurs when the device is not able to locate the biometric features when
presented. This can appear for example when there is dirt on the finger when taking a finger
print image. Another one is the existence of bad light condition when trying to locate a face in
face recognition process. In this project we are only concerned with FMR and FNMR.

The trade off between FMR and FNMR can be illustrated using the Receiver Operating Cha-
racteristics (ROC) or Decision Error Trade off (DET) (see Figure 2). Both curves show the system
performance at different threshold values and the trade off between FMR and FNMR. The dif-
ference between ROC and DET curves is that the DET curve plots false negatives (FNMR) on
the Y-axis instead of true positives. While the ROC curve plots true positives (1-FNMR) instead
of false negatives (FNMR). Deciding which threshold should be used is important. This depends
heavily on the application. For high security application a low FMR is required in order to reject
as many impostors as possible trying to access the system. However in forensics application a
higher FMR is acceptable to be sure to catch the criminals. Most of the civilian application are

8
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Figure 2: Examples of DET and ROC curves.

somewhere in between the previous two mentioned type of applications.
Another important point is the Equal Error Rate (EER). This rate is used to compare different

systems against each other and can give a brief idea about the performance of the biometric
system. However as mentioned before accuracy of the system depends on the two errors FMR
and FNMR which can be calculated as given in equations 2.1 and 2.2

.

FMR =
Number of accepted impostor attempts

Total number of impostor attempts
(2.1)

FNMR =
Number of rejected legitimate users

total number of legitimate attempts
(2.2)

2.3 Keystroke Dynamics

Keystroke dynamics is a behavioral biometric based on the assumption that different people
type in a unique manner. Neurophysiological factors make written signatures unique per person.
These factors are also expected to make typing characteristics unique per person. The idea behind
keystroke dynamics appeared in the 20th century when telegraph operators could recognize each
other based on their distinctive patterns when keying messages over telegraph lines. Keystroke
dynamics is known with other names such as keyboard dynamics, keystroke analysis, typing
biometrics and typing rhythms.

2.3.1 Keystroke dynamics features

There are several different features which can be detected when the user presses keys on a
keyboard. Possible features include:

• Duration (the time in which the key is held down).

9
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Figure 3: Latencies when typing "Stephenson"[6].

• Latency (the time between two consecutive keys 2).

• Pressure used when hitting keys while typing (requires a special keyboard).

• Finger placement (the place where the finger is placed on the key or even the angel of the
finger when pressing the key) in this case a camera is required.

• Finger choice (which finger is used for which key of the keyboard) also a camera is required.

According to [11], there are other possible measurements then the ones mentioned above such
as frequency of error (how often the user has to use the backspace), the order in which the user
presses keys when writing capital letters (is shift or the letter key released first) and the habit
of using additional keys in the keyboard such as writing number with num pad. Systems do not
necessarily employ all of these features. Most of the applications measure the first two features:
duration and latency. In this master thesis we will use this approach too because this can be
easily measured with only a small program and a standard keyboard (see Sections 5.1 and 5.2).
Figure 3 shows an example of measuring latencies between keystrokes to find the way a person
is typing his second name.

2Many different ways can be used to calculate latency. More details are discussed in section 2.3.3
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Figure 4: Keystroke Dynamics system.

2.3.2 Keystroke authentication (verification) system

As we mentioned in Section 2.2.2 a biometric system is an automated process to identify and
authenticate a person based on a certain biometric features. Our target is to explain this in terms
of keystroke dynamics. Figure 4 is special case from Figure 1, where a user provides some typing
data from which the typing features are extracted. Then the typing features are compared with
the user’s stored template(s) using a distance metric. Then a decision rule is needed to deter-
mine whether the user is accepted or rejected by the system. There are two main authentication
systems in keystroke dynamics: static and continuous. Static systems authenticate users based
on fixed text for example at login session when the user provides the user name and password.
However continuous systems authenticate users continuously during a full session, providing the
possibility to reject the user at any moment during the full session. More details about the two
systems are discussed in Sections 3.1and 3.2. In this master thesis our focus will be on continuous
authentication.

2.3.3 Calculations

In this section we will explain the basic calculations that are used in keystroke dynamics. Specifi-
cally we will discuss three parts that are essential to do the data analysis for keystroke dynamics.
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Figure 5: The key-down and key-up times for A and B are two keys, T1; T2; T3 and T4 are times when a
key-up or key-down event happened.

First of them is collected timing information,second is template creation and the last is the com-
parison process between new input data and template.

According to [12] several timings can be calculated from capturing the time when key is
pressed down and the time when key is released up. For example time between two key-downs
or time between two key-ups or even time between key down and key up for the same key or
time between key up for the first key and key down for the second key. The last two timings
are the most popular among keystroke literatures. They are also known as duration and latency
respectively.

Duration is the time a key is held down, it can be calculated by subtracting a key-down time
from the key-up time for the same key. Latency is the time between two consecutive keystrokes
which can be calculated by subtracting the key-up time for the first key from the key-down time
for the second key. Figure 5 shows four timings T1, T2, T3 and T4 when key-down and key-up
for A and B keys are used. Then the duration of A is T2-T1 and the duration of B is T4-T3 and
finally the latency between A and B is T3-T2.

The latency between two keys can be negative. For example if the user presses the letter B
before releasing the letter A. There are other definitions of latency, some use the key-down to
key-down time. Our choice is to use the last approach of latency to assure that all latencies have
positive values.

The second part is needed to generate the templates or reference profiles. A user needs to
create a template before he/she can use the system. This template contains a subset of all features
which the user provided. Duration and latency are the basic to build such templates. Mean,
standard deviation and the number of occurrence of the key is used in this template (see Section
6.1.1).

Finally a distance metric is needed to make the comparison between the template and the
new provided input data of the user. There are many different distance metrics that can be used.
A property of a good distance metric is that it has a large inter-person distance and a small intra-
person distance. One of a basic distance metric is the Euclidean distance. More details about this
are discussed in section 6.1.3.

2.3.4 Advantages and disadvantages of Keystroke dynamics

The author of [13] mentions the advantages and disadvantages of keystroke dynamics systems.
A list of advantages may include:

• Less expensive than other biometrics because it needs no additional hardware.

12
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• Natural authentication mechanism for computers and network security.

• Possible to perform continuous authentication.

• High user acceptance and non intrusive.

As all biometrics also keystroke dynamics has some disadvantages. which may include:

• Sensitive to changes in keyboards and changes in typing languages.

• Affected by the user’s physical condition (fatigue, illness and possible hand and fingers inju-
ries).

• Not too many commercial applications.

• Awareness of certain problems such as typing errors.

• High False Non Match Rate (FNMR).

2.3.5 Applications

It seems to be hard to find literature on working systems that implement keystroke dynamics to
enhance security. Biopassword is one commercial system. They did not release any information
about their system. However there is a demo for this application available on their website[14].
Another available application is Typesense from Deepnet security[15]. They are both systems
which use keystroke dynamics to restrict access to a system.
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3 State of art

There are two types of keystroke dynamics. The first one is static keystroke dynamics in which
the keystrokes are analyzed only at specific times e.g. during login. The second one is continuous
keystroke dynamics in which the typing characteristics are analyzed during a complete session.
Static approaches provide more robust user verification than simple passwords. However static
methods do not provide continuous security, specifically they cannot detect substitution of the
user after the initial verification. Continuous verification monitors the user’s typing behavior
throughout the session. Therefore it can be used to detect uncharacteristic typing rhythm caused
by say drowsiness [16].

A lot of reports can be found on keystroke dynamics dealing with a static authentication. Less
can be found on Keystroke dynamics based on continuous authentication. In this chapter we are
going to talk about the literature concerning those two parts.

3.1 Static Verification

A lot of reports have tested the possibility to identify or authenticate the user during the login
session i.e. when the user has to provide his or her user name and password. The authors of
[2] check not only that a password is correct but they also checked the way it was typed. They
achieved an FMR of 1.9% and an FNMR of 1.45%. In the same paper they also tried to mimic
legitimate users by showing invalid users (impostors) how a legitimate user was typing and then
try to mimic this user. They achieved an FMR of 3.66% which is worse than the previous result
but still acceptable. They state that the keystroke dynamics is strong against mimicking using a
shoulder sniffing attack. Furthermore they show that familiar text passwords give better results
than random passwords.

The authors of [17] compared the results from fifteen scientific papers. Many authors reported
FMR and FNMR less than 2.5%.However many of the good performers require users to write long
text before they are authenticated. This is unacceptable in case of static authentication since it
would be a very costly solution for a company, if their workers had to spend several minutes a
day only to be authenticated. Other suggested solutions in this paper required the authentication
system to be updated every time a new user is added, or when user typing behavior change
over time. Those systems that have to be updated are almost unusable for large organizations.
Only two of the fifteen reports had more than 50 participants. The majority had less than 25
participants.

One problem could arise which is mentioned in [18] in which the authors state that this
method of authentication will reveal information about the passwords especially in online appli-
cations. The authors of [19] state that if latency times between keystrokes are revealed then it
is much easier for an attacker to find a password. Instead of testing 50% (birthday paradox) of
the password space in a brute force attack, it is only 1%-2% of the password space that has to be
tested before the correct password is found. Encryption of such information (latency times) is the
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effective solution for this problem. The authors of [20] have shown that keystroke dynamics can
make passwords more secure against brute force attacks. Even weak passwords would require
much work by the attacker. However this depends on the implementation of the system.

Two different approaches are used during the recognition phase. One of them is the statis-
tical approach[1],[3],[12],[18],[21],[22],[23]. The other approach is the neural network clas-
sification [22],[24],[25],[26],[27],[28],[29]. The authors of [21] were following the statistical
approach. They tested a scoring method based on standard deviation. They compared digraph
latencies in the password, every digraph inside a threshold of n standard deviations from the
mean were given the value of 1.5. Latencies outside this threshold were given the value 1. Then
these values were added together and a user was accepted if the sum was higher than a prede-
fined decision threshold. They managed to get an Equal Error Rate (EER) of 5.85%. They found
that letters scattered across the keyboard provide more accuracy than letters that are close toge-
ther. They used this to give latencies between some letters a higher value which reduced the EER
value to 5%.

In [25] the authors classify neural networks as capable of exploring many competing hypo-
thesis in parallel. Therefore neural networks were considered to have the greatest potential in
the area of pattern recognition over the statistical approach. This idea had many followers and
the authors of [29] tested Artificial Neural Network (ANN) and K-Nearest Neighbor algorithm.
They had ten participants with ten different passwords, and one hundred impostors. The im-
postors tried to write legitimate users password a limited number of times. K-Nearest Neighbor
algorithm gave an FMR of 1.03% and an FNMR of 15.4% while ANN gave an FMR of 29% and an
FMNR of 1%. A very high FMR with ANN could be reduced with further training of the systems.
This training phase is considered as a drawback for ANN. The authors in [28] managed to get
much better results using a parallel decision tree (DT) instead of ANN. They achieved an FMR
of 0.88% and an FNMR of 9.62% with a long text, and with eight characters they got an FMR of
9.19% and an FNMR of 13.97%.

Within each of these approaches, many of different distance metrics can be used. The authors
of [30]used 3 different metrics Euclidean, Non Weighted Probability and Weighted Probability
achieving (FMR, FNMR) of (0%,20.9%), (0%,14.4%) and (0%,9.3%) respectively. In [23] the
authors tested two distance metrics: The normalized minimum distance classifier and the nor-
malized Bayesian classifier achieving a (FMR, FNMR) of (2.8%,8.1%) and (0.5%,3.1%) respecti-
vely. In [12]the authors used three distance metrics and a sum rule to combine the sets to get the
best results. The 3 distance metrics were statistical (median and standard deviation), disorder
between two vectors and time classification. They achieved a final result of FMR of 0.5% and
an FNMR of 6% . The author of [24]used neural network methods as a distance metric however
they got problems with negative latency so they used key down to key down latency achieving
at first an FMR of 6.65% and an FNMR of 2.22% but then they reduced the root mean square
error (RMSE) from 0.07 to 0.03 achieving an FMR of 0% and FNMR of 1.11% .

Another original work which can be mentioned in this part is [4]in which the authors tried to
make the attackers to imitate a legitimate user by giving them a feedback to learn other’s typing
characteristics. They have an overall achievement FMR of 2.56% and an FNMR of 10.26% .
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3.2 Continuous Verification

As we mentioned before less literature can be found on the field of continuous verification. Some
papers tested the possibility to verify continuously the user during a complete typing session. The
authors of [1] provided that they were able to deal with typing rhythms of free text that can be
chosen and entered by users without any specific constraints. They used digraphs, trigraphs and
four-graphs to compare samples and template. A digraph is any set of two letters, a trigraphs
is any set of three letters, while the four-graphs is any set of four letters. They used a Java
script to capture data that was typed in an HTML form. They have tested their method on 205
participants achieving FMR of 0.005% and an FNMR of 5%. Based on their good results we can
say that continuous verification can be used to authenticate users at least in some web-based
applications.

Another article [31] in which the author described software to continuously capture the ty-
ping characteristics on an IBM PC to achieve continuous authentication. This article revealed
that there are common typed diphthongs1 which can provide quite an accurate indication of the
individual identity.

The authors of [32] suggested that the keystroke dynamics concept should be implemented
transparently to do not disrupt the user activity. They managed to perform their experiment with
26 participants, achieving an FMR of 15% and they concluded that it is possible to achieve much
better result by creating more representative templates for each user.

There is also an article [33] which deals with two practical systems that have been imple-
mented based upon both static and dynamic verification techniques. The static verifier uses a
neural network approach, while the dynamic verifier uses the statistical analysis approach. The
first system is tested with 15 participants achieving an FMR of 8% and an FNMR of 7%. The
other one is tested over 30 participants achieving an FMR of 15% and an FNMR of 0%.

There is also a sequence of papers, all about continuous authentication. The first paper
[5],which is considered as a base for our work, presented a series of results from a prelimi-
nary statistical analysis of multi-application keystroke data. The authors used the statistical ap-
proach and the neural network approach for the analysis. The results of their research were not
as encouraging as they hoped and more investigations were suggested. The second paper [34]
was an improvement for the previous one in which they introduced the concept of application-
specific analysis. Specifically they created a specific template for each different application. They
achieve an acceptance rate of around 60% for instant messengers and word applications com-
pared against a general template disregarding different applications. Still they concluded that
further investigations were needed to know the effect of different application on keystroke dy-
namics authentication.

The third paper [35] presented a series of results from a three month trial in which templates
were created using digraphs and trigraphs based on latencies. Those templates are collected with
35 participants based upon a total of 5 millions keystroke samples. The results demonstrated that
the technique offered significant promise as a mean of legitimate user verification, achieving an
FMR of 4.9% and an FMNR of 0%. The authors improved the previous results by removing the

1A unitary vowel that changes quality during its pronunciation, or "glides", with a smooth movement of the tongue
from one articulation to another, as in the English words eye, boy and cow
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worst 5 participant from the trial results, achieving an FMR of 1.7% for digraphs and an FMR of
4.4% for trigraphs.

One related work can be found in [36] where the authors try to measure the programming
performance of a person testing if there is any correlation between the student’s key stroking
speed and performance while they are programming using Java[37] and Ada [38]. They conclu-
ded that there is a negative correlation between speed and performance (completeness of pro-
gram).

Another article [39] is about a method to authenticate a mobile phone user using keystroke
dynamics. Authentication is performed when the user is entering telephone numbers or when he
is typing a text message. They used neural network classifiers to achieve continuous authentica-
tion. The authors found the same problems reported in other articles too. The performance of this
keystroke analysis depends heavily on the user. In this case, there are two groups which are not
suitable to use this technique. One of them is the users who do not use their mobiles regularly.
While the second group consists of users who do not have a consistent mobile utilization.
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4 Choice of methods

Based on the relevant literature that we mentioned in the second and the third chapter of this
master thesis we are going to include a description of the methods to apply in order to answer the
research questions raised in Section 1.5. This chapter can be divided into two main sections. The
first is the experiment by which we can collect data to acquire more knowledge on the research
area and have the ability to answer the mentioned questions. The second is the data analysis by
which multiple methods can be used to analyze our data collection in order to draw a conclusion
about those research questions. In this part it is recommended to have multiple methods to get
as good result as possible taking in consideration the accuracy issue.

Our work can be represented in Figure 6. The first stage can be done by a simple experiment
in which we construct the bases of the second stage that can be done by extending the time for
the same experiment. In the first stage we need to create an application-specific template for each
of our participants. An extraction of specific interesting features concerning each application is
also needed. In the second stage we have to develop a new version of our program by adding an
incorporated filter to collect just those interesting features that we already construct in our first
experiment. Finally we need to perform data analysis on this collected data by applying some
different approaches to analyze the collected data.

4.1 Experiment

As mentioned above, a substantial part of this project is to design one experiment to perform
the purpose of the data collection. We are going to develop a program to allow keystroke data
to be collected under a certain environment. We need to implement a mechanism to collect this
required data across all applications running within a user’s active session continuously. The
program needs to store all captured keystroke features including latency, duration, key code
and also the application in which they were generated. This program is going to be used by
our participants for several days on their own computers. In other words we are going to use a
longitudinal study to capture keystroke features, which means that we are capturing feature from
group of participants over a period of several days. That gives more realistic data then if we are
capturing features in one session. From the collected data, we construct an application-specific
template for each participant. Furthermore a careful look on this data is needed to collect special
and interesting features for each application to provide a filter of the second stage.

For our second stage we extend the period of time of using our program. This is done by
adding an incorporate filter to collect just the features extracted from the first stage and also
that were used for the specific-application template creation. A comparison is needed between
the template and the testing data for the authentication process. It is necessary to use a distance
metric which is a function that outputs a certain number that tells the difference between two
samples. Then we are able to do some calculations regarding FMR and FNMR based on a certain
and suitable threshold.
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Figure 6: Diagram of the stages in our project.

It is important to mention here that the process of creating an application-specific template
for each user can be done using different ways. A variation to choose which features should be
used can be easily noticed by looking in Section 6.1.1. Those templates can be based on the
latency or duration or even a combination between both of them. They can be also based on a
single character or digraphs or even trigraphs or even more common and unique combinations.
A much better result can be achieved by choosing the features that show more stability among
other features. Still we think that investigating more literature is needed to determine which
features our template will based on. Another thing we need after choosing those features is to
normalize our data in a certain sample that make it easier to deal with it in the analysis part.
The choice between certain descriptive functions such as mean, median and standard deviation
is going to be discussed later in this thesis.

4.2 Data analysis

The final stage of our work is to analyze the collected data from our experiment. As we men-
tioned in section 2.1, two different approaches can be used in performing the analysis. The first
is statistical approach and the second is the neural network classification. Sometimes both ap-
proaches can be used for example the author of [5] states that the statistical analysis is not
enough to get accurate results. He suggests using the data mining approach based on neural net-
work algorithms to achieve much better accuracy. In our thesis we will follow the first approach
and let the second for further work.

A major part of our calculation is to score the differences between the templates and our
testing data. A choice between different distance metrics is needed. Again as choosing the inter-
esting features of different applications this will be a process of trial and error where we have to
test various distance metrics and preprocessing approaches.
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5 Experiment

This master thesis specifically considers the continuous user authentication among the usage of
different applications. Our main purpose is to answer the question of how typing characteristics
differ from one application to another. For this we carried out one experiment to allow keystroke
data to be collected from a number of users (participants)1. Instead of doing two different ex-
periments, one for the enrollment phase and another for the authentication phase (see section
2.2.2), we did only one experiment. The data collected in this experiment was split into two
parts, one for enrollment data and one for authentication data.

The first aim of this chapter is to give a general overview about our experiment including
the purpose of doing such an experiment. The second aim is to provide some technical details
about how we implemented this experiment. The third one is to provide some information about
environment and participants. Finally a pre-analysis section is presented to give an overview
of how the preprocessing of the output data of our experiment was performed. The purpose of
preprocessing is to ensure that this data is ready to be analyzed to get out the final results which
are needed to answer the research questions.

5.1 Experiment overview

The experiment was designed to allow keystroke data to be collected under the Microsoft Win-
dows environment. We followed the same approach of the authors of [5]. In order to collect the
required data, it was necessary to implement a mechanism (program) for acquiring keystroke
notification across all applications running within the users’ active session. Basically the core of
the program is a hook function residing in a system DLL to receive keystroke notifications for
all currently running applications. Another objective is to determine which application generates
those keystroke notifications. The output of this program is a data file that containing lines with
this information:

Key Condition Key Name Time Application Name

The Key Condition field can have one of two possible values: KeyDown when the key is
pressed or KeyUp when the key is released. The Key Name field contains the character name.The
Time field contains the value of time counter and finally the Application Name field contains the
application in which the keystroke is generated. The entries of the output text file look like:

The basic goal of this experiment is that we want the participants to type on a keyboard as
naturally as possible. To achieve this goal our program is going to be executed by each partici-
pant on his own personal computer. The program should run in the background and collect the
keystroke data over a long time. During this period the participants should use the computer

1wherever user is mentioned it also refer to participant in Chapter 5 and Chapter 6
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KeyDown E 1253.68329689947 Microsoft Word
KeyUp E 1253.78317984548 Microsoft Word
KeyDown L 1253.81243257646 Microsoft Word
KeyUp L 1253.92189876578 Microsoft Word

normally. At the end of the period the participant should send the collected data back by email
for further processing. A similar experiment setup was used by other authors too [5][40][41],
where the program is given to all participants and the participant need to send the output file
back for analysis.

5.2 Technical details

The program is build using the C# programming language. We could have created a Java applica-
tion instead of a C# program with the same functionality. However a Java application has various
timing accuracies between different operating systems. Java applications running on Microsoft
systems can have 10 ms or worse timing accuracy [4]. According to [42] the timing accuracy in
such kind of experiments should be better than 1ms.

As we mentioned in Section 5.1, the idea behind the program is to collect the keystroke
notification that the user type . The user should run the program on his personal computer for
10 days. The mission of the user is to run the program during the full day. Because our program
collects all the user keystrokes, some legal considerations are taken into account to protect the
user privacy and data:

• First of all, our program has a pause/resume button that can be used to temporarily stop
the program from collecting data. This button can be used for example when the user types
personal information, like passwords or credit card numbers or any important critical data
that should be kept private. This button is also needed when another person wants to use
the users’ personal computer. In such a case the user needs to pause our program to stop
capturing the keystrokes of this person since we are only concerned with our users’ data.

• Secondly, the output data will be processed and analyzed as much as possible automatically.
This means that nobody will go through the data to check what text the user has been typing.
That kind of information is not relevant for this thesis. Our purpose is to perform statistical
analysis on the keystroke data using single and double key information.

• Finally this data will be anonymous, meaning that it will be stored under a random identity
number that is assigned to the user. The information about the link between the user and
his/her identity number will not be made public and will only be used during the period of
the project. It will be destroyed later to ensure complete privacy.

Figure 7 shows the graphical user interface(GUI) of the program. It is developed to make
the life of the user easier. All the user needs to do is to start the program which will open in a
window as shown in the figure. As we mentioned, the user can pause the program by clicking
on the pause button. For resuming the program the user need to click the same button again.
To completely stop the collection of keystrokes the user need to click on the finish button. This
button is obligatory to be pressed by the user before turning of the program or shutting down
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Figure 7: GUI for main program
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the system otherwise data might get lost and not saved in the output log file. Furthermore the
user can minimize the program and uses the computer normally without bothering about the
program. The program will keep collecting data and it will appear in the program tray from
where the user can open it again in order to pause, resume, or stop the program.

5.3 participants

Most of the participants of this experiment are students and employees from HIG. The others are
in various job positions. There were 35 persons who volunteered to participate in the experiment.
Of these, only 25 completed the experiment and returned the data. The participants were given
information about the experiment goal and how the program worked. They were also provided
with the information about the precautions to protect their data and their privacy. They were
asked to run the program for 10 days. Because most of them sometimes forgot to run the program
, it took approximately 1 month to collect the data. Some participants collected data in less
than 10 days,while others used the program longer than 10 days. The shortest and longest data
collection periods were 6 and 15 days respectively. Participant who provided data from less than
6 days were rejected and excluded out from the analysis. Another important thing that the data
were also investigated to exclude unuseful part of this data, for example when the participant is
using a single key for a long time like VolumeUp and VolumeDown. Finally the size of the data
file was considered to accept or reject the participant data. Output files less than 1MB (around
9000 keystrokes) is excluded from the analysis.

The 25 participants consisted of 20 men and 5 women participated. Most of them were from
different countries and, given the fact that they are using different languages, it is expected that
the keystroke features is highly sensitive for the language variances. More research in this field
are needed. The participants were aged between 20 and 55. The majority of participant are
between 22 and 30 years old, with a mean of 29.8 and a standard deviation of 9.5.

5.4 Preprocessing

The first target for our analysis is to create a template or a reference profile2 for each specific
user and for each specific application used by the user. In order to achieve that, we need to do
some preprocessing on the output file to construct these templates easily. Our purpose in this
section is to emphasize the procedure of this preprocessing and focus on the final output of this
procedure. Template creation will be emphasized more in Section 6.1.1.

Figure 8 shows the whole procedure of our manipulation for the output file. As we mentioned
the program used in the experiment will produce a big file with all pressed keys within the user
active session in the whole period (10 days). The next step is to categorize this data according
to two fields: first is the day number and second is the day number and application number
together. For this purpose we make a program (File Division) to split the data into a multiple of
small text files with the same structure of our original output file. A systematic method of naming
these files is used to facilitate the usage of them in further analysis steps. A filename will be Use-
rID_DayNumber_ApplicationNumber where each part is represented by a number. For example a

2The term reference profile is more attached to keystroke dynamics, however the term template is used more in
general biometrics. In this thesis we use the template term.
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Figure 8: Preprocessing procedure

data file with 1_2_3 as a file name contains the data from user 1 on day 2 related to application
number 3. For the first part of categorization (using just the day number) the third part that
represents the application number obviously will not be be used. The next step is that we have
to manipulate and transform the data to easier format with duration and latency timing. For that
we developed a program (called Data Arrangement). After the transformation of the original
format, the new structure of the output file will be:

First Key Name Second Key Name Duration Latency Application

Figure 9 shows an example of the data transformation, where the duration is calculated by
subtracting the KeyDown timing value from the KeyUp timing value for the same key. Latency
is calculated by subtracting the KeyDown timing value from one key from the KeyDown timing
value from the next key. Our choice of duration and latency in this transformation is to let both
having a positive values. This is normal for the duration values due to the fact that the time when
the key is released is greater than when it is pressed. However the latency values can be negative
in the case where the second key is pressed before the first key is released (Tab is pressed before
the LMenu is released). For that the latency is considered as the difference between the two
successive key pressed values (first key and second key).

The next step is to eliminate short/long durations and latencies that may adversely affect
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Figure 9: Example of data transformation

the distribution of single key (one character) times or double key times (digraph). The data will
improve by removing those values, which are also called outliers. Those outliers can come from
inaccuracy or hesitation for example two keys may be accidently struck together thus producing
infeasible small latency or one key is pressed for a long time thus producing a large duration.
There are several approaches for removing these outliers. One approach is proposed by the
authors in [3] and [23] is called shuffling. Shuffling technique combines two entries by choosing
the lowest value of them like the lowest duration for a specific key. Another approach that is used
by the authors in [5]and [32] is basically using the values that fall inside a nominal range and
excluding the values that fall outside this range from the original data. For example the author
of [5] chooses a range between 40 ms and 750 ms where the values outside this range are
discarded. A third approach is used by the authors in [30] and [40]. This approach is based on
statistical values of the mean and standard deviation of the desired values. Basically by removing
values further away from the mean than X standard deviations. Mathematically our nominal
range is between µ−X · σ and µ+X · σ where X is a small positive value.A recursive calculation
for the mean and standard deviation on the new set can be applied. By doing this several times
until all remaining values fall within the accepted range.

In this step of the preprocessing, the second approach is applied first on all of the data and
a further step is done by applying the third approach for the data that is used to create the
templates. The reason behind this is to create more representative templates for the users by
applying more constraints (the second and third approach). However, only the second approach
is applied for the rest of data to prevent the loss of more data which can be valuable in the
analysis.

The final step before choosing our template is to make a final aggregative calculation for the
duration and latency. The output of this program will be two files. Data related to the single key
(one character) includes the mean of durations, standard deviation of durations and finally the
number of occurrence of the single key. The other output is the data considering the double keys
which includes 9 different fields of data as following:

• The first key value
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Figure 10: Example of partial data for both single and double file

• The second key value

• Mean of durations of the first Key

• Standard deviation of durations of the first Key

• Mean of latencies of the digraph

• Standard deviation of durations of the second Key

• Mean of latencies of the digraph

• Standard deviation of latencies of the digraph

• Number of occurrences of digraph

Figure 10 shows an example of both single and double file. The data in those files represents
a partial set from the complete files. This data was chosen randomly to give an idea of which
content the single and double file had.
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6 Data analysis

Two main parts which have the same setup structure will be discussed in this chapter. Our ap-
proach is to analyze the data regardless of different applications and then making the analysis
considering the different applications used by the participants. This setup will assist to achieve
a comparison between the results coming from both parts. It also paves the way to answer the
mentioned research questions and to draw the final conclusion of this thesis.

6.1 Analysis disregarding different applications

In this part of the analysis we consider the data division categorized by the day number. We
pick a random day to generate the template for each participant and use the rest of the data for
verification. A complete overview of the analysis will be given in the following sub sections.

6.1.1 Template creation

As we mentioned in Section 5.4, the output of the final arrangement program is divided into two
files the single key file and the double key file. Both of them include the whole feature set of each
user. Our objective is to concentrate on some interesting features and filter the data to reduce
the whole feature set in order to make the next steps of the analysis easier. For this purpose we
create a program to generate a template for each user using these specific features. The chosen
features are those which are more common in English and also more common between users
( meaning they occur more than other features). Those features include the following for the
single key: Backspace, Space, E, A, T, I, N, O, S,L, Comma and Period. For the double keys they
are: AT, TH, HE, ME, AN, IC, IS, OF, TE, BE, CO, OR and BY. There are two main options to create
the templates for each of the users:

• General template.

• Personalized template.

In the general template we are going to include the full list of the above mentioned features
with the whole data of average timings for duration and latency and the corresponding standard
deviation for each feature. The number of features in this template is going to be the same
for each participant. Both the single key file and the double key file are ordered according the
occurrences of each feature and appended together. A part of general template can be shown in
Table 1 .To see the full template table, see Table 12 in Appendix 1.

The need of a personalized template for each user is to look for those features for which the
user has a small variance. These features are the most consistent ones because the user writes
them in more or less the same way every time. A reason for this might be that they are used a
lot by the user. In this way, each user will have a unique template with only the most consistent
features for that user.
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Table 1: A part of general template for each user.
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To create the personal template for each user, we consider two values for each feature in the
general template. The First is the ratio of the standard deviation value and the mean value. The
second is the number of occurrences of this feature. For the first one smaller values are better and
for the second one larger values are better. Depending on predefined threshold for both values
the corresponding feature will be included or excluded from the personal template. For the single
file we use a threshold equal to 0.03 for the duration timing. So each feature will be included in
the personal template if its corresponding ratio of standard deviation and mean for the duration
is less than 0.03. An example for filtering single key features for the personal template is shown
in Table 2. For the double file, we use a threshold equal to 0.05 for the duration timing and
0.13 for the latency timing. For both files we use a threshold equal to 50 for the second value
(the number of occurrences of the feature), so features that occur less than 50 times are excluded
from the personal template. An example of filtering double key features for the personal template
is shown in Tables 3 and 4. All the threshold values were chosen by testing many different values
and avoiding those values in which most of users will have all the features removed from their
templates.

In Table 2 some users show a high consistency in the whole single feature set such as 2, 6, 8, 9,
11, 22 and 24. Other users such as 16 and 25 have only a few features included in their personal
template. This happened because their way of typing is not as consistent as other users. This does
not mean they are bad or that their results will be worse because they are not so consistent when
they are typing, maybe they are easy to differentiate from other users. For example in Tables 3
and 4 some features like AT, BE and BY show a high consistency among different user however
some features like TE and ME have a big hole in the consistency and will be excluded from most
of the personal templates among different users.

As Shown in Tables 3 and 4 for the double keys the system is almost the same but for the
double keys, there are more options. In addition to the duration of the first key, there is the
duration of the second key but also the latency between the two keys. For each feature of each
user, there are now three different values to check whether the corresponding feature will be
included in the personal template of the user or not. Specifically if two of those three values
satisfy the threshold value, the feature will be included in the personal template. Table 4 is the
continuation of the Table 3 with the remainder of the double key features.

The personalized template is probably the best option since it contains the consistent features
for each user. However the performance of both (general and personal) is going to be checked
and depending on the results the one which performs best will be selected.

6.1.2 Analysis overview

After the template creation for each user, the analysis is going to be performed using a distance
metric (see Section 6.1.3). The full data set,well actually without the data used to create tem-
plates, of each user is going to be compared with all previously created templates using this
distant metric. After that a decision rule (See Section 6.1.4) is going to be applied to the result
of the distance metric and depending on a predefined threshold the decision to accept or reject
the user will be taken.

Figure 11 shows the whole procedure after merging the single and double files to create the
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Table 2: Personal template for single features (X for consistent feature and nc for non consistent feature).
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Table 3: Part1 of personal template for double features (X for consistent feature and nc for non consistent
feature).
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Table 4: Part2 of personal template for double features (X for consistent feature and nc for non consistent
feature).
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Figure 11: Analysis Procedure

template for each user and then making the comparison against the full data set of each user.
The result of this procedure is the distance value on which we will build our decision to accept
the user or reject him/her.

6.1.3 Distance metric

To compare the full data set of the typing sessions from the users with a template, a distance
metric is going to be used. The distance metric is a function that produces a distance value. This
value represents how far away the input from the template is. Many distance metrics can be
used in this case. However the matter of choosing the best distance metric is left for as further
research. Based on literature we decide to use a simple distance metric [5].

If we are considering a single key K, which has the key duration tK then the distance will be:

D = |
tK − µK

σK
| (6.1)

Where µK is the mean of the key from the template and σK is the standard deviation for that
key from the template.In other words the distance is equal to the difference between the input
timing and the corresponding mean expressed in units of the standard deviation.

The template also consists of double key data where we have three different timings values
to check: the duration of the first key, the duration of the second key and the latency between
both keys. we define the distance as the average of the three resultant distances as follows:
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DK1 = |
tK1 − µK1

σK1
| (6.2)

DK2 = |
tK2 − µK2

σK2
| (6.3)

DL = |
tL − µL

σL
| (6.4)

D = |
DK1 +DK2 +DL

3
| (6.5)

Where K1 is the first key , K2 is the second key, L is the Latency between K1 and K2 and T
represents the timing with respect to the key duration and latency. Furthermore µ and σ represent
the mean and standard deviation from the template. The total distance is the average of the 3
distance values DK1, DK2 and DL.

6.1.4 Decision rule

A decision rule based on a predefined threshold is needed after applying the distance metric
described in Section 6.1.3. The resulting distance value from the comparison of each timing
value to the corresponding mean and standard deviation from the template has to be compared
to a predefined threshold and a decision based on this needs to be taken.

Many decision rules could be applied. In this section we are going to discuss two of them and
choose one for the further analysis.

The first decision rule tells us if the typed feature is good (0) or bad (1). When the distance
value is larger than a timing threshold, it means that this timing value is outside our limits and
this value is judged as a mistake (Rule = 1). Otherwise if it is less than or equal to the threshold
then the feature is decided to be correct and it is judged to be a normal typing (Rule = 0). This
rule is giving by the following equation.

Rule =

{
0 D ≤ T ,
1 D > T .

(6.6)

Where D is the distance value calculated by the distance metric and T is the predefined threshold.
The second decision rule does not only tell us if the typed feature is good (0) or bad (1) but

also how far the input from the template is. This decision is more realistic since we have an idea
of how bad was the feature typed. This decision is between good (0) and a certain value which
express the distance from threshold (mistake). This rule is giving by the following equation

Rule =

{
0 D ≤ T ,
D− T D > T .

(6.7)

Where D is the distance value value calculated by the distance metric and T is the predefined
threshold. In addition it would also be possible to change this rule to have also the idea of how
good was the feature typed. Again choosing the best decision rule will be left to further work.
The purpose of that is to achieve better results.
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Table 5: Distance values using threshold equal to 0.5 (T = 0.5).

6.1.5 Analysis applying different thresholds

As we mentioned before the second decision rule is more realistic since it is providing more
information than the first one. Therefore we decided to use this decision rule with different thre-
shold values (T = 0.5, 1.0 and 1.5) trying to achieve a good result for the authentication phase
and to see which threshold is giving the best result of the system in terms of FMR and FNMR.
First we use the threshold equal to 0.5 (T= 0.5). Table 5 shows the result of each user when
compared against his/her template and against other users templates. The diagonal represents
the results when the data of the user is compared to his/her own template while others entries
shows the results when the data of the user is compared with template of another user. The best
result will be achieved when this diagonal contains the lowest number of each row. With this
threshold we achieved FMR of 7.04% when we use the values of diagonal as thresholds i.e a
different threshold for each user1.

The results for T=1.0 are shown in Table 6. Since the threshold is higher, it was expected
that more features are accepted to be correct and as a consequence the distance values should
decrease. The distance values are lower than before but this does not mean that we will get a
better result. When calculating the FMR in the same way, we get 9.76%.

Finally we use T=1.5 to increase the number of accepted features to be correct therefore
decreasing the distance values which are shown in Table 6. Still we got a higher FMR of 12%.That
means the best result of FMR we got it when we used a threshold of 0.5 (T =0.5) so for further
analysis we use this value beside the second decision rule.

6.1.6 Penalty function

To make the analysis more realistic and to implement the continuous authentication of keystroke
dynamics in commercial products, we need a kind of continuous checking among the full typing

1Note here that we assume that FNMR = 0% and we calculate FMR based on different threshold for each user.
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Table 6: Distance values using threshold equal to 1.0 (T = 1.0).

Table 7: Distance values using threshold equal to 1.5 (T = 1.5).

36



Keystroke Dynamics How typing characteristics differ from one application to another

session of each user. The shortcoming of previous analysis is that the authentication process is
checked at the end of a full typing session and not during the whole session itself. Therefore it is
needed to introduce the idea of the Penalty function.

Simply said, a penalty function is a function which updates a penalty value (P) for every
captured feature during the typing session. Based on the distance metric and decision rule, the
penalty value will increase each time the feature is outside the expected range and decrease each
time the feature is considered to be correct and its corresponding time is within the expected
range. In other words the user should be punished when he/she makes mistakes (increasing
the penalty value) and he/she should be rewarded when he/she types the feature correctly.
Furthermore the user also should be punished by relatively small value when the feature does
not exist in his/her template. A general setup for the penalty function will be:

Penalty(feature) =


0 Initial condition,
P+Punishment Mistake,
P-Reward Correct,
P+α Not Exist.

(6.8)

P is the penalty value. Punishment and Reward values are determined according to a certain
decision rule and α is a small value, in particular we used α =0.01.

For the analysis using the penalty function, we decided to use the threshold which achieved
the best result in terms of FMR in Section 6.1.5. The penalty function idea was added to the
second decision rule and using that, we set the values of Reward and Punishment as follows:

• Punishment = |D− T | where D is the distance using the distant metric in Section 6.1.3 and
T is the threshold value achieving the best results in term of FMR which Equals 0.5.

• Reward = 1.3 It was decided to us a value equal to 1.3 which achieved a best results after
checking different values from 0 to 2.

Each time the typing of the feature is decided to be a mistake, the penalty function will
increase the value P by the difference between the distance and threshold. On the other hand,
when the typing of the feature is classified to be correct, the penalty function will decrease the
penalty value P by the Reward value. One more constraint on the value P that it should be never
be negative i.e P >= 0.

When we compare the data coming from a certain user against other user’s template, the
penalty function is expected to keep increasing most of the time and the user should be rejected
after a relatively low numbers of features. Otherwise when we compare the data of a certain
user with its own template, the penalty function should fluctuate more or less around a certain
threshold value which is related specifically to each user. The value of this threshold depends on
how consistent the user types the features.

After applying the penalty function to the authentication phase, three different classifications
among user were detected.

• Very consistent users

• Consistent users
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Figure 12: Penalty function for the authentication process for user 12.

• Non consistent users

For each user in the example below, we take the threshold of this user to be the maximum value
of the penalty function when we compare this user’s data against his/her own template. This
value should be set as a boundary where every legitimate user should be always below and all
other users should go over after a small number of features.

Figure 12 shows the penalty function of user 12, who has shown a high degree of consistency
in his way of typing. That means a low threshold value which in this case is 23.6. Most of the
time the value of the penalty function of this user was below 5, of course with some exceptions,
but still having a very consistent way of typing.

In figure 13 shows the penalty function when the template of user 12 is compared with the
data of user 1 and user 2. The chart on the left shows that user 1 is rejected after typing 108
features, while user 2 is rejected already after typing 46 features. It is clear that this user is far
away from the other users’ way of typing since it exceed the threshold after a relatively low
number of features .

User 9 is an example of consistent user (the second group). Figure 14 shows that the maxi-
mum penalty value is now 35. This user typed a lot of features far from the template but also
typed a lot of features matching with the template. When other users’ templates were compared
with user 9, it is clearly still noticeable that this user is far away from their way of typing. For
example when we compare the data of user 1 against the template of user 9, then user 1 will be
rejected after typing just 42 features while user 2 will be rejected after typing only 11 features
which is really a good result. Figure 15 shows the penalty functions of the two comparisons.

The last example is for the non consistent group. Figure 16 shows the penalty function of
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Figure 13: Penalty function for user 1 and user 2 VS user 12 template.

Figure 14: Penalty function for the authentication process for user 9.
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Figure 15: Penalty function for user 1 and user 2 VS user 9 template.

user 8 against his template. It presents a high threshold relative to other users with value of 146.
Despite that this user is considered as a non consistent user relative to others, when other user’s
data were compared with this user template, it is still clearly different. For example when we
compared the data of user 1 against the template of user 8, user 1 will be rejected after typing
only 65 features while user 2 will be rejected after only 14 features doing the same comparison.
Figure 17 shows the two different comparisons.

Table 8 shows the number of features that the imposter can type before him/her getting
rejected by the system. Assuming again that all the legitimate users will be accepted (entries in
diagonal are zeros). The mean of those entries shows a good potential since the imposter can be
rejected in average after 181 features. This number is indicating a good result if the imposter is
using only the keyboard to perform his attack. However if the imposter is using the mouse most
of the time, the system will be vulnerable.

The mouse authentication is beyond the scope of this master thesis. However further research
on combining mouse authentication and keystroke dynamics are needed to solve this problem.

6.2 Analysis considering different applications

In this part of the analysis we consider the data grouped by the application in which the data
is generated. We will create specific application templates for each user. Each user will have a
number of different templates related to the applications used by him/her. A complete overview
about the analysis will be described in the following sub sections.

6.2.1 Applications classification

When we perform the experiment, there was no constraint on the users to use specific applica-
tions. As a result we had a number of different applications which seemed to be good at first
glance. However the need of choosing common applications among different users is difficult.
Another difficulty we faced was that some applications did not have enough data to be inclu-
ded in our analysis, therefore we were forced to exclude them from the analysis. By looking
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Figure 16: Penalty function for the authentication process for user 8.

Figure 17: Penalty function for user 1 and user 2 VS user 8 template.
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Table 8: Number of features which impostors can type before they got rejected assuming all legitimate users
are accepted (Zeros at diagonal)

after common applications among different users, we classified applications into three different
groups:

• Group X: includes the text editors’ applications such as Microsoft Word, Notepad, WordPad,
etc.

• Group Y: includes the internet browsers applications such as Mozilla Firefox, IE, Google
Chrome, Opera, etc.

• Group Z: includes the instant messages applications such as Yahoo, Msn, Skype, etc.

Most of the users have used those applications. However still some of them do not have enough
data to be included in the analysis Table 9 shows whether a user has enough data for the specific
group mentioned above or not. The idea behind this grouping is to make the comparison process
between users easier.

6.2.2 Template creation

The concept of the personal template mentioned in Section 6.1.1 is applied in this part. The
only difference is that we used only the data for each specific application group to create this
template. This procedure produced 1,2, or 3 templates for each user. From Table 9 we see that 9
users will have 3 templates, 14 users will have 2 templates and one user (user 19) will have only
one template.

6.2.3 Analysis Overview

To have all the possibilities of the comparison process, we decide to make a comparison between
the different templates coming from each user (X,Y and Z) with the data coming from each
different group of applications. Table 10 shows the 9 possibilities of comparison between the
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Table 9: Available group of application for each user (X for available and NA for not available).
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Table 10: All comparison possibilities between the data and templates.

data and the application specific templates. The first letter express the group in which data is
generated and the second letter express the group which the template is generated by.

6.2.4 Penalty function with the second decision rule and Threshold = 0.5

Since we got the best result in the previous part using the second decision rule and threshold
equal to 0.5, we decided to apply this to make the required comparison from Section 6.2.3. The
results will be viewed in terms of the penalty function with the same setup as used in the previous
analysis.

When we compare the users’ template coming from the same application as where the data
comes from i.e XX, YY and ZZ, we got interesting results. Knowing the application in advance
and make a comparison with the template coming from this application gives lower values of the
penalty function than when making the same comparison regardless of the application. Figure
18 shows the penalty function of user 1 when we compare the user data which is generated in
the same application as the template is created from. The top chart is taken from the first part
of analysis regardless the application and the three down charts represent the comparison for
application X,Y and Z for user 1. The threshold in the top chart is equal to 250 while the values
of threshold of the bottom charts are 120, 45 and 67 (from left to right respectively). This means
that knowing the application gives better authentication results.

Returning to the main question of this thesis "are different applications affecting the process
of authentication", we need to see the results for the other six possibilities (XY, XZ, YX, YZ, ZX
and ZY). In other words we need to compare the data coming from a certain application with
the template based on another application which the data come from. Figure 19 shows user 11
penalty function when we compare the data coming from group X to the template generated by
group Y. No significant difference is detected, which means that the user is still authenticated
successfully despite of the application he used and with also a low threshold which indicates a
good result.

Figure 20 shows another example based on the same comparison that is used in the previous
example. However this results is for user 10 when we compare the data coming from group
X with the template generated by group Y. Despite that we have a higher threshold this time,
still there is no significant difference is detected which means that the user is still authenticated
successfully despite of the application he used. Based on these results the answer of the previous
question is that it doesn’t matter which kind of application the user used. Still this user can be
authenticated successfully.
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Figure 18: Penalty function for user 1 in different applications.

Figure 19: User 11 penalty function when we compare the data coming from group X to the template
generated by group Y.
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Figure 20: User 10 penalty function when we compare the data coming from group X to the template
generated by group Y.
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Table 11: Means of number of features that the imposter can be rejected after typing regardless of applica-
tions, using same application, using different applications respectively .

Other results that assure the previous finding are shown in Table 11. A comparison between
the average number of features that the imposter can type before getting rejected by the system.
The first column represents the average number of each user when he/she tries to authenticate
him/herself as another user regardless of which application is used. The second column contains
those averages where the template and the test data are generated by the same application and
the third column contains those averages where the template and the test data are generated by
different applications. column 1 is generated from Figure 8. while columns 2 and 3 are generated
from Table 13 and Table 14 respectively.

It is obvious that when the same application is used for both the template and the test data,
the impostors will get rejected after a smaller number of features relatively to the other cases
(disregarding application and different application). Furthermore columns 1 and 3 are very close
together which indicates that different applications do not affect the authentication process.

Since we have a limited number of applications we cannot generalize this result. A solution for
this problem is needed for further research and using number of different applications including
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Figure 21: Stability comparison between X and Y.

e.g programming editors.
Another result which could be investigated that application Y shows a higher stability than

application X. An explanation of such a result could be that users in general type a short sentence
in browsers which also they are used to type such URls, filling short forms with user name and
password and others. However it is not the case in the text editors group where the user has long
typing sessions. Figure 21 shows an example of this result when make a comparison between X
and Y for users 1 and 2. The top charts show that the threshold for user 1 using application X is
120 while for application Y is 46. For the bottom charts the threshold for user 2 using application
X is 23 while using application Y,it is 17.

This is also the case when we compared application X with Z (Z shows a higher stability than
X). However when we compared application Y with Z, some users show a higher stability in
application Y than in Z, while others show more stability in Z than in Y. The results depends
on the user’s consistency more than the application stability. This can be explained that some
application has a template overlapping which prevents to decide which application is more stable
than the other. Figure 22 shows an example of this result when make a comparison between
applications Y and Z for users 1 and 8. The top charts show that the threshold for user 1 using
application Y is 46 while for the application Z is 68. For the bottom charts the threshold for user
8 using application Y is 27 while using application Z is 18.5.

There is a need of further research to include more applications to check the stability of
different applications since we have limited number of application groups in this thesis. More
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Figure 22: Stability comparison between Y and Z.

discussion about that can be found in Chapter 8.

6.3 Summary of results

6.3.1 Without penalty function and regardless of different applications

Looking at different thresholds we got the following results in terms of FMR using the second
realistic decision rule:

Threshold FMR
0.5 7.04%
1.0 9.76%
1.5 12%

We should always keep in mind that according to these results we assumed that FRR is equal to
0 in all cases. In other words, each user of the system will be accepted when comparing his/her
data with his/her own template.

6.3.2 With penalty function and regardless different applications

The use of the penalty function gave us a better idea of how consistent and how differentiable
the users are. Three kinds of users were detected: very consistent users, consistent users and non
consistent users.
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6.3.3 With penalty function and considering different applications

We can summarize the results of the final part of our analysis by the following:

• It seems to be that knowing the application is much better to get better authentication results.
Since we have a lower threshold when we compare the data coming from a certain application
with the user template based on the same application.

• Despite of the first results, still it doesn’t matter which kind of application the user used. And
still this user can be authenticated successfully. Generalizing this result cannot be achieved
since we have a limited number of applications. In other words we need more applications to
be sure that the authentication process is application dependant or not.

• It seems to be that some applications show a higher stability than other applications. However
overlapping between some applications prevent to decide which application is more stable
than the other. In this case this process will be user dependant and will differ from one user
to another.
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7 Further work

As we mentioned in Section 6.3.3, the limited number of different applications prevents us from
generalizing the first finding about the keystroke dynamics independency on applications varia-
tion. This problem could be solved by forcing the participants to use various applications in a
nonstandard environment for the experiment. The drawback of this is that a nonstandard envi-
ronment will affect the realistic part since in our experiment we let the user type freely without
any limitation on the applications that are used or any constraint in the experiment environment.
Still the research question is open and further investigation is highly needed.

Other approaches then the statistical approach need to be applied, for example the neural
network approach where less manual setup for a threshold is not needed. This may give much
better results and automate the process of system investigation.

According to the analysis mention in Section 6.1.6, it is obvious that the system is vulne-
rable if the attacker is used the mouse to perform his attack. So authentication based on mouse
movement should be considered to solve this problem.

A .NET platform under windows XP and Vista was used for the core application. However
it will be better to use a multi-platform to increase the compatibility with users. This will also
increase the potential number of participants.

Different applications is not only the factor that should be investigated with respect to keys-
troke dynamics. Other factors such as keyboard variations and language variations should be
investigated to know the effect of those variables on the authentication based on keystroke dy-
namics. Again this will increase the potential of keystroke dynamics, such that it might become
commercially attractive.

Last but not least, the choice of distance metric and decision rule should also be tested and
improved. This will increase the performance of this method to warranty a good authentication
with better FMR and FNMR.
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8 Conclusion

During the work of the thesis we have looked on the effects of different applications on the
authentication process using keystroke dynamics. When we have studied the system regard-
less of the applications used, the results showed good potential. Using a simple distance metric
to express the difference between the template and the test data for each user gives good re-
sult in terms of FMR. For different threshold values (0.5 ,1.0,1.5) we got FMR values (7.04%,
9.76%,12%) respectively.

A more realistic environment is provided using a penalty function to authenticate users conti-
nuously during the whole session period. Some participants have shown to be not so consistent
and this was reflected in our results. Other participants are shown to be very consistent and dif-
ferentiable. During the second part of analysis we have studied the system considering different
groups of applications. The results show that knowing the application gives much better results,
since we can use lower thresholds when we compare the data coming from a certain application
with the user template based on the same application.

Trying to answer the main question for the master thesis "How typing characteristics differ
from one application to another" we found it doesn’t matter which kind of application the user
used, and still a user can be authenticated successfully. Generalizing this result cannot be achie-
ved, since we have a limited number of applications. In other words we need more applications
to be able to conclude whether the authentication process is application dependant or not.

We also found that some applications show a higher stability than other applications. However
overlapping between some applications prevents to decide if an application is more stable than
the other. In this case this process will be a user dependant and will differ from one user to
another.
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A Appendix 1
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Table 12: Example of a full template table.
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B Appendix 2
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Table 13: Table of results for participants vs templates with a threshold of 0.5 and using the decision rule 2
with our defined penalty function. Each number is the number of features that the imposter need to type to
be rejected by the system assuming that the system will accept all legitimate users. The comparison is using
the template and test data which coming from the same application specifically YY possibility.

Table 14: Table of results for participants vs templates with a threshold of 0.5 and using the decision rule 2
with our defined penalty function. Each number is the number of features that the imposter need to type to
be rejected by the system assuming that the system will accept all legitimate users. The comparison is using
the template and test data which coming from different applications specifically YZ possibility.
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